- National o
SANDZ020- 6783PE_- %, _*
’ l.leUlﬂlUl [ ) 2 =

ciical Leverage-Based
mpling feor Low-Rank Tensor
DecomPOSition

Tamara G. Kolda

Sandia National Labs, Livermore, CA
www.kolda.net

Joint work with

Brett Larsen
Stanford University

Illustration by Chris Brigman

Supported by the DOE Office of Science Advanced Scientific Computing Research (ASCR) Applied Mathematics. Sandia National Laboratories is a
; U.S. DEPARTMENT OF

multimission laboratory managed and operated by National Technology and Engineering Solutions of Sandia, LLC., a wholly owned subsidiary of
Honeywell International, Inc., for the U.S. Department of Energy's National Nuclear Security Administration under contract DE-NA-0003525. EN ERGY

7/1/2020 Kolda - ENLA Seminar 1



Sanda /1
National ||
Laboratories Y—

Tensors Come From Many Applications

= Chemometrics: Emission x Excitation x Samples % - \
(Fluorescence Spectroscopy) Chemometrics

= Neuroscience: Neuron x Time x Trial | 1

= Criminology: Day x Hour x Location x Crime
(Chicago Crime Reports)

= Machine Learning: Multivariate Gaussian
Mixture Models Higher-Order Moments

L 5’77/;9

Stoy, \’—,%dta{\ou P

neuron

" Transportation: Pickup x Dropoff x Time (Taxis) ———"

= Sports: Player x Statistic x Season (Basketball) [Criminology\ \ time /

o Cyb.er-Trafflc: IP x IP x Port x Time | .’ inﬁ /IVI - chine Learning\

= Social Network: Person x Person x Time x S S 1L
Interaction-Type 8,

= Signal Processing: Sensor x Frequency x Time :

= Trending Co-occurrence: Term A x Term B x Time \
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Tensors Come From Many Applications @‘a""’““‘""s

= Chemometrics: Emission x Excitation x Samples
(Fluorescence Spectroscop

= Neuroscience: }

= Criminology: [
(Chicago Crime

= Machine Lear

Chemometrics

Tensor Decomposition Finds

Mixture Mode Patterns in Massive Data )
" Transportatio . .
« Sports: Player (Unsupervised Learning) ime /)

= Cyber-Traffic:

= Social Networ
Interaction-Type

= Signal Processing: Sensor x Frequency x Time
= Trending Co-occurrence: Term A x Term B x Time

~

achine Learning
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Tensor Decomposition Identifies Factors @la“°’at°"°s

Data CP Model Sum of r Outer Product Tensors Factor Matrices

/Z L L
X <\:> - | _ + e 4 9113 e <defined bv> Al A2 “u Ad—|—1

:x c R’I’Ll XM X+ XNg+1 M — [[A17 A2, e A—d—l—l]] c Rnl XN X+ XNd+41 A-k c Rnk XTr
r d+1

Xy = Cﬁ(ila/’:Qa ¥ s 7id+1) my; = m(i17i27 R 7id—|—1) — Z H CLk;(’Lk,])
71=1 k=1

Model Rank
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= Reddit is an American social news aggregator, web content rating, and discussion website

Example Sparse Multiway Data: Reddit

= A “subreddit” is a discussion forum on a particular topic
= Tensor obtained from frost.io (http://frostt.io/tensors/reddit-2015/)
= Built from reddit comments posted in the year 2015

= Users and words with less than 5 entries have been removed

Reddit Tensor
8 million users 4.7 billion non-zeros (10~8%)

200 thousand subreddits 106 gigabytes
8 million words

4
%,

Subreddit

[ x(i,j, k) =log (1 + the number of times user i used word j in subreddit k) }

u
ser Used arank = 25 decompsition

Smith et al (2017). “FROSTT: The Formidable Open Repository of Sparse Tensors and Tools”
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Interpreting Reddit Components

Reddit Tensor

Compute
rank r=25
Model

variance explained = 6%

Component 6

A
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Top Subreddits

worldnews
europe
todayilearned
AskReddit
news
unitedkingdom
canada
technology

pics

australia

politics

atheism
Futurology
ukpolitics
science
conspiracy
videos
syriancivilwar
socialism

india

Israel
nottheonion
dataisbeautiful
SubredditDrama
personalfinance
UkrainianConflict
Documentaries
Economics

Color-coded
by overall
frequency
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Scotland
polandball
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peopl
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Example Reddit Components Include Rare
Words Apropos to High-Scoring Reddits

Component #6: International News
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Component #8: Relationships

Top Subreddits Top Words

worldnews 1 peopl !
europe more 9
todayilearned A dont 9
AskReddit one N
news 1 think 1
unitedkingdom 1 make A
canada b go A
technology -1 countri g
pics A out g
australia A up 1
politics 4 thingE— ] .
atheism 4 evenfE________ ] .
Futurology . be ] .
ukpolitics 7 right 1
science A use 1
conspiracy A time A
videos 1 know 1
syriancivilwar 1 much 1
socialism 1 want b
india b im b
Israel 1 thatE_— 1] .
nottheonion 1 mean ] 1
dataisbeautiful 1 wayp__ ] 1
SubredditDrama i see 5
personalfinance 1 realli 5
UkrainianConflict 4 world .
Documentaries b take 7
Economics 7 now L 7
IAmA 1 those 7
Scotland 4 need ] .
polandball 4 well ] .

0 0.2 0.4 0.6 0.8 1 0 0.05 0.1 0.15

0.2

0.9

0.8

0.7
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0.5

0.4

0.3
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0.1

0.05

Top 1000 Users
T

900

relationships
relationship_advice
TwoXChromosomes
raisedbynarcissists
sex

AskReddit
personalfinance
legaladvice
childfree
offmychest
Parenting
TForceNetwork
funny
ApplyingToCollege
weddingplanning
JUSTNOMIL
OkCupid
TrollXChromosomes
AskWomen

dogs
MakeupAddiction
videos

TheRedPill

tifu
SkincareAddiction
PurplePillDebate
AskMen

Frugal
femalefashionadvice
BabyBumps
todayilearned

Top Subreddits

1 peopl

retationship

A im
. one
4 more
. your
. be
: see
1 realli
-1 doesnt
1 work
even
way
friend
tri

b tell

7 talk
- someth

0

0.2

0.4

0.6

0.8

1

Top Words

someon

TN Y N T N N N T N M

0

0.05

0.1 0.15
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Example Reddit Components Include Rare
Words Apropos to High-Scoring Reddits

Component #9: U.S. Politics (2015)
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Component #11: Sports

Top Subreddits Top Words

politics 1 peopl :
SandersForPresident a dont 9
atheism 1 more 9
PoliticalDiscussion 1 one 7
technology 1 think 1
AskReddit A up A
explainlikeimfive 4 make A
AdviceAnimals 1 go g
changemyview A out 1
Libertarian A im 1
Economics 4 rght ] .
todayilearned 4 evenf________ ] .
Conservative 1 much E 9
europe 1 state b
pics A vote 1
conspiracy 1 thing A
WTF 1 want A
gaming 7 time 7
Showerthoughts 4 know 1
TrueReddit b that £ 5
gifs I 1 bef 1] .
bestof 1 those E !
Futurology - doesnt £ 9
worldnews 1 needE 5
science work £ 1
tifu A take 1
Anarcho_Capitalism way k£ 1
Android use 1
DebateReligion -1 actual £ .
lostgeneration 4 mean ] 4
progressive | . seef ] .

0 0.2 04 0.6 0.8 1 0 0.05 0.1 0.15

o
o

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

0.1

0.05

Top 1000 Users
T

900

fantasyfootball
hiphopheads
baseball
chicagobulls
clevelandcavs
warriors

CFB
CollegeBasketball
lakers

NBA2k
bostonceltics
heat

rockets
NBASpurs
NYKnicks
sixers

suns
LAClippers
BlackPeopleTwitter
Browns
AdviceAnimals
Fitness
Thunder
hockey

islam
AtlantaHawks
sports

MMA
DetroitPistons

Top Subreddits Top Words
game
team

play
up
think
dont
year
player
one
go
good
im
1 more
b out
A he
A time
1 make
3 realli
A see [
4 evenf________ 1]
guy ]
1 better
nowfE ]
look
—

much |

that £
b fan
1 peopl
1 point

. still 71

! 1 1 L 1 1 L

—
!

0 0.2 0.4 0.6 0.8 1 0
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Example Reddit Components Include Rare ol
Words Apropos to High-Scoring Reddits aboratores

Component #15: Wrestling Component #18: Soccer

Top Subreddits Top Words i TopISubreqdits Top Words ]
SquaredCircle match 4 soccer 1 player -

MMA . one 9 reddevils . payE————— ] .
SquaredCirclejerk . out . 0.9 Gunners 1 team . 0.9
baseball 1 think 1 FIFA b one R

comicbooks 5 up 1 LiverpoolFC 1 dont .
WWE . go . 0.8 MLS 4 game ] . 08
hiphopheads - dont 4 chelseafc 4 think -
movies h im A unitedkingdom A up 8
WWEGames 1 wwe b 8, NUFC 4 more . 107
TwoBestFriendsPlay &t time q ’ Barca 1 goodE_—— ] R '
television 4 show . europe 4 time .
PS4 } . guy . ukpolitics 4 yearf_______ ] .
wwenetwork F 1 see . 106 MMA 1 well ] . 106
StarWars | <4 make 8 coys E o .
SubredditDrama } 1 more b FantasyPL 1 make A
metalgearsolid | 1 realli A 8 0.5 hiphopheads A out - R 0.5
TumblrinAction } b look E ] 4 footballmanagergames . he .
fantasyfootball } 4 good E s MCFC 4 reali .
CasualConversation | 1 peopl 1 - 0.4 realmadrid & im 8 404
gamegrumps | 1 know b Cricket i A seefp ] R
amiibo } 1 he . videos I 1 look T .
Games | 4 wrestl . 03 CFB 4 know . 03
magicTCG } 1 overf 5 ’ SaintsFC 1 evenp | . ’
Smite | 4 nowE 8 news 4 leagu .
FlashTV } 4 yearE . Parliamodicalcio 4 peopl .
arrow } 4 wantE g 0.2 hockey 4 muchE_— ] . 0.2
nrl F 4 evenE . AdviceAnimals 4 goal .
xboxone } . that £ . todayilearned 5 fan .
hockey | 8 be . 0.1 formula1 8 club 8 0.1
Boxing | 1 thing £ 4 peloton . that £ 8
dbz } 41  wayE . fantasyfootball 1 3 ]y 1
1 1 1 1 L 1 1 0 1 1 1 I 1 1 L 0
0 0.2 04 0.6 0.8 1 0 0.05 0.1 0.15 0.2 0 0.2 0.4 0.6 0.8 1 0 0.05 0.1 0.15 0.2
Top 1000 Users Top 1000 Users
T T T T T T T T T
0.05
900
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Example Reddit Components Include Rare
Words Apropos to High-Scoring Reddits

Component #19: Movies & TV
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Component #18: Computer Card Game

9
Laboratories

Top Subreddits Top Words

movies b movi b
television a one q
AskReddit A out 9
StarWars 1 think q
asoiaf i up A
comichooks A time A
todayilearned b im A
gameofthrones 1 realli E g
anime 1 good T
marvelstudios = go 1
books A dont 1
gaming 1 peopl 1
hockey 1 make 9
AdviceAnimals 1 more T
CFB b film b
Marvel A see 1
whowouldwin A look A
Music 1 know 1
videos 1 watch b
DCcomics 1 evenE 5
flicks 1 thing £ A
TrueFilm g well £ g
thewalkingdead 1 much L 9
AskScienceFiction - fistE__—— ] q
WTF 5 stil ] 8
SubredditDrama 4 didnt E A
arrow 1 charact 1
Showerthoughts love 1
FlashTV . thatE 1] .
fixiv 4 greatf ] .
StarWarsLeaks 4 wayp_____ ] .

0 0.2 04 0.6 0.8 1 0 0.05 0.1 0.15

0.2

0.9

0.8

0.7

0.6

0.5

0.4

0.3
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0.1

Top 1000 Users
T

0.05

900

hearthstone
heroesofthestorm
wow
CompetitiveHS
magicTCG
Overwatch
customhearthstone
Games

Smite

Diablo
smashbros
starcraft
AskReddit
pathofexile
DnD

asoiaf

spikes
xboxone
Guildwars2
videos
changemyview
PS4
AdviceAnimals
ModernMagic
EDH
2007scape
whowouldwin
Android
diablo3
gameofthrones
SubredditDrama

Top Subreddits Top Words
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Tensor Decomposition Identifies Factors @la""’a"“""s

Data CP Model Sum of r Outer Product Tensors Factor Matrices
z 7 £
L

X € R™ XM X+ XNgi1 M = [[Ala _IA27 e Ad—l—l]] c R™ XM X s XMNg41 Ak c Rk XT
r d+1

Xy = Cv(ilv/’:Qa IO 7id+1) my; = m(i17i27 <. 7id+1) — Z H Cl,k-(@k,])
1=1k=1

Model Rank

Key Idea: Alternate among the d factor matrices, fixing all but that one and solving. Each subproblem is linear least squares.

7/1/2020 Kolda - ENLA Seminar



Prototypical CP Least Squares Problem has @ggggiga,_
Khatri-Rao Product (KRP) Structure s

min [|ZBT — X7

N>nrmn
Z ¢ RV*r BT e R™™" XT e RV*" = KRP costs O(NT) to form
= System costs O (Nnr?) to solve
Linking back to =
modi—(d+1) T | K?i;i‘;“:;;;ied to O(Nnr)
least squares = KRP structure + data sparse
subproblem Khatri-Rao | B = A, Viay Be * Cost reduced to O(r nnz(X))
d Product Vglry
= H " LA, Sparse
k=1 Structure
n = nd+1 I I ] I
1 I | |
| 1 1 1
I I |
| | |
Z:Ad@®A1 X:X(d+1)

7/1/2020 Kolda - ENLA Seminar



For Ease of Discussion: Simplify KRP Least @ e,
Squares to Slngle Right-Hand Side Laboratories -

min ||ZBT — XT||? min ||Za — v||?
B ocR"
7 c RV BT e R™*" XT ¢ RVXn 7 c RVXT aeR" veRY
Unknown | —
] \ L
Khatri-Rao / Khatri-Rao
May Be S/
Product Ver / Product
y
I Sparse (KRP)

Structure Structure
| 1 | 1
| . | -* | I )
| 1 1 1 I 1 11
| | | | ; | L

N>rn N>r

7/1/2020 Kolda - ENLA Seminar



Structure of Khatri-Rao Product (KRP): @ et
Hadamard Combinations of Rows of Inputs

Laboratories —

Number of columns is
the same in all input
matrices, but number
of rows varies

KRP of d Matrices:

A-]_ e ]R’nl Xr

11

19

N

A5 € Rn27

7 ERNXT

d
N = an
k=1

Each row of KRP is Hadamard product of
specific rows in Factor Matrices:

Z(Z, I) — Al(il, 2) ¥ ooee 3k Ad(id, Z)
where

g = (nd_l v -nl)(id = 1) + (nd_z . -nl)(z'd_l = 1)
+---—|—n1(i2—1)—|—i1 G[N]

1-1 Correspondence between linear index and multi index:

zE[N]@(zl,,zd)E[nl]@)®[nd]

7/1/2020

Kolda - ENLA Seminar



Ingredient #1: Sample Subset of Rows in @ el
Overdetermined Least Squares System

7 c RN aeR"

min [|Za — v

veRY

Khatri-Rao

Product
(KRP)
Structure

7/1/2020

N>r

Laboratories

min [|QZa — Qu||?

oacR”

NZ c R¥**" a e R" Qu € R®

Sampled
KRP

Complexity reduced from O(N1) to O(sr?)

Key surveys:
M. W. Mahoney, Randomized Algorithms for Matrices and Data, 2011,
D. P. Woodruff, Sketching as a Tool for Numerical Linear Algebra, 2014

How sample so that solution of sampled problem

yields something close to the optimal residual of the
original problem?

Kolda - ENLA Seminar



Ingredient #2: Weight Sampled Rows by
Probability of Selection to Eliminate Bias

Probability Not specifying yet
distribution on rows how these
: probabilities are
of linear system "

Pick a single random index & with probability ps

Choose
_1 Nx1
Q— [0 0 = 0 0} c RVX
éth entry

Then (assuming all p; positive) the sampled the
sampled residual equals true residual in expectation:

N
1 1
E||QZoa — Qu||? = qu; (H Z(i,: ) — Vi
i1 VPi VPi

— | Za — v

)

Sandia  /{od
National ||
Laboratories —

Pick a s random indices &; (with replacement)
such that P(fj = i) = pj.

Choose € € R5*YN such that Not specifying
yet how s is
1 determined
. if &; = i
w(]? 7’) — SPi
0 otherwise

Each row has a single nonzero!

Then, as before, we have:

E|QZa — Qu||? = ||Za — v||?

Survey: D. P. Woodruff, Sketching as a Tool for Numerical Linear Algebra, 2014

7/1/2020 Kolda - ENLA Seminar



Theory Review: Connecting Probabilities, @ (1
Leverage Scores, and Number of Samples abortores

Given linear system:  ||Za — v|* with Z € RV v e RY
1 : :
And random Pick a s random indices fj such that Qe RN with w(j.i) = { vapi if & =1
sampling matrix: P(fj — i) = p; and define 0 otherwise

Solve sampled - :
P &, = arg min [|QZa — Qu||5
problem: aER”

Get probabilistic  For error € € (0,1), confidence ~ 2 2
error bound: 1 -6 € (0,1), we have P(HZa* — iz = (1+0(¢))]Zex. _VHZ) >1=0
when numberof 5 =0(e 21In (g) rp~1)
Famples satisiies: o s R EELLO plels: Want [/ as big as possible!
where B-term: = lrél[an] 7.(Z) € (0,1] Ideally, p; = ¢;(Z)/r foralli € [N], but ...

Leverage score

A. Eshragh, et al., LSAR: Efficient Leverage Score Sampling Algorithm for the Analysis of Big Time Series Data, arXiv:1911.12321, 2019;
D. P. Woodruff, Sketching as a Tool for Numerical Linear Algebra, 2014

7/1/2020 Kolda - ENLA Seminar



Ingredient #3: Leverage Scores Key to Limiting @ ket
Samples (but too Expensive to Compute)

C LR ~12 “1r
N0 22 2oy
' Zg2 -t Z3p
| 0 22 ZNr

7/1/2020

aq
0%

_ ZERNXT

4|

-2 Leverage score:

V3

Let Q be any orthonormal basis
of the column space of Z.

Leverage score of row i:

= t(z) = Q. )|z € [0, 1]

Coherence:

7) = 0:(Z
1(Z) grel%()

r/N < u(Z) <1

U Rough Intuition:

Key rows have high leverage score

Laboratories V-

What if we do uniform sampling?
p; = %for all i € [N],

4 )
f = min il BP—— /N
i€[N|€;(Z) i€[N]€;(Z)

5= O(e?In(r)rp1) Y

Case 1: u(Z) = r/N (incoherent)
>p=1=>s =0 ?In(r)7)

Case 2: u(Z) = 1 (coherent)

>pB=r/N=>s =0( ?In(r)N)

In Case 2, prefer p; = €;(Z)/r, but
costs O(N71?) to compute leverage scores!

Survey: D. P. Woodruff, Sketching as a Tool for Numerical Linear Algebra, 2014

Kolda - ENLA Seminar



Aside: Uniform Sampling Okay for “Mixed” @ e,
Dense Tensors (Inapplicable to Sparse) Laboratores

Transform System: min ||®Za — ®v|* = Choose @ so that all leverage scores of ®Z approximately
a€ER” equal, then uniform sampling yields f = 1
= “Uniformize” the leverage scores per Mahone
®Z c RV*" aeR’ Bv € RN : P !

= = Fast Johnson-Lindenstrauss Transform (FJLT) uses random rows of
matrix transformed by FFT and Rademacher diagonal

=  FJLT cost per iteration: O(rN log N )

— = @Gaining Efficiency for KRP matrices

= Transform individual factor matrices before forming Z

[ =  Sample rows of Z implicitly
= Kronecker Fast Johnson-Lindenstrauss Transform (KFJLT)
= Special handling of right-hand side with preprocessing costs
= KFILT cost per iteration: O(r Y, ny logny, + sr?)

= References

= (. Battaglino, G. Ballard, T. G. Kolda. A Practical Randomized CP
Tensor Decomposition. SIAM Journal on Matrix Analysis and
Applications, Vol. 39, No. 2, pp. 876-901, 26 pages, 2018.
https://doi.org/10.1137/17M1112303

= R.Jin, T. G. Kolda, R. Ward. Faster Johnson-Lindenstrauss Transforms
via Kronecker Products, 2019. http://arxiv.org/abs/1909.04801

N>r

7/1/2020 Kolda - ENLA Seminar



Ingredient #4: Exploit KRP Structure to Bound @ |
Leve rage SCO res Laboratories \

KRP: Z=A;06---® A4 Set probability of sampling

( Upper Bound on Leverage Score .
row 1 to:

A e R™mXxr 7 c RNVXT Lemma (Cheng et al., NIPS 2016;
Battaglino et al., SIMAX 2018):

d
1
N SR rd
i t:(Z) < 1] .. (Ax) k=1
............. 1 — ) i 'ﬁﬁ;f“fzs ‘%\)‘%
Ay, € R™XT / I Tensor Least Squares Sketching
Cheap to with Leverage Scores
Go [arsassrnreess o e-lr-gci)ve o _Cal_lelate Thm: Using this sampling probability yields
P individual (1+€) accuracy w.h.p. with number of rows
calculate leverage
: 2
. O(NT*) scores | s = O(r%log(r/8)/€e)
d \ |
e | | 0 Tume)
I | " ’
I_d, 1-1 Correspondence between linear index and multi index: But still don’t want to consider all
e IN . : N possible combinations
N = ng 1 € [N] & (i1,..., 1) € [m]® - & [nd] corresponding to all rows of Z!

k=1

7/1/2020 Kolda - ENLA Seminar 20



Ingredient #5: Randomly Sample Rows of KRP @
Using Implicit Leverage Score Bounds

KRP: Z=A, 0 O A;

A1 E R’I’Ll XTr

11

12

N

A2 E R’I’LQ Xr

A, € R™a*

:

7/1/2020

N7 c R%*"

Sampled
KRP

[ Probability of sampling row i
d

1
a i), (Ak)
k=1

Di

* Recall our goal: Pick s random indices ¢; such that P(fj = i) =Dp;

* Forj-thsampleforj =1,...,s:
Sample one row from each factor matrix such that Prob(row iy) = ¢; (Ay)/r
Seté; =i ,where P(§; =i) =p;
Compute Hadamard products of corresponding rows of factor matrices
Weight by 1/./sp;

* Never computes...

Matrix Z nor its leverage scores
Weight matrix Q

« Computing factor matrix leverage scores costs only O (72 Yk i)
Versus O(N7?) for computing leverage scores from Z

1-1 Correspondence between linear index and multi index:

i € [N] & (i1, ...,iq) € [m] ® -+ @ [ng]

Kolda - ENLA Seminar
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Sandia  /fo
National |
Ingredient #6: Combine Repeated Rows i €

Problem: Concentrated sampling probabilities identify a few key rows but can lead to many repeats!

Least Squares Problems from Combining repeat rows = 2-20X speedup
Sampled Real-world Tensor Data Sets
KRP 1°°;; T T T T T T —
\ ____________________ Example 1: N = 3.2e12,s = 217, 7 = % = 8e-6
/ D={i:p;>1},|D| = 15000,zpi = 0.51 |||||||i
i ED DL 20‘00 4000 6000 8000 10000 12000 14000

Example 2: N = 8.7e12,s = 217,17 = % = 8e-6

D= {i:p;>1}|D| = 10000;22% =041 u.n................||.||-||||||||||||l||||I|II||||.“mi

i ED 0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000

Example 3: N = 8.6e12,s = 27,7 = - = 8e-6

D= {i:p; >1}|D| ~ 7ooo,zpi = 0.25 i

l E D L] 1000 2000 3000 4000 5000

7/1/2020 Kolda - ENLA Seminar



Ingredient #7: Hybrid Deterministic and @ e
Randomly-SampIed Rows Laboratories Y—

Deterministic Rows Random Rows
SXT
. QZﬁE R Srnd — S — Sdet
D ={i€[N]|p;>T1}
Sdet = | D7 for j=1...,5mn4 do
repeat
Pdet = Y Pi for k=1....d do
icD. i < multi(f(Ayg)/r)
| end for

until i & D,

P i < \/(1 - pdet)/(srndpi)

1 add row w (Aq(i1,:) * - x Ag(ig,:))
- H

for 1 € D, do
add row Aq(iq,:) * - x Ag(ig,:)
end for

end for

1-1 Correspondence between linear index and multi index:
i € [N] & (i1,---,%4) € [m] ® - ® [ng]
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Ingredient #9: Find All High-Probability Rows @ ool {
without Computing All Probabilities abortones

* Recall
Sorted Leverages Scores (Descending)

* For given tolerance T > 1/N, define the set of
deterministic rows to include

Dr={ic|[N||pi=T}]

I/ 7 11711/ 777777747777

= Compute without computing all p; values

§\
§
N

= Afew high leverage scores means all the others are
necessarily low!

S
w

= Use bounding procedure to eliminate most options

= Compute products of at most a top few leverage
scores in each mode [

1-1 Correspondence between linear index and multi index:
(XS [N] <:>(i1a"'1id) = [n1]®®[nd]
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Remember the Original Problem — Need to @ e,
Sample the Right-Hand Side as Well aboratores '

: 2
min [ZBT — XT| min [|QZBT — QXT|?
B
Z RV BTeR™™  XTcRVX" Q7 c R**" BT e R”*" QX7 ¢ R°*"
Unknown | — sampled Unknown | — sampled
KRP Data
Khatri-Rao
Product Mayite
(KRP) Very

ST Sparse Complexity reduced from O(Nrn) to O(sr?n)
| | ‘I I‘
| [ I |
| 1 | |
| 1 1 |
I I I

N>nrmn

—
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Ingredient #9: Efficiently Extract RHS from @ oo

(Sparse) Unfolded Data Tensor

7/1/2020

o~

XT = RNXTL

Laboratories V=) 7=

May Be
Very

Never form X explicitly

Precompute linear indices for
every nonzero and every mode

Results is sparse RHS

Similar in spirit to ideas for dense tensors in Battaglino et al., SIMAX 2018
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Sandia i
National
Laboratories V—

Numerical Resulkis
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Solution Quality as Number of Samples @ (12
Increase and Hybrid Improvements abarones TR

Single Least Squares Problem with N = 46M rows, r = 10 columns, n = 183 right-hand sides

QZ c R®*" BT ¢ R™*" QXT e R%*™ ‘”ZBI_XT”2_”ZBI_XT“2
max { 1,||ZB] — XT|5 }
Sampled | | Unknown | = | sampled |
KRP Data 10° —»— random
—»— hybrid
B. = arg min |QZBT - QXT||3 1073
BeR"
— 1 T _ T2
B. = arg min ||ZBT — X
107°
0 2 4
samples .05
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Deterministic Can Account for Substantial
Portion of Probability

Single Least Squares Problem with N = 46M rows, r = 10 columns, n = 183 right-hand sides

Difference to True Residual Percent Above 7 (Sget/s) Pdet
\ 1 ‘ | ]
10° —»— random 20 1 N
—»— hybrid

15

10— 10
5

107° | 0

0 2 4
samples 0P
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Some Trade-off Between Accuracy and
Expense for Deterministic

1073

1076

—x— random

—%— hybrid

2

samples

4

.105

Time (seconds)

187

1.67

147

== §
o

=l
T

o
oo

2
o

2
&

2
ho

=]

Random
Mode: 1, Solution Factors

I Sampling

I Extract KRP
[IReweight KRP
I Extract Tensor
I Reweight Tensor
[ 1Sclve

Time (seconds)

1.87

167

147

= 3
o

—i
T

=
o

=
o

Q
=

2
P

=

Sandia S
National | .
Laboratories =N

Hybrid
Mode: 1, Solution Factors

7/1/2020
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CP-ARLS-LEV (Hybrid) Comparable to CP-ALS @ggggiga,. 1
(Standard) on Small Uber Problem Laboratories =5

0.190
0.185
E 0.180 I
Hybrid s = 2'°
0.175 Hybrid s = 27
; Standard
0 50 100 150 200 250 300 350 400

time (s)

Uber Tensor: 183 x 24 x 1140 x 1717 Uber Tensor with 3M nonzeros (0.038% dense).
Rank r =25 CP decomposition

I E EE EE  —E—————
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Over 9X Speed-up for Amazon Tensor @ (e
with 1.7 Billion Nonzeros R S

0.350
B it=0.
est_ Fit = 0.3397 Best Fit = 0.3396
43 minutes per run 75h
el " (10X faster) .5 hours per run
. ‘- ey “ s
= Best Fit = 0.33
= 0.33 SRTE __ ol6
0.330 [{ 47 minutes pef Hybr?d ’ 217
(9X fasten)/ Hybrid s = 2
| ——~—  Standard
0.320
0 0.5 1 1.5 2 2.9 3 3.9
time (s) .10*

Amazon Tensor: 4.8M x 1.8M x 1.8M Amazon Tensor with 1.7B nonzeros.
Rank r =25 CP decomposition

I E EE EE  —E—————
7/1/2020 Kolda - ENLA Seminar




Over 12X Speed-up for Reddit Tensor @ (e
with 4.6 Billion Nonzeros (106 GB) i

0.07

Best Fit = 0.0593

Best F|t = 00589 96 hours per run

8 hours per run
(12X faster)

0.06

= , .
0.05
g = 217
—— standard
0.04 L1
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 h
time (s) -10°

Amazon Tensor: 8.2M x 0.2M x 8.1M Reddit Tensor with 4.7B nonzeros.
Rank r =25 CP decomposition

I E EE EE  —E—————
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/ (- Larsen and Kolda,
Practical Leverage-
Based Sampling for

Tensor Decomposition,

arXiv, July 1, 2020 )

Difference to True Residual

10° —»— random
—s— hybrid

2 4
samples

7/1/2020

Sandia A
National |
Laboratories Y—

= How to make CP tensor decomposition faster for large-
scale sparse tensors? Matrix sketching

= How to avoid repeated samples? Combine repeat rows or
deterministically include high-probability rows

= How to efficiently sample? Sample independently from
each factor matrix to build KRP

= How to extract data for RHS from data tensor? Pre-
compute linear indices for tensor fibers

=  Qverall result: Order-of-magnitude speed-ups

= Many open problems: How to pick # samples (per mode
even), deterministic threshold, robust stopping conditions,
sampling based on data as well as KRP, parallelization of
method, etc.

Conclusions & Future Work

Contact Info: Brett bwlarsen@stanford.edu, Tammy tgkolda@sandia.gov
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