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* Large 30 GB/s disk tier

* Bleeding edge — Low spec’d
MTTF for size

* These results are useful for:
General Analytical Model —Codesign activities with storage vendors

—System design activities in support of
procurements

* Contributing an updated analytical model that
is applicable to many system sizes

—Analytical models are preferable because of
understandability

* Even in the most unforgiving use case (i.e.,

* Current models emphasize point
design — BB as an exascale technology

* Recognize freedom in several
dimensions: MTBF, size of flash tier,
architecture decisions

Improved Fidelity

 Provide second-order estimates for 100% defensive 1/0), durability of burst
system overheads: Rework, aggregate buffers is justitiable
failure rates [Schroeder], and cost of —This model is still very conservative;
resilient design durability is likely even more important due

Optimized Use for Resilience Design

* Apply previous lessons in choosing
checkpoint frequency [Daly] to
optimize machine efficiency
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