This paper describes objective technical results and analysis. Any subjective views or opinions that might be expressed
inthe paper do not necassarily represent the views of the U.S. Department of Energy or the United States Government. — - S — SANDZMS e

ACEN; IR vk CRRR i ORI | v A P ) '-. ¢ OE TN LT AR L S T R S| uw%g,z
.}-"'f.t-w,omparlson of Kokkos and CUDA Programmlng Models fo,;
4 Kernels |n the Monte Carlo Transport Alge thm |

T il r' . .

Kerry L Bossler PhD Greg D. Valdez PhD
| Sandla Natlonal Laberatorles X '. 4

Lot

o )TTG

0o0'’no
S LY 0ol

%
Q

=
sm}
a8
AoAaX S -
20A2 S== g
AA & ‘ =227
2N &S =/ <
i \
L0,
% p ,
0 Tr
& ?glzgfgggangg
\/: ?OlTTHI UUT

Phato byG rilen, BANL, wd/v ebuld ‘(MZO) nohthe Lagas Nezw/ hig)

Introductlon General Results Blg Kernel

GOAL: Assess effectiveness of the Kokkos programming Average Speedup of CUDA over Kokkos (Total Runtime) < Kokkos version of the Big Kernel was slower than the
model for Monte Carlo particle transport on the GPU ~ « Kokkos was more effective for event-based transport than CUDA version for all variations considered

for history-based transport

* Kokkos is a programming model for performance * Direct access to CUDA features 1s more important for

portability across manycore devices including GPUs > history-based transport
e CUDAI1sa pl’OgI‘&l’I]l’IliIlg model eXpllCltly designed for Big Kernel with Ta"y Rep“cation
NVIDIA GPUs . .
L2 * Kokkos is slower because the Big Kernel needs too
* CUDA has direct access to features such as constant much data for Kokkos to use constant memory
memory and warp shuffle that can improve performance 1.0
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* GPU implementation fully defined within one Big Kernel E s U e
Average Speedup of CUDA over Kokkos (Key Kernels)
Create particle from source »  Find distance to next collision and boundary = - :
- : * Only the Transport Kernel had similar runtimes between Big Kernel with Atomics
/\ the Kokkos and CUDA versions « Kokkos was 6 times slower on the K40 when half the
No o e Yes : : : .
e « CUDA was consistently faster for the Source Kernel due photons escape due to using atomics for tallying instead
to 1ts effective use of constant memory of warp shuffle
Process a surface crossing Process the collision
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* Novel approach that reduces divergence on GPUs
p q p 0 . 100 Conclusions
| Process ne "“SiStoryt;basj‘:T(B‘g Ke”‘eK') |) i Eve”t";ase: :iol‘l”cs Ke”l‘)e')  Total runtime using Kokkos was competitive with
events vent- t vent- n . .
SRR SR CUDA 1n most cases — especially on the Tesla P100

active
particles?

Source: ‘Transport:
. *  Determine .

SEmepuide Tal |y Kernel * Direct access to CUDA’s constant memory and warp
shuffle features noticeably improved performance for

Yes

Tally Replication the Big Kernel, Source Kernel, and Tally Kernel
Cvent-Based Photon Attenuation * Kokkos and CUDA had similar runtimes for the Tally * Kokkos performance could be improved by restructuring
+ Photon attenuation can be implemented with only three Kernel when tallies were replicated the code to get indirect access to CUDA features hidden

under the abstraction

* Future work will compare Kokkos and CUDA on a more

e Creates aII.photons from a common @ 1 @ complex Monte Carlo transport problem
source definition = e “|

kernels as no events need to be processed

Source Kernel

e |dentifies which photons are o 4 o ACknOWIGdgementS

absorbed and which ones escape

Transport Kernel
Atomics The authors would like to thank Frank Angers from the

e Counts the total number of photons + Kokkos with atomics was faster if no photons escaped University of Michigan for obtaining all the performance

Tally Kernel that escaped . . results on the K40, K80, and P100.
because no atomic operations were needed

 CUDA'’s warp shuffle was 14x faster on the K40 when This work was supported by the Advanced Technology

Performance Tests half the photons escaped Development and Mitigation (ATDM) and Laboratory
K40 Directed Research and Development programs at Sandia
1D photon attenuation problem with 32-bit integer — National Laboratories. Sandia National Laboratories is a
escape tally for 10° particle histories Thread 2 None Escape multi-mission laboratory managed and operated by
* Compared history-based and event-based algorithms Thread 1 [SRISRRNN Thread 3 irescore T National Technology and En SIEETNS Solutions of Sandia,
e LLC, a wholly owned subsidiary of Honeywell
* Repeated tests on Tesla K40, Tesla K80, and Tesla P100 Y escape B witscpe I | i International, Inc., for the U.S. Department of Energy's
o | | 2 ' National Nuclear Security Administration under contract
« All iming data 1s an average of ten independent runs oL w0t B2 DE.NA0003525.
ﬁ/\’\ Lawrence Sandia "15
75 Los Alamos AWE W i atona NS
NATIONAL LABORATORY %} Laboratory I_aboratories National Nuclear SecuntyAdmmrstrafmn
EST.1943

UNCLASSIFIED



