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https://www.thisisinsider.com/westworld-season-2-episode-1-analysis-spoilers-2018-4
This is a still image from Westworld reproduced for educational purposes only. Copyright belongs to HBO.
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Hardware Acceleration of Adaptive Neural Algorithms (HAANA)
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Algorithm 1: Algorithm for Self-Updating Existing Model

Input: Current model, m: Window size. tr;
Dat.a stream, D Aleorithm. A

Output: Updated model: fi-/

P = fl
N={}
for i = 1 to w do

D t> Draw event from stream
= m(x) > Get model's prediction

if y == 1 then

> Add event to positive set
P = P U {x}

else

> Add event to negative set
AT N U

end

end

7I? = in U A(P, N) Update model
return
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Fig. 3. AUC for a) window size 1,000 and b) window size 10,000. WR/FPR for c ) window size 1,000 and d) window size 10,000.



•rn

cr)

u

s_
O

O
E

O
sti)

CI_

4—+
_C

til

•
;

/•• *.•10 ."• 
•..“



https://www.mirror.co.uk/news/uk-news/groundhog-day-man-90-minute-memory-6044753
This is a still image from Groundhog Day reproduced for educational purposes only. Copyright belongs to original owners.



2015 SIAM International
Conference on DATA MINING

Pinnacle Vancouver Harbourfront Hotel
Vancouver, Rritish Columbia, Canada

https://archive.siam.org/meetings/sdm15



Concept Drift

Concept drift — unforeseen changes in the relationships
between input and output ("concepts") variables.
Can be detrimental to model performance.

Can be sudden or gradual.

Can be natural or adversarial.
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Effect of Concept Drift

Takeaway: need to update or adapt models
to maintain performance.

0.95

0.90 -

— Original Model Accuracy

— Updated Model Accuracy

0.85 -

0.80 -

0.75 -

0.70 -

0.65 -

0.60 -

0.55 -

0 20000 40000 60000 80000 100000

Performance under drift in P(xly) over time

3

2

1

o

—1

—2

—3

t=25000



Example: Malware Detection

Developed model in 2012 to detect malicious software.

Revisited in 2018 and updated model.
Updated (2018) model accuracy: 96%

Original (2012) model accuracy: 63%
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Effect of Label Noise

Label noise — data is mislabeled.

Takeaway: need to correctly update or
adapt models to maintain performance.
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Description of the data used

• Synthetic, two-dimensional data with mechanisms to
introduce label errors and concept drift

• Kaggle "Ships in Satellite Imagery" dataset:
• Features — 19,200 integers representing pixel intensities in red,
green, and blue channels (6,400 values for each)

• Ships — 1,000 images (25% of data)

• Non-ships — 3,000 images (75% of data)

7/2/2020 3:04 AM



Results Benefit(s) of Self-updating

• Self-updating (orange line) provides performance boost over
not utilizing unlabeled data (blue line).
• Benefit is more pronounced with less initially-labeled data.

• Self-updating also approaches performance upper-bound
(green line) much faster.
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Results Benefits of SUMER

• Self-updating
with error
remediation
increased
performance by
5% and improved lo
decision
boundary.
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Results Benefits of SUMER over Time

• Self-updating by itself only provides marginal improvement.

• Upper Bound Performance — model is updated with ground-truth
labels (i.e., label noise is removed).

• Self-updating with remediation provides best performance.
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Potential issues with SUMs and Label Correction

SUMs: the initially labeled data points can dramatically impact
performance.

o We saw as much as a 15% difference in performance based on the specific
points that were initially labeled.

Label correction: if the prediction model and the label correction model
are "coupled", i.e., they make the same predictions on all or nearly all of
the data points, then little value is provided by label correction.

o p(1111' 0 and PVIX) — 0

O One possible solution to "model coupline is to build the prediction and label
correction models with different views of the data.



The MAGE Project and Future Work

MAGE

O Take in overhead imagery of multiple modalities and highlight objects that may
be of interest to analysts/operators.

O Automate machine learning pipeline as much as possible.

O Determine how to improve pipeline given feedback from humans-in-the-loop.

O Integrates a variety of techniques, e.g., few-shot learning, SUMs, label
correction, active learning (modified), and model calibration.

Future Work

o Research the use of model calibration to improve confidences output by model.
This facilitates the use of a threshold to determine if a prediction should be
used as a label.

o Experiment with various approaches for novel concept detection.

O Implement and test other promising label correction techniques.

o Develop detectors for feature and label distribution shifts.

o Obtain funding to generate and test hypotheses for solving the model coupling
problem.




