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Business Problem @. S=a .

 Software patching disrupts uptime, resulting in increased costs
and lost revenue.

* Many industries require near continuous uptimes, delaying patching.
+ Delays in patching result in increased vulnerabilities to cyber attack



Technical Challenges caPsec IR

Thesis: Use of Containerization eliminates costs and downtime associated
with updating/patching software.

 Increase resiliency to cyber attack
» Detect and isolate cyber attacks

Challenges:

« Accounts for Stateful (i.e.. ModBus) and Stateless (i.e.. Web Applications)

« The computing resource limitations of Stateful devices prevent use of IT
continuous patching solutions

« Orchestration and containerization of existing software
* Fault tolerance



Containerization

= Containers bundle all software, libraries,
environment variables and configuration files

= Use less resources than VMs due to
independence from full OS.

Guest Operating

= Most common: d

Docker Engine !
(Container)

= Open source Docker Engine docker Virtual Machine ~ [§
= Open source container-orchestration system Host Operating System :
Kubernetes .

Host Hardware

kUbernetes L L 1



Solution Architecture CAPSEC .

Stateful

 Containerized architecture
Vulnerable

Software + Replicates Stateful environments

« TLS Agents on parallel containers

Stateless

kubernetes



Solution Architecture CARSEC

Migrate containers to implement moving target defense -

Agent running on original and new device
moves software between device.
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2018 Project kick-off (May) Technology Readiness Level (TRL):
US patent granted (July) TRL 4 as of June 2020

2020 Established proof-of-concept (Feb)

Funding History: 2018-Present [P Protection

$2 SM gDOE CE%ER Offlce US Patent No. 10,037,203

Real Time Software Upgrade

Lead

- Sandia
@ o P Market Validation

_ - Chevron
ENGINEERING . ., '
E Pacific Northwest f
-LABORATORIES NATIONAL LABORATORY

Partners



Technical Requirements & Benefits CAPSEC .

TECHNICAL REQUIREMENTS

Live Upgrade & Migration Software m ) -
QOCKEe[ N kubernetes

System of Multiple Units of Hardware

-Or- Software Replicates Nodes

BENEFITS



Technology Roadmap
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Solution Architecture CAPSEC .

Stateful /\

« Containerized architecture
Vulnerable
Software « Replicates Stateful environments
» TLS Agents on parallel containers

Mo Orchestration
. Stateless

kubernetes




NodeRed Software Version BEFORE Upgrade

& C @ ® 127.0.0.1:50977/api/v1/namespaces/kubernetes-dashboard/services/http:kubernetes-dashboar we & % | Q Search v IN DO ®

£} Most Visited a, Getting Started

kubernetes Q.  Search + a

= Workloads > Pods > mynodered-6cc47d8f79-rj54f > Logs

Cluster

Logs from mynodered ~ in mynodered-6¢cc47d8f79-rj54f ~ ¥

Cluster Roles

> node-red-docker@1.0.0 ¢ EEEETEEE .-
Namespaces > node $NODE_OPTIONS node - - Vil ; — i
Nod 5 Jun 00:54:01 - [info] 2 Jun 00:54:01 = [info] Node-RED version:
odes i = 1 g
- 5 Jun 00:54:01 = [info] Node.js wversion:
Persistent Volumes [info] [ T T LN [ g . T N e I U N B |
[info]
Storage Classes Eafad
| A J IO
[warn] i io : Raspberry Pi specific node set inactive
Namespace [warn] rpi-gpio : Cannot find Pi RPi.GPIO python library
[info] Settings file : /data/settings.js
[info] Context store : 'default' [module=memory]
default 154z [info] User directory : /data
[warn] Projects disabled : editorTheme.projects.enabled=false
[info] Flows file : /data/flows.json
Overview [info] Creating new flow file
Workloads Your flow credentials file is encrypted using a system-generated key.
If the system-generated key is lost for any reason, your credentials
file will not be recoverable, you will have to delete it and re-enter
Cron Jobs your credentials.
You should set your own key using the 'credentialSecret' option in
Daemon Sets your settings file. Node-RED will then re-encrypt your credentials

file using your chosen key the next time you deploy a change.

5 Jun 00:54:02 - [info] Server now running at http://127.0.0.1:1880/
5 Jun 00:54:02 - [info] Starting flows

Deployments

Jobs 5 Jun 00:54:02 - [info] Started flows

Pods

Replica Sets

Replication Controllers Logs from Jun 4, 2020 to Jun 4, 2020 UTC 1€ < > >l

Ctatnfid Oata



NodeRed Running Multiple Instances to Upgrade Software without
Downtime

&~ C @® 127.0.0.1:50977/api/v1/namespaces/kubernetes-dashboard/services/http:kubernetes-dashboarc eee P d Q_ search S [\ ® =

ﬂ' Most Visited ﬂ; Getting Started

kubernetes Q'  search + A

= Workloads > Deployments

Q¥R Deployments = -
Workloads Name Namespace Labels Pods Age 1 Images

i Q mynodered default run: mynodered 3/3 20 minutes Rl%dered/node-red-docker:0.20.6 :

Daemon Sets

Deployments T=Tort

Jobs

Pods

Replica Sets

Replication Controllers

Stateful Sets
Discovery and Load Balancing

Ingresses

Services
Config and Storage

Config Maps
Persistent Volume Claims
Secrets

127.0.0.1:50977/api/vi1/namespaces/kubernetes-dashboard/services/http:kubernetes-dashboard:/proxv/#/daemonset?namespace=default



Upgrade NodeRed Software One Instance at a Time

S1006074:~ adrchav$ kubectl run mynodered ——port=1880 ——image=nodered/node-red-docker:9

.20.6-v8
kubectl run — ator=deployment/apps.vl is DEPRECAT will be removed in a futur
e version. e kubectl run —--generator=run-pod/v1l or kubectl cihgate instead.

s/mynodered created
S1006074:~ adrc

2

S1006074:~ adrchav$ kubectl set image deployment mynodered mynodered=nodered/node-red-d
ocker:latest ——record
deployment.apps/mynodered image updated

S1006074:~ adrchav$ [

S1006074:~ adrchav$ kubectl set image deployment mynodered mynodered=nodered/node-red-d
ocker: latest ——record

S1006074:~ adrchav$ |




NodeRed Version Patched

&« c © ® 127.0.0.1:50977/api/v1/namespaces/kubernetes-dashboard/services/http:kubernetes-dashboar e @ o Search ¥y IN D ©® =

ﬁ' Most Visited a Getting Started

kubernetes Q. Search o 'y

= Workloads > Pods > mynodered-7bcf9cfd8f-nfzns > Logs

Overview
Logs from mynodered ~ in mynodered-7bcf9cfd8f-nfzns ~ * 3§
Workloads
node-r¢
d ] n - _— B J ; o - -
Bron Jobs gl 5 Jun 'l_iﬂfl. 161 26 = [?;:nfc:-] HDd'E—H_:E-ﬁ’ version: v 208
5 et D 5 Jun 01:16:26 = [info] Node.js version: vi.16.1
aemon Sets Jun 01 E _Turn N1:16:76 = linfal Tinux 4. 10 A8 wkdE—5o
J 01
DepIOYments 122 N1.16.26 [infal Tinuw 10 00 a4 TR
Jobs Jun 01:16:28 - [warn] rpi-gpio : Raspberry Pi specific node set inactive
Jun 01:16:28 [warn] rpi-gpio : Cannot find Pi RPi.GPIO python library
Pods Jun 01:16:29 [info] Settings file : /data/settings.js
Jun 01:16:29 [info] Context store ‘default' [module=memory]
Replica Sets Jun 01:16:29 [info] User directory : /data

Jun 01:16:29 [warn] Projects disabled : editorTheme.projects.enabled=false
Jun 01:16:29 [info] Flows file : /data/flows.json
Jun 01:16:29 [info] Creating new flow file

01:16:29

Replication Controllers

oo,

Stateful Sets

Your flow credentials file is encrypted using a system-generated key.

Discovery and Load Balancing If the system-generated key is lost for any reason, your credentials
file will not be recoverable, you will have to delete it and re-enter
your credentials.

Ingresses You should set your own key using the 'credentialSecret' option in
your settings file. Node-RED will then re-encrypt your credentials
Services file using your chosen key the next time you deploy a change.

Confi ds 5 Jun 01:16:29 - [info] Server now running at http://127.0.0.1:1880/
onfig and Storage 5 Jun 01:16:29 - [info] Starting flows
5 Jun 01:16:29 - [info] Started flows

Config Maps

Persistent Volume Claims

Secrets Logs from Jun 4, 2020 to Jun 4, 2020 UTC K < > 3




