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Highlights

• Combine multiscale model reduction and deep learning.
• Use sufficient coarse simulation data and limited fine observed data in training.
• Derive surrogate coarse-grid models which take into account observed data.
• The multiscale concepts provide appropriate information for the design of DNN.
• Incorporate fine observation data can improve the coarse grid model.
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Abstract

The objective of this paper is to design novel multi-layer neural networks for multiscale simulations
of flows taking into account the observed fine data and physical modeling concepts. Our approaches
use deep learning techniques combined with local multiscale model reduction methodologies to predict
flow dynamics. Using reduced-order model concepts is important for constructing robust deep learning
architectures since the reduced-order models provide fewer degrees of freedom. We consider flow dynamics
in porous media as multi-layer networks in this work. More precisely, the solution (e.g., pressures and
saturation) at the time instant n+1 depends on the solution at the time instant n and input parameters,
such as permeability fields, forcing terms, and initial conditions. One can regard the solution as a multi-
layer network, where each layer, in general, is a nonlinear forward map and the number of layers relates
to the internal time steps. We will rely on rigorous model reduction concepts to define unknowns and
connections between layers. It is critical to use reduced-order models for this purpose, which will identify
the regions of influence and the appropriate number of variables. Furthermore, due to the lack of available
observed fine data, the reduced-order model can provide us sufficient inexpensive data as needed. The
designed deep neural network will be trained using both coarse simulation data which is obtained from
the reduced-order model and observed fine data. We will present the main ingredients of our approach
and numerical examples. Numerical results show that using deep learning with data generated from
multiscale models as well as available observed fine data, we can obtain an improved forward map which
can better approximate the fine scale model.

1 Introduction

Many processes have multiple scales and uncertainties at the finest scales. These include, for example, porous
media processes, where the media properties can vary over many scales. Constructing models on a compu-
tational coarse grid is challenging. Many multiscale methods [24, 23, 39, 34, 22] and solvers are designed
to construct coarse spaces and resolve unresolved scales to a desired accuracy via additional computing. In
general, for nonlinear problems and in the presence of observed solution-related data, multiscale models are
challenging to construct [25, 8, 3]. However, the idea of multiscale methods can give a guidance to construct
robust computational models by combining multiscale concepts with deep learning methodologies. This is
an objective of this paper.

In this work, we consider multiscale methods for nonlinear PDEs and incorporate the observed fine data
to modify thecoarse-grid model. This is a typical situation in many applications, where multiscale methods
are often used to guide coarse-grid models. These approximations, e.g., typically involve a form of the
coarse-grid equations [2, 24, 4, 23, 14, 7, 10, 22, 1, 21, 26, 27, 43, 41, 31, 13, 15, 11, 12], where the coarse-grid
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equations are formed and the parameters are computed or found via inverse problems [5, 40, 6, 42, 50]. As
was shown in [18, 17], the form of upscaled and multiscale equations can be complicated, even for linear
problems. To condition these models to the limited observed fine data, we propose a multi-layer neural
network, which uses multiscale concepts as well as available data.

In this work, we will use the non-local multi-continuum approach (NLMC), developed in [17, 18]. This
approach identifies the coarse-grid quantities in each cell and their connectivity to neighboring variables.
The approach derives its foundation from the Constraint Energy Minimizing Generalized Multiscale Finite
Element Method (CEM-GMsFEM) [16]. It has a convergence rateH/Λ, whereH denotes the coarse grid size,
and Λ is the minimal eigenvalue that the corresponding eigenvector is not included in the local multiscale
space.Using the concept of CEM-GMsFEM, NLMC defines new basis functions such that the degrees of
freedom have physical meanings. This makes the coarse grid solutions obtained from NLMC represent the
solution averages in coarse degrees of freedom. One do not necessarily need to downscale the coarse scale
quantities solved from the coarse equation onto the fine grid. Therefore, NLMC will be chosen as our
multiscale method.

Deep learning has attracted a lot of attention in a wide class of applications and gained great success
in many computer vision tasks including image recognition, language translation and so on [37, 32, 30].
Deep Neural Network is one particular branch of artificial neural network algorithm under the concept of
machine learning. Neural networks are information processing systems inspired by the biological nervous
systems and animal brains. In an artificial neural network, there are a collection of connected units called
artificial neurons, which are analogous to axons in the brain of an animal or human. Each neuron can
transmit a signal to another neuron through the connections. The receiving neuron will then process the
signal and transmit the signal to downstream neurons, etc. Although it is unclear how learning in biological
systems occurs, in modern neural network systems, the backpropagation algorithms combined with gradient
methods make it possible to update the weights of network by calculating the gradient of the loss function,
and thus train the model. Techniques like max pooling, stochastic descent further make the training of deep
neural networks surprisingly effective.More network structures like convolutional neural network (CNN) and
recurrent neural networks (RNN) are designed targeting various tasks. Many researches have focused on
learning the expressivity of deep neural nets theoretically [20, 33, 19, 47, 44, 29]. For example, there are
numerous results to investigate the universal approximation property of neural networks and show the ability
of deep networks in approximations of a rich class of functions. The structure of a deep neural network is
usually a composition of multiple layers, with several neurons in each layer. In deep learning, the first
layer learns primitive features, these features are then fed to the next layer, which trains itself to recognize
more complex features. As layers stack up, this process is repeated in successive layers until the system
can reliably recognize phonemes or objects. In between layers, some activation functions are needed, which
can be a nonlinear transformation from an input neuron to an output neuron. That output is then used
as an input in the next layer in the network. The composition structure of the deep nets is important
for approximating complicated functions. This encourages many works utilizing deep learning in solving
partial differential equations and model reductions. For example, in the work [49] the authors numerically
solve Poisson problems and eigenvalue problems in the context of the Ritz method based on representing
the trial functions by deep neural networks. In [35], a neural network was proposed to learn the physical
quantity of interest as a function of random input coefficients; the accuracy and efficiency of the approach
for solving parametric PDE problems was shown. In the work [50], the authors study deep convolution
networks for surrogate models. In [38], the authors build a connection between residual networks (ResNet)
and the characteristic equation of the transport equation. This work proposes a continuous flow model for
ResNet and shows an alternative perspective to understand deep neural networks. Other new developments
on the approximation of PDE include extensive work on physics informed neural networks (PINN) [45, 46].
PINN is successfully applied to solve both forward and inverse problems constrained to respect the law
of physics that govern the observed data. The trained neural networks can be used as physics-informed
surrogate models in the observed data-sufficient case. We remark that, in our approach, reduced-order
model is used to efficiently generate more training data, which helps to overcome the high cost of observed
fine data acquisition. Moreover, it guides us to identify the regions of influence and the appropriate number
of variables in the training.

In this work, we will bring together machine learning and novel multiscale model reduction techniques
to design/modify upscaled models and to train coarse-grid discrete systems. This will also allow alleviating
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some of the computational complexity involved in multiscale methods for time-dependent nonlinear problems.
Nonlinear time-dependent PDEs will be treated as multi-layer networks. More precisely, the solution at the
time instant n+1 depends on the solution at the time instant n and input parameters, such as permeability
fields and source terms. One can regard the solution as the output of a multi-layer network. We will
rely on rigorous multiscale concepts, for example from [17], to define unknowns and regions of influence
(oversampling neighborhood structure). In each layer, our reduced-order models will provide an initialization
of the architecture for the surrogate forward map, which will then be modified using available data. It is
critical to use reduced-order models for this purpose, which will identify the regions of influence and the
appropriate number of variables.

Because of the lack of available data in porous media applications, the training will be supplemented
with coarse simulation data as needed, which will result in data based modified multiscale models. There
are various sources for observed data, for example, they can be selected from different permeability fields
(or can be taken as different multi-phase models), or they can be obtained from the solutions of the flow
problem on sufficient fine grid. We will investigate the observed fine data-rich and data-deficient models.
Multi-scale hierarchical structure of porous media will be employed to construct neural networks that can
approximate the forward map in the governing non-linear equations.

In our numerical example, we will consider a model problem, a diffusion equation, and measure the
solution at different time steps. The neural network is constructed using information from an upscaled
model based on the non-local multi-continuum approach [17]. That is, we select apriori numbers of coarse-
grid variables in our simulations (based on the possible number of fractures) and impose a constraint on
the connection between different layers of neurons to indicate the region of influence. Because of coarseness
of the model, the predictions are more computationally inexpensive. We have observed that the network
identifies multiscale features of the solution.

During the deep learning process, we train the network using observed fine data and coarse simulation
data. We compute the mean errors across different samples and observe that if only the coarse simulation
data is used in the training, the error can be larger compared to if we combined fine observed data in the
training. Our approach indicates that incorporating some observed fine data in the training can improve the
network which approximate the coarse grid model. The resulting deep neural network provides a modified
forward map, which can be treated as a new coarse-grid model that is closer to the fine model or fits the
fine observed data better.

We also remark that using plenty of coarse simulation data together with the existing observed fine data
in the training can leverage the burden of expensive data acquisition. Deep learning algorithms have also
been tested for training elements of the stiffness matrix and multiscale basis functions for channelized systems
[48]. Our initial numerical results show that one can achieve a high accuracy using multi-layer networks in
predicting the discrete coarse-grid systems.

The paper is organized as follows. In the next section, Section 2, we present general multiscale concepts.
Section 3 is dedicated to neural network construction. In Section 4, we present numerical results.

2 Preliminaries

In general, we study
ut = F (x, t, u,∇u, I) (1)

where I denotes the input, which can include the media properties, such as permeability field, source terms
(well rates), or initial conditions. F can have a multiscale dependence with respect to space and time. The
coarse-grid equation for (1) can have a complicated form for many problems (cf. [17, 18]). This involves
multiple coarse-grid variables in each computational coarse grid, non-local connections between the coarse-
grid variables, and complex nonlinear local problems with constraints. In a formal way, the coarse-grid
equations in the time interval [tn, tn+1] can be written for uj,n

i , where i is the coarse-grid block, j is a
continuum representing the coarse-grid variables, and n is the time step.

For each coarse-grid block Ki, one may need several coarse-grid variables, which will be denoted by
indices j.Let uj,n

i =
∫
Kj

i
un be the average of fine scale solution in the j-th continuum of coarse region Ki.
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The equation for uj,n
i , in general, has a form

uj,n+1
i − uj,n

i

�t
=

∑
i,j

F i,j(x, t, u
j,n+1
i ,∇uj,n+1

i , I), (2)

where uj,n
i is the coarse grid variables defined by prescribing averages of the solution at time tn, for the jth

continuum within ith coarse block, and the sum is taken over some neighborhood cells and corresponding
connectivity continuum. The computation of F can be expensive and involve local nonlinear problems with
constraints. In many cases, researchers use general concepts from upscaling, for example, the number of
continua, the dependence of F , non-locality, to construct multiscale models. We propose to use the overall
concept of the complex upscaled models in conjunction with deep learning strategies to design novel data-
aware coarse-grid models.

Denote coarse-grid solutions by {uj,n
i }, which satisfy the upscaled model. Let G be a nonlinear map such

that the downscaled solution un
h can be thought as a nonlinear interpolation of uj,n

i , i.e.

un
h = G({uj,n

i }).

Once G is computed by solving nonlinear local problems with constraint, then one can seek all coarse-grid
variables {uj,n

i } such that the downscaled solution un
h satisfies the global variational problem.

Due to the choices of observed fine data and coarse simulation data in this paper, we use us = {uj,n
i },

and uo = {uj,n
i } later in the paper.

Next, let’s take a look at a specific equation. In the paper, we consider a special case of (1), the diffusion
equation in fractured media

∂u

∂t
− div(κ(x)λ(t, x)∇u) = g(t), in D, (3)

subject to some boundary conditions. Our numerical examples consider the zero Neumann boundary con-
dition ∇u · n = 0. Here, D is the computational domain, u is the pressure of flow, g(t) is a time dependent
source term, and κ(x) is a fixed heterogeneous fractured permeability field. The λ(t, x) is some given mobility
which is time dependent and represent the nonlinearities in two-phase flow. Our approach can be applied
to nonlinear equations. As the input parameter I, we will consider source terms g(t, I), which correspond
to well rates. In general, we can also consider permeability fields as well as initial conditions as the input
parameter.

2.1 Multiscale model: Non-local multi-continuum approach

In this section, we describe in more details nonlocal multi-continuum approach following [17]. In our work,
we consider the diffusion problem in fractured media, and divide the domain D into the matrix region and
the fractures, where the matrix has low conductivity and the fractures are low dimensional objects with high
conductivity. That is

D = Dm

⊕
i

diDf,i (4)

where m and f corresponds to matrix and fracture respectively, and di is the aperture of fracture Df,i.
Denote by κ(x) = κm the permeability in the matrix, and κ(x) = κi the permeability in the i-th fracture.
The permeabilities of matrix and fractures can differ by orders of magnitude.

The fine-scale solution of (3) on the fine mesh T h can be obtained using the standard finite element
scheme, with backward Euler method for time discretization,i.e. we seek un+1

f ∈ Vh such that:(
un+1
f − un

f

Δt
, v

)
+ (κλn+1∇un+1

f ,∇v) = (gn+1, v). (5)

Here,(·, ·) denotes the L2 inner product, Vh is the standard finite element space over T h while v ∈ Vh is a
test function. In the matrix form, we have

Mfu
n+1
f +ΔtAfu

n+1
f = Δtbf +Mfu

n
f , (6)
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where Mf and Af are fine scale mass and stiffness matrix respectively, bf is the right hand side vector.
For the coarse scale approximation, we assume T H is a coarse-grid partition of the domain D with mesh

size H (see Figure 1) for an illustration of the fine and coarse mesh, where coarse elements are blue rectangles
and fine elements are unstructured black triangles. Denote by {Ki| i = 1, · · · , N} the set of coarse elements
in T H , where N is the number of coarse blocks. For each Ki, we define the oversampled region K+

i to be
an oversampling of Ki with a few layers of neighboring coarse blocks, see Figure 1 for the illustration of Ki

and K+
i . We will use the non-local multi-continuum approach (NLMC) [17].

Figure 1: Illustration of coarse and fine meshes.

In the NLMC approach, the multiscale basis functions are selected such that the degrees of freedom have
physical meanings and correspond to average solutions. This method derives its foundation from Constraint
Energy Minimizing Generalized Multiscale Finite Element Method (CEM-GMsFEM) [16], and starts with
the definition of the auxiliary space. The idea here is to use a constant as auxiliary basis for the matrix in
each coarse block, and constants for each separate fracture network within each coarse block. The simplified
auxiliary space uses minimal degrees of freedom in each continua, thus one can obtain an upscaled equation
with a minimal size and the degrees of freedom represent the averages of the solution over each continua. To
construct the multiscale basis function for NLMC, we consider an oversampling region K+

i of coarse block

Ki, the basis ψ
(i)
m solves the following local constraint minimizing problem on the fine grid

a(ψ(i)
m , v) +

∑
Kj⊂K+

i

⎛
⎝μ

(j)
0

∫
Kj

v +
∑

1≤m≤Lj

μ(j)
m

∫
f
(j)
m

v

⎞
⎠ = 0, ∀v ∈ V0(K

+
i ),

∫
Kj

ψ(i)
m = δijδ0m, ∀Kj ⊂ K+

i ,∫
f
(j)
n

ψ(i)
m = δijδnm, ∀f (j)

n ∈ F (j), ∀Kj ⊂ K+
i .

(7)

where a(u, v) =
∫
Dm

κmλ∇u · ∇v +
∑

i

∫
Df,i

κiλ∇fu · ∇fv, μ
(j)
0 , μ

(j)
m are Lagrange multipliers. By this way

of construction, the average of the basis φ
(i)
0 equals 1 in the matrix part of coarse element Ki, and equals

0 in other coarse blocks Kj ⊂ K+
i as well as any fracture inside K+

i . As for φ
(i)
l , it has average 1 on the

l-th fracture continua inside the coarse element Ki, and average 0 in other fracture continua as well as the
matrix continua of any coarse block Kj ⊂ K+

i . It indicates that the basis functions separate the matrix and
fractures, and each basis represents a continuum.
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We then define the transmissibility matrix T by

T (i,j)
mn = a(ψ(i)

m , ψ(j)
n ). (8)

We note that m,n denotes different continua, and i, j are the indices for coarse blocks. Since the multiscale
basis are constructed in oversampled regions, the support of multiscale basis for different coarse degrees of
freedom will overlap, and this results in non-local transfer and effective properties for multi-continuum. The

mass transfer between continua m in coarse block i and continua n in coarse block j is T
(i,j)
mn ([uT ]

(j)
n − [uT ]

(i)
m ),

where [uT ] is the coarse scale solution.
With a simple index, we can write T (transmissibilities) in the following form⎡

⎢⎢⎢⎣
t11 t12 . . . t1n
t21 t22 . . . t2n
...

...
. . .

...
tn1 tn2 . . . tnn

⎤
⎥⎥⎥⎦ (9)

where n =
∑N

i=1(1 + Li), and 1 + Li means the one matrix continua plus the number of discrete fractures
in coarse block Ki, and N is the number of coarse blocks.

The upscaled model for the diffusion problem (3) will be as follows

MTu
n+1 +ΔtATu

n+1 = ΔtbT +MTu
n, (10)

where AT is the NLMC coarse scale transmissibility matrix, i.e.⎛
⎜⎜⎜⎝
−∑

j t1j t12 . . . t1n
t21 −∑

j t2j . . . t2n
...

...
. . .

...
tn1 tn2 . . . −∑

j tnj

⎞
⎟⎟⎟⎠

and MT is an approximation of coarse scale mass matrix. We note that both AT and MT are non-local and
defined for each continua.

To this point, we obtain an upscaled model from the NLMC method. We remark that the results in [17]
indicate that the upscaled equation in our modified method can use small local regions.

3 Deep Multiscale Model Learning (DMML)

3.1 Main Idea

We will utilize a rigorous NLMC model as stated in previous section to solve the coarse scale problems
and use the resulting solutions in deep learning framework to approximate F in (2). The advantages of
NLMC approach lie in that, one can not only get accurate approximations compared to the reference fine
grid solutions, but the coarse grid solutions also have important physical meanings. That is, the coarse grid
quantities are the average pressure in the corresponding matrix or fracture in a coarse block. Usually F
is expensive to compute and conditioned to data. In fact, we need to recompute F whenever multiscale
coefficient changes. The idea of this work is to use the coarse grid information and available observed fine
data in combination with deep learning techniques to overcome this difficulty.

It’s clear that the solution at the time instant n+1 depends on the solution at the time instant n and input
parameters, such as permeability/geometry of the fractured media and source terms. Here, we would like to
learn the relationship of the solutions between two consecutive time instants by a multi-layer network. If we
simply take only coarse simulation data in the training process, the neural network will provide a forward
map to approximate our reduced-order models.

To be specific, let m be the number of samples in the training set. Suppose for a given set of various
input parameters, we use NLMC method to solve the problem and obtained the coarse grid solutions

{u1
1, · · · , un+1

1 , u1
2, · · · , un+1

2 , · · · , · · · , u1
m, · · · , un+1

m }
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at all time steps for these m samples. Our goal is to use deep learning to train the coarse grid solutions and
find a network N to describe the pushforward map between un and un+1 for any training sample.

un+1 ∼ N (un, In), (11)

where In is some input parameter which can also change with respect to time, and N is a multi-layer network
to be trained.

Remark: The proposed framework also includes nonlinear elliptic PDEs, where the map N corresponds
to the linearised discrete system.

In deep network, we call un and In the input, and un+1 the output. One can take the coarse solutions
from time step 1 (initial time instant) to time step n as input, and from time 2 to n+1 (final time instant) as
corresponding output in the training process. In this case, a universal neural net N can be obtained. With
that being said, the solution at time 1 can be forwarded all the way to time n + 1 by repeatedly applying
the universal network n times, that is

un+1 ∼ N (N · · ·N (u1, I1) · · · , In−1), In). (12)

Then in the future testing/predicting procedure, given a new coarse scale solution at initial time u1
new,

we can also easily obtain the solution at final time step by the deep neural network

un+1
new ∼ N (N · · ·N (u1

new, I
1) · · · , In−1), In). (13)

Actually, one may train each forward map for any two consecutive time instants if the problem is highly
nonlinear as needed. That is, we will have uj+1 ∼ Nj(u

j , Ij), for j = 1, · · · , n. In this case, to predict the
final time solution un+1

new given the solution at initial time unew
1, we use n different networks N1, · · · ,Nn

un+1
new ∼ Nn(Nn−1 · · · N1(u

1
new, I

1) · · · , In−1), In).

We would like to remark that, besides the previous time step solutions, the other input parameters In

such as permeability or source terms can be different when entering the network at different time steps. In
our numerical example, a universal network will give us reasonably good results, so we didn’t investigate
this further more.

As mentioned previously, we can also design the connections in the neural network using the idea of
“regions of influence”. We remark that it is important to use reduced-order model, since it will identify
the regions of influence and appropriate numbers of variables. In NLMC approach, we construct a non-
local multi-continuum transmissibility matrix, which provides us some information about the connections
between coarse parameters. It has been shown in [17] that, due to the exponential decay of the global basis
function away from the target coarse region, one can use the constructed local basis functions which are
supported in a small oversampling region (compared with the whole domain) to solve the problem, and get
good accuracy in solutions compared with those using global basis functions. Moreover, the transmissibility
matrix formed by these local basis functions also indicates local connections (in a slightly larger oversampling
region) between a target coarse degree of freedom (dofs) with others. Taking the advantage of the underlying
NLMC model, we can simplify the problem when designing neural networks. Typically, for specific coarse
degrees of freedom (corresponding to a coarse block or a fracture in the coarse block) of the solution at time
instant n+1, we can only activate the connections between this coarse degree of freedom and the coarse scale
degrees of freedom in some oversampling neighborhood at time instant n. The advantage of defining regions
of the influence is to reduce the complexity of the deep network. An illustration of the comparison between
deep neural nets with full connections, or with local connections indicated by region of influence is shown
in Figure 2. In Figure 2 (a), we illustrate the deep network using full connections, where the input layer
and the first hidden layer of the network is fully connected. This means, for example, the matrix continua
parameter in any coarse block Ki is always connected with all the dofs in the matrix continua (blue shaded
coarse blocks/neurons) and all the dofs in the fracture continua (purple shaded coarse blocks/neurons). On
the other hand, in Figure 2 (b), the network applies some local connections in the first layer. For the coarse
block Ki, it only connects with some matrix continua dofs (pink shaded areas/neurons) and some fracture
continua dofs (yellow shaded areas/neurons).

Furthermore, the map we are interested in is the relation from un to un+1 in the field rather than the
multiscale model only. If the observed fine data is sufficient enough, there’s not much need to reconstruct
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(a) Deep network using full connections

(b) Deep network using local connections indicated by the region of influence.

Figure 2: Comparison of deep nets with full connections or local connections indicated by with region of
influence.
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the relationship through various methods as the data itself is a one to one mapping. But this is not the
case, the observed fine data available to us is not enough. This limitation actually makes it impossible to
reconstruct the true map. As a compensation, we will use an approximation of fine grid model, i.e. NLMC,
to work as a raw but computation-efficient model, and correct it with observed fine data. We modified and
improved the NLMC model in the sense that we are able to adjust it to fit observed fine data which is hard
for forward construction of NLMC. More specifically, we can see later from the numerical example that the
corrected model can approximate the fine scale model better.

To be specific, in this work, we will incorporate available observed fine data in the neural net, which will
modify the reduced order model and improve the performance of the model such that the new model will
take into account observed fine data effects. In other words, we utilize the neural network to interpolated
two models: the fine scale model and the NLMC model. First, we introduce some notations.

denote the coarse simulation data by
{u1

s, · · · , un+1
s }

denote the observed fine data by
{u1

o, · · · , un+1
o }

at all time steps for these m samples. To get the observed data, we can (1) perturb the simulation data,
(2) perturb the permeability or geometry of the fractured media, run a new simulation and use the results
as observed data, (3) use available observed fine data. In this work, we will investigate the effects of taking
into account observed fine data to train deep neural nets.

As a comparison, there are three networks we will consider:

• Network A: Use all observed fine data in the training,

un+1
o ∼ No(u

n
o , I

n) (14)

• Network B: Use a mixture of observed fine data and coarse simulation data in the training,

un+1
mixed ∼ Nm(un

mixed, I
n) (15)

• Network C: Use all coarse simulation data (no observed fine data) in the training,

un+1
s ∼ Ns(u

n
s , I

n) (16)

where umixed is a mixture of coarse simulation data and observed fine data.
In Network A, we assume the observed fine data is sufficient, and train the observed fine data at time

n + 1 as a function of the observed fine data at time n. In this case, the map fits the data in a very good
manner but will ignore the coarse model if the data are obtained without using underlying simulation model
in any sense. This is usually not the case in reality, since the observed fine data are expensive to get and
deep learning requires a large amount of data to make the training effective. In Network C, we simply take
all coarse simulation data in the training process. For this network, one will get a network describes the
coarse simulation model (in our example, the NLMC model) as best as it can but ignore the observed fine
data effects. This network can serve as an emulator (simplified forward map, which avoids deriving/solving
coarse-grid models) to do a fast simulation. We will utilize Network A and C results as references, and
investigate more about Network B. Network B is the one where we take a combination of coarse simulation
data and observed fine data to train. It will not only take into account the information provided by the
NLMC model but also use the observed fine data to modify the model.

We expect that the proposed algorithm will provide new upscaled model that can honor the data while
it follows our general multiscale concepts.
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3.2 Network structures

Generally, in deep learning, let the function N be a network of L layers, x be the input and y be the
corresponding output. We write

N (x; θ) = σ(WLσ(· · ·σ(W2σ(W1x+ b1) + b2) · · · ) + bL)

where θ := (W1, · · · ,WL, b1, · · · , bL), W ’s are the weight matrices and b’s are the bias vectors, and σ is the
activation function. Suppose we are given a collection of example pairs (xj , yj). The goal is then to find θ∗

by solving an optimization problem

θ∗ = argmin
θ

1

N

N∑
j=1

||yj −N (xj ; θ)||22,

where N is the number of the samples. We note that the function 1
N

∑N
j=1 ||yj −N (xj ; θ)||22 to be optimized

is called the loss function. Other important aspects in tuning the deep neural network are to choose suitable
number of layers, number of neurons in each layer, the activation function, the loss function and the optimizers
for the network.

In our example, without loss of generality, we suppose that there are uncertainties in the injection rates
g, i.e., the value or the position of the sources can vary among samples. Suppose we have a set of different
realizations of the source {g1, g2, · · · , gm}, where m is a sufficiently large number, we need to run simulation
based on NLMC model and take the solutions as data for deep learning. To obtain the observed fine data,
we will solve the problem with the same set of source realizations using the fine scale model.

As discussed in the previous section, we consider three different networks, namely No, Nm and Ns. For
each of these networks, we take the vector x = (un

α, g
n) ( α = o,m, s) containing the coarse scale solution

vectors and the source term in a particular time step as the input. As discussed before, we can take the input
coarse scale quantities in the whole domain D or in the region of influence K+. Based on the availability of
the observed fine data in the example pairs, we will define an appropriate network among (14), (15) and (16)
accordingly. The output y = uα

n+1 is taken as coarse scale solution in the next time step, where α = o,m, s
corresponds to three networks.

Assume with enough samples of the source terms {g1, · · · , gm}, there exist some coarse simulation data
us and some observed fine data uo, and we can train deep neural networks to well approximate the function
F in (1) with respect to the loss functions. Then for some new source term gm+1, given the coarse scale
solution at time instant n, we expect our networks output N (un

α, g
n
m+1; θ

∗) which is close to the output data
un+1
o .
Here, we briefly summarize the architecture of networks Nα (α = o,m, s) we defined in (14), (15) and

(16) respectively.

• Input: x = (un
α, g

n) is the vector containing the coarse scale solution vectors and the source term in a
particular time step.

• Output: y = uα
n+1 is the coarse scale solution in the next time step.

• Sample pairs: N = mn example pairs of (xj , yj) are collected, where m is the number of samples of
flow dynamics and n is the number of time steps.

• Loss function: This cost function which is typical for regression problems is the mean squared error func-
tion: 1

N

∑N
j=1 ‖yj −Nα(xj ; θ)‖22. In our numerical examples, our output is the coarse grid solution vec-

tor, so we would like to consider the relative L2 error as the loss function, i.e. 1
N

∑N
j=1

||yj −Nα(xj ; θ)||L2

||yj ||L2

• Weighted loss function: In building a network in Nm by using a mixture of N1 pairs of observed fine
data {(xj , yj)}N1

j=1 and N2 pairs of coarse simulation data {(xj , yj)}Nj=N1+1, where N1 + N2 = N , we
may consider using weighted loss function, i.e,

w1

N1∑
j=1

||yj −Nα(xj ; θ)||L2

||yj ||L2

+ w2

N∑
j=N1+1

||yj −Nα(xj ; θ)||L2

||yj ||L2

,
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where w1 > w2 are user-defined weights. In the scenarios of limited observed fine data, the training
process is supplemented with coarse simulation data, resulting in an intermediate approximation of the
two classes of data. However, the imbalanced data, i.e. high ratio of coarse simulation data, will result
in a biased model and reduce the ability to predict rare points. To this end, a weighted loss function
is employed to undersample the coarse simulation data and oversample the observed data.

• Activation function: The popular ReLU function (the rectified linear unit activation function) is a
common choice for activation function in training deep neural network architectures [28]. In our
numerical we use ReLU activation in the hidden layers, and use linear activation in the output layer.

• DNN structure: The number of layers and the number of neurons in each layer are specified in the
following numerical examples. For the connection between the input neurons and first layer neurons,
we will use dense connections or our self-designed local connections, and compare their performance in
the numerical examples.

• Training Optimizer: We use AdaMax [36], a stochastic gradient descent (SGD) type algorithm well-
suited for high-dimensional parameter space, in minimizing the loss function.

We remark that, the optimization problems are in most cases non-convex.The universal algorithm used to
optimize such problems is gradient descent. The advantage of such an algorithm is computational efficiency
while it can only guarantee a local minimum instead of a global one. However, in practice, we do not bother
to find the global minimum due to the overfitting concerns. A local minimum with acceptable training error
would be ideal in our case.

4 Numerical examples

In this section, we present some representative numerical results. We consider the fractured media as shown
in the Figure 3, where the red lines denotes the fractures. The permeability of the matrix is κm = 1, and
the permeability of the fractures are κf = 103. We assume that the observed fine data samples are obtained
from the fine scale model solution for different source terms. As for the corresponding coarse simulation
data, we compute the NLMC solution on a 20 by 20 coarse grid as shown in Figure 3, using the same sets of
source terms and permeability field. Thus, the observed fine data and coarse simulation data are generated
from different underlying models. As discussed in [17], the local basis are constructed in oversampled regions
of each coarse block. In our numerical examples, we choose 2 layers of oversampling. With this small
oversampling size, the NLMC simulation is fast, but as a trade-off, it sacrifice a little accuracy.

As for the similarity/difference between the observed fine data and coarse simulation data, we perform
hypothesis tests using empirical MMD estimates as the test statistic, the results show that the observed
fine data and coarse simulation data are from the same distribution. This indicates that we can use coarse
simulation data can be computational inexpensive surrogate data as observed fine data for the training of
the neural network. On the other hand, there are some differences between the observed fine data and coarse
simulation data. Generally, in practice, the relative upscaling errors for the NLMC solution and averaged
fine scale solution are 5%− 15% in L2 norm.

We will train the networks Ns, No and Nm using the coarse simulation data samples (from NLMC model),
fine observed data samples (from fine scale model), and the mixture of them, respectively.

All the network training are performed using the Python deep learning API Keras [9] with TensorFlow
framework.

4.1 Example 1

In our first example, we use a time independent, constant mobility coefficient λ = 1. For the source term, we
use a piece-wise constant function. Namely, in one of the coarse blocks, the value of g is a positive number
c, in another coarse block, the value of g = −c, and g = 0 elsewhere. This represents a two-well source, one
of the block is injection well, the other is production well. Randomly selecting the location of the two wells,
with the constraint that the two wells are well separated in the domain, we get source samples g1, · · · , g1000.
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Figure 3: Geometry (permeability) for obtaining both coarse simulation and fine observed data.

In this example, we set the values of the source to be time independent. The equation (3) is solved using
both the fine scale and NLMC model, where we set T = 0.1, and divide T into 10 time steps.

For the 1000 source terms, we use the solutions corresponds to the last 100 for validation, i.e, they
won’t be seen in the training process. The comparison of training and test data can be seen in different
perspective. First, we can take a look at the source terms which we vary when generating samples. Here, we
have 1000 different sources. Every source term differs from its well location. We test the maximum mean
discrepancies (MMD) on the source terms corresponding to the training and testing sets. Using Gaussian
radial basis kernel function with σ = 3.59, the hypothesis tests using empirical MMD estimates indicate
that the two sets of sources are drawn from the same distribution. Second, we can also take a look at the
statistics of the input (which are the flow problem solutions for these source terms). The inputs are high
dimensional, and the hypothesis tests using empirical MMD estimates again indicate that the two sets of
sources are drawn from the same distribution.

We will use 300, 500 and 900 out of the first 900 solutions to train the network separately. We remark
that, we make sure the random source terms are distinct when generating samples, thus the input samples
are unique.

As discussed before in (11), we would like to find a universal deep network to describe the map between
two time steps. We use the solution at time step n as input, and solution at time step n+1 as corresponding
output, where n = 1, 2, 3, 4.....9. That is, each sample pair is in the form of (un, un+1), n = 1, 2, ...9. For
example, the solutions corresponding to 300 different training source terms result in 300 ∗ 9 = 2700 samples,
and the solutions corresponding to 100 testing source terms result in 100 ∗ 9 = 900 testing samples, where
the multiplier 9 stands for 9 time steps (time steps 1 to 9, or time steps 2 to 10).

We will test the performance of the three networks (14), (15), and (16). For Ns, we take all training
samples to be the NLMC solutions. In this case, there is no observed fine data in training, and the network
will only approximate the NLMC model. For No, we use all the fine scale solutions as training samples,
thus the network aim to approximate the fine grid model and will be used as reference. As for Nm, we
take half training samples from us and the other half from uo. Specifically, we assume the observed fine
data are given for some well configurations while for other configurations observed fine data can only be
replaced by simulation data due to their rarity. This is the case when the network is trained partially with
observed fine data. We expect the trained network Nm to produce an improved model compared with Ns.
In the training process, we also consider both the full connections and local connections indicated by the
region of influence input (see Figure 2), where we use multiscale concepts to reduce the region of influence
(connections) between the nodes.

We remark that, a solve of the NLMC is around 0.031s, an inference step is around 0.0012s.
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4.1.1 Full connection

The three networks are firstly constructed adopting the structure of DNN with densely connected layers. The
input and output both have dimension 445, which is the degree of freedom in the NLMC model associated
with the 20 by 20 coarse grid and the fracture configuration as shown Figure 3. For this example, since the
mobility coefficient is constant which makes the map linear, we only take 1 layer with 445 neurons. The
activation function is chosen to be linear at the output layer. The training was performed over 50 epochs,
and the batch size is chosen to be 100. We use the Adam algorithm as the optimizer, and the learning rate is
0.002. The number of trainable parameters in this network is 198, 470. The training and validation losses for
No are plotted in the left of Figure 4, and they have similar behavior for the other two networks. We remark
that, in order to compare the performance for different size of training data set (namely 2700, 4500, 8100),
in the figure, the training losses (vs epochs) are depicted at the end of learning all samples in the whole data
set instead of after every batch. We observe that, for each data set, the validation loss is very close to the
training loss, which indicates the network performs and generalizes well.

Next, in the testing procedure, we input an identical input data from the 900 testing samples as described
before to three networks defined in (14), (15), (16). To compare the outputs of three networks with observed
fine data, we compute the mean of relative L2 errors between the observed fine data(samples computed from
fine grid model) and predicted data (obtained from the output of neural networks) , i.e

1

N

N∑
j=1

||un+1
o −Nα(u

n
α, I

n+1)||L2

||un+1
o ||L2

, α = o, s,m.

The results are shown in Table 1. We can see that, with a mixture of coarse simulation data and ob-
served fine data (the second column in the table), we can get a better model, since the mean error of∥∥Nm(un

α, I
n)− un+1

o

∥∥ among testing samples is closer to that of
∥∥No(u

n
α, I

n)− un+1
o

∥∥, compared to the

mean error of
∥∥Ns(u

n
α, I

n)− un+1
o

∥∥ among testing samples.

Number of Training Samples Using No Using Nm Using Ns

2700 6.5 6.7 7.1
4500 4.8 5.1 5.7
8100 3.7 4.0 4.7

Table 1: Example 1, fully connected network. Network parameters: 198, 470. Mean errors (%) between
prediction and true solutions for two consecutive time steps, 900 samples are tested for three different
networks.

4.1.2 Sparse connection: Region of influence

Though we have obtained promising results using fully connected networks, the number of trainable param-
eters is quite large. In this section, we would like to design a locally-connected layer in the neural network
by taking advantage of the region of influence in the underlying model. This can help to reduce the trainable
parameters in the network and further reduce the required training resources considering observed fine data
are expensive to acquire.

The idea is to reduce the full connections among the neurons between two layers. Thanks to the NLMC
model, with which we derive the transmissibility matrix T that describes the nonlocal connections of coarse
degrees of freedom, not only spatially but also across continua. This inspires us to define the connections
between the input neuron to the first layer. That is, we design a layer with the number of trainable weight
parameters equal to the nonzero entries in the matrix T , this can reduce the number of parameters due to
the sparsity of T . The defined sparse weight will only activate the connections between the input and nodes
in the next layer as indicated in the transmissibility matrix. The following hidden layers will still be fully
connected if they exist.

Remark 2: If the underlying permeability field changes, then the transmissibility matrix will change.
Then one needs to redesign the network.
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Remark 3: We remark that a direct application of CNN is not trivial for our problem. Since the samples
we used in the network training are the coarse scale solutions for the multi-continuum model, which contains
the degrees of freedom from both matrix and fracture continuum. In our example, the degrees of freedom
for the matrix continuum lies in the 20 by 20 coarse grid (which is 400), but the additional fracture degrees
of freedom only lies in the coarse blocks which contain the fractures (which is 45 in the geometry shown in
Figure 3). The multi-continuum solutions thus can not be directly represented by a square image which is
needed for CNN. Furthermore, according to the NLMC model, the transmissibility connections exist not only
among coarse blocks but also among different continua, and the effects of the fracture continua should not
be ignored. We then tried to extend the fracture continua solution to the 20 by 20 grid using zero padding,
and input matrix and fracture continua solutions as two-channel images to train CNN network. But the
zero padding procedure increases the number of training parameters (instead of decreasing as expected when
using CNN), since we enlarge the input dimension from 445 to 800. And the training accuracy is also affected
in a bad sense because the network has the additional burden to learn the zeros in the second channel. Thus,
a self defined locally connected layer is needed.

Remark 4: We comment that in our case, we also tried out LSTM netwokrs to predict the solutions at
the last time step. However, we do not see prominent advantage using such structure for the following reasons:
1) RNN is difficult for us to implement because of computational cost given our computational resources and
our problem sizes. The training of an RNN could be fairly hardware-demanding. 2) LSTM is good at dealing
with time series where the prediction is dependent on a series of previous time events. But mainly, we would
like to emphasize that in our case, we are interested in the map connecting solutions at two consecutive
time steps. Remembering previous events is unnecessary here. 3) The number of trainable coefficients will
significantly increase with RNN. So, a locally-connected feed-forward structure would perfectly fit in our
need.

We would like to compare the predicted results from the neural networks trained with different types of
coarse parameters. Specifically, two types of networks are trained with the coarse parameters in the whole
domain and parameters only in the region of influence, respectively. Comparing Table 1 and Table 2, we can
see that, using the region of influence idea can result in similar results for all three networks No, Nm and
Ns when we use similar network parameters such as the number of layers, number of neurons (445) in each
layer, training epochs (50), learning rate (0.002), loss functions (relative l2 error) and activation functions
(linear). The training/validation losses are plotted in the right of Figure 4 for Locally Connected Networks
(LCN). We observe that the losses of LCN decay faster compared with those in DNN. As for the number
of trainable parameters, it is 198, 470 for the fully connected network, but is only 28, 107 for the sparsely
connected network. This suggests that, the data in the region of influence of the underlying model is of
dominant importance in deciding the outputs and thus enables reduction in training effort.

Number of Training Samples Using No Using Nm Using Ns

2700 6.2 6.4 6.7
4500 5.1 5.3 5.8
8100 4.3 4.6 5.1

Table 2: Example 1, locally connected network. Network parameters: 28, 107. Mean errors (%) between
prediction and true solutions for two consecutive time steps, 900 samples are tested for three different
networks.

4.2 Example 2

In our second example, we use heterogeneous time-dependent mobility and source term. Here, we fix the
location of the source term and vary the value of the source. The distributions of the mobility in some time
steps are shown in Figure 5, which is from two-phase flow mobility. The source term in the right hand side is
defined as follows. At 0 ≤ x ≤ 0.1, 0 ≤ y ≤ 0.1, we have g = 10[(sin(αx))2 + (sin(βy))2] denotes an injection
well, and at 0.9 ≤ x ≤ 1.0, 0.9 ≤ y ≤ 1.0 we have g = −10[(sin(αx))2 + (sin(βy))2] denotes an production
well, where the parameters α and β are randomly chosen in each time step, and are different among samples
(which are obtained using these different source terms g). So for each sample, we have the different values
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Figure 4: DNN(left) and Locally-connected Network(right) training/validation losses over epochs for No,
with different number of samples.

of the source term, and, in each sample, the source term is time dependent.

(a) Mobility at time t = 0.01 (b) Mobility at time t = 0.05 (c) Mobility at time t = 0.1

Figure 5: Illustration of mobility λ(x, t).

For the coarse simulation data us, we use the solution obtained from NLMC model for n random source
terms. We note that, n = 200, 600 and 1000 in this example, and we take solutions associated with
100, 500, 900 sources out of them for training correspondingly, and the other 100 for validation/testing.

For the observed fine data uo, we first solve the system from the fine grid model using the same set of
source terms, and use the coarse degree of freedom fine solution average as the observed fine population.
As for the mixture um of coarse simulation and observed fine data, we take the samples relating to half of
the sources from us, and the samples relating to another half of the sources from uo. In practice, to explain
the mixture data um, we can assume we have the observed fine data in the whole domain given some well
configurations, but for some other well configurations, we only have simulation results.

4.2.1 Full connection

We first build the three deep neural networks with densely connected layers. Due to the nonliearity of the
underlying problem in this example, we will take 4 hidden layers with ReLU activation function, and use
linear activation at the output layer. The input vector has dimension 445 as before, which is the degree of
freedom in the NLMC model. The first hidden layer has also 445 neurons, and they are fully connected with
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the input. We take 50 neurons in the other three hidden layers. And the output has the dimension 445.
We solve the equation (3) with T = 0.1. Similarly, we use the solutions at time step 1 to time step 9 as

input data, and from at time step 2 to time step 10 as output data. In this example, we have 900, 4500, 8100
training sample pairs, respectively. The validation set then has 900 samples in each case.

In the training process, we take the batch size to be 100. For the loss function, we use the relative L2

error between the samples (computed from fine grid model/ NLMC model) and predicted data (the output
of the neural networks), same as in Example 1. We remark that (un, In+1) is taken to be (un+�t · gn+1) in
this examples, where g is the time dependent source term. The training and validation loss for the network
No are shown in Figure 6, the loss history for Ns and Nm are similar.
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Figure 6: DNN training/validation loss vs epochs for No, with different number of samples.

As we discussed before, we can use (12) or (13) to forward the solution from the initial time step to the
final time step using the “universal” deep neural nets. Assume we have 10 time steps in total, for a given
solution u1 at the initial time, we will apply Nα for α = o,m, s for 9 times to obtain the the final time
predictions. That is,

u10
pred,α = Nα ◦ Nα ◦ · · · ◦ Nα︸ ︷︷ ︸

9 times

(u1)

for α = o,m, s
Finally, we compare the final time predictions u10

pred,α (for α = o,m, s) with the observed fine data at the

final time step given u1
s. The results are shown in Table 3. There are 100 samples to test in total. As we

increasing the number of training samples, it is clear that
∥∥∥u10

pred,o − u10
o

∥∥∥ is decreasing. For
∥∥∥u10

pred,m − u10
o

∥∥∥,
with the increasing of training sample size, it will give better and better prediction results. When we take

900 samples, the mean of
∥∥∥u10

pred,m − u10
o

∥∥∥ over testing samples is 16.8%, which is very close to the reference

case where
∥∥∥u10

pred,o − u10
o

∥∥∥ has mean error 13.5%. This indicates that using a mixture of coarse simulation

data and observed fine data can enhance the performance of NLMC model induced by deep learning, as
we compared the predictions to the observed fine data (which is the fine grid solution). We also show the
comparison between one of the samples in Figure 7, where the solution produced by the network Nm has
almost the same accuracy as the solution produced by No, and is much more accurate than that of Ns.

4.2.2 Sparse connection: Region of influence

In this section, we examine the region of influence input for this example. Different from Example 1,
the DNN network here has more layers. We will just replace the first fully connected layer with a locally
connected layer. In this section, we only show the results for the case that the training samples are generated
corresponding to 500 different source terms. The other two sample sets perform similarly. The training and
validation loss over some epochs are shown in Figure 8. Compared the fully connected network and locally
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Figure 7: Example 2, fully connected network. DNN predicted solutions’ comparison for one of the samples.
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Errors (%)

Number of Training Samples
∥∥∥u10

pred,o − u10
o

∥∥∥ ∥∥∥u10
pred,m − u10

o

∥∥∥ ∥∥∥u10
pred,s − u10

o

∥∥∥
900 20.2 30.6 31.1
4500 14.6 17.8 37.1
8100 13.5 16.8 45.9

Table 3: Example 2, fully connected network. Mean error between final time step prediction and true
solutions over 100 testing samples for three different networks.

connected network, we can see that the training loss decays faster for locally connected network, and the
validation loss have very similar behavior for both networks. We remark that, the number of trainable
parameters in fully connected network is 318, 315, and that number in locally connected network is 154, 422,
where we only replace the first layer by a self defined locally connected layer. All the other hyperparameters
in both networks are chosen to be the same. The mean errors for the same testing samples as in the previous
section are presented in Table 4. Compared with Table 3, we observe slightly better results are obtained by
locally connected network.
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Figure 8: Comparison of Fully connected network and locally connected network. Training/validation loss
vs epochs for No, number of source samples is 500.

Errors (%)

Number of Training Samples
∥∥∥u10

pred,o − u10
o

∥∥∥ ∥∥∥u10
pred,m − u10

o

∥∥∥ ∥∥∥u10
pred,s − u10

o

∥∥∥
4500 13.7 17.9 33.5

Table 4: Example 2, locally connected network. Mean error between final time step prediction and true
solutions over 100 testing samples for three different networks.

5 Conclusions

The paper uses deep learning techniques to derive and modify upscaled models for nonlinear PDEs. In
particular, we combine multiscale model reduction (non-local multi-continuum upscaling) and deep learning
techniques in obtaining better approximations of the underlying models, which takes into account observed
data. Multi-layer networks provide a nonlinear mapping between the time steps, where the mapping has
a certain structure. The multiscale concepts, used in multi-layer networks, provide appropriate coarse-grid
variables, their connectivity information, and some information about the mapping. However, constructing
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complete and accurate nonlinear push-forward map is expensive, if not impossible, in general multiscale
simulations. Moreover, these models will not honor the available observed fine data. Deep Multiscale Model
Reduction Learning (DMML). We present numerical results, where we test our main concepts. We show
that the regions of influence derived from upscaling concepts can lighten the computations. Our approach
indicates that incorporating some observed fine data in the training can improve the coarse grid model.
Similarly, incorporating some coarse simulation data to the observed fine data can improve the predictions,
when there is not sufficient observed data. The use of coarse-degrees of freedom is another main advantage
of our method. Finally, we use observed data and show that DMML can obtain accurate solutions, which
can honor the observed data. In conclusion, we believe DMML can be used as a new coarse-grid model for
complex nonlinear problems with observed data, where upscaling of the computational model is expensive
and may not accurately represent the true observed model.
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