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Abstract

Deep Learning (DL) has been a concept since the late 1950s and has advanced significantly in the last

twenty years due to enhanced computational capabilities such as graphical processing unites (GPUs) and

cloud-based computing. DL is now capability that is within reach across many industries. Following this

trend, the International Atomic Energy Agency (IAEA) has started to explore the use of DL to enhance its

ability to collect, process, and analyze international safeguard-relevant information. The ways industry

has successful utilized DL can give insight into potential applications for international safeguards. In this

paper, we will review the use of DL across multiple industries. The paper organized based on the

different ways industries are using DL, and the potential transfers of DL capabilities to international

safeguards activities. By understanding current applications of DL across multiple industries, the

international safeguards research community can start to focus on realistic potential applications in our

domain and learn from both successes and failures from other domains.

Introduction

Deep learning (DL) has become a fast-expanding area for research and a significant part of business and

industry operations. Over the last twenty years, leveraging increases in computing power, DL has been

successfully incorporated into many data processing and analysis situations, succeeding in computer

vision, pattern recognition, speech recognition, text processing, and recommendation systems. DL's

automation of previously labor-intensive or in some cases infeasible processes has increased the speed

at which organizations are able to process and analyze a wide variety of datasets.

While international nuclear safeguards data may not be "'pie by data science standards, there are many

facets of safeguards verification that currently require significant manual (i.e. human) data processing

and analysis effort. For that reason, the International Atomic Energy Agency (IAEA) Department of

Safeguards has expressed interest in potential applications of DL as part of a broader interest in data

analytics, evidence of which can be seen in recent forums such as the IAEA's 2017 Workshop on

Emerging Technologies and the 2018 IAEA Safeguards Symposium.

In the following sections we will describe some of the most common DL classes of algorithms, provide

examples of how they are being used in some industries, and suggest potential applications to

international nuclear safeguards activities.

Classification

Classification is a technique in which an algorithm determines to which pre-defined category an

unclassified datapoint belongs. (Khan and Madden 2010). Classification may be applied to text, images,

video, audio, or other sensor data. Examples of industry use of classification include:

• Medicine. Dermatology utilizes image classification to automate the identification of skin

conditions, with a focus on finding cancer skin lesions (Esteva et al. 2017). Figure 1 show

1

SAND2020-6203C

This paper describes objective technical results and analysis. Any subjective views or opinions that might be expressed
in the paper do not necessarily represent the views of the U.S. Department of Energy or the United States Government.

Sandia National Laboratories is a multimission laboratory managed and operated by National Technology & Engineering Solutions of Sandia, LLC, a wholly owned
subsidiary of Honeywell International Inc., for the U.S. Department of Energy’s National Nuclear Security Administration under contract DE-NA0003525.



examples of the various skin conditions are classified in this model, along with their saliency

maps (visual indications of the pixels that were most "important" to the model in making the

classification).

• Law. (Remus and Levy 2015) describe how classification is being used in the legal domain to

predict case outcomes, thereby supporting lawyer decisions on whether they want to take on a

case.

a. Malignant Melanocyllo Lemon

b. Malignant Epidermal Lesion

c. Malignant Demnal Lemon

C. Benign Melanocylic Lesion

a. Benign Epidermal Lesion

f. Benign Derrnal Le me

g. lerannmatory Condition

h. GenodermatosIs

i. Cutaneous Lyrnphom

Figure 1 Examples of the various skin condtions classified tia a DL model. With each image paired with their
respective saliency map. (Esteva et al. 2017)

There are many potential applications of classification for international nuclear safeguards. Image

classification could be developed as a preliminary assessment of the integrity of tamper indicating

devices, to flag frames of surveillance footage when a specific object appears, or to automate tagging to

organize internal image collections by fuel cycle step or equipment. Further, text classification tools

could be developed to identify the step of the Physical Model to which technical publications are most

relevant. This is the intent behind the IAEA Content Reification Engine (ICORE) tool (Crowley et al., n.d.).

Object Detection and Segmentation

Object detection algorithms identify an object of interest, and place a bounding box, segmentation

mask, or other visual indicator around the object, along with the object's classification (Druzhkov and

Kustikova 2016). Object detection goes a step further than image classification by segmenting an image

to indicate where in the image the object class sits and can be applied to just a few objects of interest

that are being searched for, or to the segmentation and classification of an entire image. Object

detection can also include facial recognition models with the ability to differentiate characteristics of a

face (Z. Liu et al. 2015) and detect emotion within someone's face (Bartlett et al. 2004). Examples of

industry use of object detection and segmentation include:

• Agriculture. Image segmentation has been used for apple sorting and grading (Mizushima and Lu

2013), and to identify potato blight by identifying the health of the plant's leaves(Islam et al.

2017).

• Security. Significant press has recently covered controversial uses of facial recognition software

by police forces(Valentino-DeVries 2020), as well as the Chinese government to monitor

oppressed minorities(Paul Mozur 2019).
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• Transportation. The automotive industry has been implementing DL models to support self-

driving cars. Tesla's video ROls detection (shown in figure 3) can acquire the lane it is driving in,

surrounding lanes, different types of vehicles, and pedestrians.

Figure 3 A image from the self-driving model used by Tesla, which identifies the lane it is driving in, pedestrians,
other cars and vehicle types, and other lanes on the road, to see the whole video go to
https://www.youtube.com/watch?v=_1MHGUC BzQ("Paris Streets in the Eyes of Tesla Autopilot - YouTube" n.d.).

For safeguards, object detection models could be developed for safeguards surveillance camera data

which could be used to identify the presence and movement of key pieces of equipment or containers

housing nuclear materials. Research on this use case is currently being pursued by Cui et al(Cui 2018).

At IAEA Headquarters, satellite imagery analysts could implement object detection models to locate and

segment buildings or externally visible equipment(Warner et al. 2018), and open source analysts could

use object detection to locate key indicators in highly complex, cluttered, or obscured visual fields.

Regression

Deep regression models are used to "predict continuous values."(Lathuiliere et al. 2020). While this can

be used for applications such as counting crowds, Lathuiliere uses head pose estimation, facial landmark

detection, and human-body pose estimation. Various industries have used regression models:

• Transportation. Regression can be used to understand road congestion, an imperative step for

both self-driving cars, fine-tuning hybrid vehicles and designing smarter traffic systems (Devi and

Neetha 2017; Park et al. 2009; Murphey et al. 2012).

• Cyber security. Regression has been used to identify spam email based on counting word use in

segments of up to three words, that form dictionaries. Expert labeled spam emails define

dictionaries, and weights within the DL model are applied based on the number of phrases that

show up within an email message (Fette, Sadeh, and Tomasic 2007; Barreno et al. 2010; Lowd

and Meek n.d.).

Safeguards satellite imagery analysts could use deep regression models to perform estimate counts of

drums in uranium tailings yards. Regression models could also be applied to surveillance footage to track

positioning of large equipment such as facility cranes.

Pattern Recognition and Anomaly Detection
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Pattern recognition and anomaly detection algorithms learn what is considered normal through

provision of many examples and highlight activities that are outside of those patterns. Pattern

recognition is similar to classification and clustering algorithms in its assignment of new data to a

community (either within the pattern, or abnormal) based on feature space that is has learned. Pattern

recognition and anomaly detection algorithms are able to learn patterns over multiple data types in a

single pattern ("What Is Pattern Recognition in Machine Learnine n.d.). Examples of industry use

include:

• Medicine. In the medical field, pattern recognition is used to search for cancer, using inputs from

human white blood cells and five types of cancer cells (Ozaki et al. 2019).

• Finance. The banking industry uses pattern recognition and anomaly detection models to detect

fraudulent activities on bank accounts such as purchases made on stolen credit card

information, based on learned patterns of account activity. (Maes et al. 2002).

Safeguards inspectors could use anomaly detection algorithms to support review of surveillance data,

learning patterns of activity within a facility and flagging when there is a change such as where or how

equipment is being used, or hours of operation. Current research is being conducted in this area (Smartt

et al. 2019). Pattern recognition algorithms might also be applied to sensors deployed in a facility that

are monitored remotely to detect drift from calibration or inconsistencies between disparate sensors in

a facility. Safeguards analysts could potentially use anomaly detection algorithms to monitor news

sources or technical publication streams for new topics, changes in word use, or arrivals and departures

of new authors(Whitney, Engel, and Cramer 2009).

Image Generation and Enhancement

Deep image enhancement algorithms use deep learning to "understand" what is likely missing or

pixelated in an image and improve the quality. Image enhancement can change the style of an image

(for example, making an image look like the style of famous painters), add color to an image, or

reconstruct an image (Brownlee 2019). In contrast, image generation uses deep generative models to

make new images from scratch, such as generating faces(Karras, Laine, and Aila 2019). Examples of how

industry has used these techniques include:

• Medicine. Medical images have benefited from image enhancement. Various reconstruction

techniques are proposed for analysis. The first technique synthesizes a ROI and the second

process uses a dictionary to improve image quality (Ravishankar, Ye, and Fessler 2020).

Synthesis is used on MRI images of the brain, and the ROI is identified, and surrounding areas

are removed to better visualize the ROI (shown in Figure 4).

• Security. Security has proposed using enhancement and style transfer techniques to improve the

quality of images. Image enhancement of luggage is going through the X-ray machines to aid

TA's search has been proposed(Singh and Singh 2005).
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Figure 4 Image enhancement strategies on CT scans of a phantom model. (Ravishankar, Ye, and Fessler 2020).

Safeguards analysts could use image enhancement to improve image quality and resolution of open

source images, for example to enhance a facility map or nuclear core diagram in the background of a

publicly released photo. Satellite imagery analysts might also be able to use image enhancement to

improve the quality of grainy images or support analysis when atmospheric conditions make it difficult

to see.

Natural Language Processing and Speech Recognition

Natural Language Processing (NLP) consists of the application of statistical and computer algorithms in

order to process human-understandable language in a way that computers can interact with the data

and return results in natural language. The aim of NLP is understanding, analyzing, manipulating, and

generating natural language (Shetty 2018). Some aspects of NLP fall within DL, and examples from

machine translation, captioning, and question and answer capabilities will be provided below.

Machine translation

Machine translation refers to the use of computer algorithms to translate one natural language to

another, for example from Spanish to English. Some machine translation tools use DL models to

translate through a broader understanding of meaning of full text (e.g., entire book) human translations,

rather than the traditional approach of translating individual words or phrases(Lewis-Kraus 2016).

• Customer Service. (Abacha and Zweigenbaum n.d.) have proposed DL translation to support

multi-lingual medical chatbots that typically rely on SPARQL based queries (which are used to

extract information from databases).

Safeguards inspectors working in the field might be able to use real-time and augmented reality

translation tools to facilitate better communications with facility operators and awareness during on-

site activities. Further, safeguards analysts use many different tools to search for and translate

potentially relevant information from open sources. DL-based translation capabilities offer an

improvement on translation, and could potentially be trained on specific libraries of technical words and

phrases to further improve their capabilities.

Captioning

Captioning algorithms create natural language descriptions (captions) describing the content of data

such as an image or video(You et al. 2016). Examples of industry applications of captioning include:
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• Medicine. The medical community has proposed using captioning for automatic detection and

description of tumors. Figure 5 shows an example output of the proposed captioning model.

Biomedical engineers have proposed using captioning as a tool to aid physicians with post-

appointment notes(Kisilev et al. 2011).

• Journalism. Proposals for context-aware captioning capabilities(Tran, Mathews, and Xie n.d.)

would incorporate context from written news articles into captions of images, that would

provide additional detail not available from the visual image alone.

(a) (b)

"An irregular, non-
homogeneous mass
with indistinct margins"

"An oval, homogene-
ous mass with circum-
scribed margins"

(c)

Figure 5 Captioning of a medical image, where masses are first identified (a), and then captions are added (b), and
(c) the selected captions(Kisilev et al. 2011).

Captioning could potentially also be applied (not as an exhaustive measure) to images an inspector takes

in the field, or to images from safeguards sensors such as Cherenkov viewing devices. Open source

safeguards analysts confront the challenge of mislabeled or unlabeled images, both in the wild and

within internal collections. Captioning algorithms could support better search and processing of open

source images.

Question and Answer

Question and answer algorithms use natural language queries in text (e.g., a search box) or audio (e.g.,

human vocalization) to search a defined data target such as a database or the Internet, to return a result

in natural language — such as a paragraph explanation, not merely a list of search results. Question and

answer algorithms support some functions of a "smarr assistant like Siri (Feng et al. 2015), or can

provide recommendations for anything from Jeopardy questions to what to cook for dinner ("The Era of

Cognitive Systems: An Inside Look at IBM Watson and How It Works I IBM Redbooks" n.d.). Examples of

question and answer use in industry include:

• Law. Remus and Levy describe the use of IBM Watson for legal applications to answer legal

questions, and mention several companies that offer automated legal services such as contracts,

wills, and divorce agreements based on similar capabilities (Remus and Levy 2015).

• Customer Service. The banking industry has implemented voice- and text-based chatbots that

can guide users to the correct application or service for their banking need (Okuda and Shoda

2018).
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International safeguards inspectors could potentially benefit from the use of a question and answer

algorithm in the form of an automated inspection assistant, who could look up information, record

inspector observations, or even help fill out required inspection paperwork.

Safeguards analysts could use an IBM Watson-type question and answer capability to help summarize

current information from a state file, query their internal safeguards information database, or identify

related information that wasn't part of an explicit search term or query based on the system's broader

understanding of natural language meaning. Such a system could be fine-tuned on safeguards-related

topics to make it more efficient.

Information Search and Retrieval 

Information retrieval is a process of classifying a query, using that query to search a database or other

information source, and returning relevant results (X. Liu et al., n.d.). Examples of information retrieval

use in industry include:

• Law. Markoff describes how the process of finding documents relevant to a lawsuit ("discovery",

in legal terms) is being automated using natural language processing to find relevant documents

(Markoff 2011).

Conclusion

Enhancements to computing power and architecture and the associated increase in performance of DL

models has brought us into the current age of Al popularity. Deep models have been adopted across

many industries for various tasks, to the point where we as ordinary citizens may be interacting with DL-

based systems multiple times in a given day without even realizing it. The broad capabilities and utility

of DL models have been demonstrated in the fields of medicine, law, and security to name a few. In this

paper, we explored several common DL capabilities and their uses in various industries. Based on these

advances, we believe that international safeguards may be able to adopt some of the capabilities that

DL supports to reduce inspector and analyst workloads, increase effectiveness on current tasks, and

support new or novel workflows such as voice assisted inspection. We recognize the many nuances

required for safeguards practitioners at the IAEA to be able to adopt these emerging capabilities. While

many systems would likely require significant customization for application to safeguard, we see this

work as the first step to marrying existing and emerging DL capabilities with safeguards workflows for

more effective and efficient use of human safeguards expert time and effort.
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