BAYESIAN SPATTALLY VARYING
MULTI-REGULARIZATION IMAGE
DEBLURRING

by

Jessica Pillow

A Dissertation Submitted to the Faculty of the

GRADUATE INTERDISCIPLINARY
PROGRAM IN APPLIED MATHEMATICS

In Partial Fulfillment of the Requirements

For the Degree of

DOCTOR OF PHILOSOPHY

In the Graduate College

THE UNIVERSITY OF ARIZONA

2021

DOE/NV/03624--1086


Jessica Pillow
DOE/NV/03624--1086


THE UNIVERSITY OF ARIZONA
GRADUATE COLLEGE

As members of the Dissertation Committee, we certify that we have read the dissertation

prepared by: Jessica Pillow

titled: Bayesian Spatially Varying Multi-Regularization Image Deblurring

and recommend that it be accepted as fulfilling the dissertation requirement for the Degree of
Doctor of Philosophy.

A/lﬂﬁ‘/am/://vlﬂfzﬁ{(? Date: May 6, 2021
Matthias Morzfeld
Date: May 6, 2021
Kevin Lin
A b

Date: May 6, 2021

Matthew Kupinski

;%”’,W Hocwaid Date: May 6, 2021

Mar;lesa Howard

Final approval and acceptance of this dissertation is contingent upon the candidate’s submission
of the final copies of the dissertation to the Graduate College.

| hereby certify that | have read this dissertation prepared under my direction and recommend
that it be accepted as fulfilling the dissertation requirement.

Matthins Morzfeld Date: May 6, 2021

Matthias Morzfeld
Mathematics



Acknowledgements

This work would not have been possible without the patience and guidance of my
co-advisors, Dr. Matthias Morzfeld and Dr. Marylesa Howard. A few years ago,
when I was struggling to find a research advisor, Matti sought me out and presented
me with an amazing opportunity to collaborate with Marylesa and her team at the
Nevada National Security Site. In addition to being a part of an incredible research
project, I also had the chance to spend two summers interning for the NNSS. I'm
forever grateful to Matti and Marylesa for believing in me, and shaping me into the
mathematician I am today.

I must also thank Dr. Matthew Kupinski and Dr. Jesse Adams for their ad-
vice, support, and encouragement over the last couple of years. Thank you, Matt,
for serving on my comprehensive exam committee, and then stepping into Matti’s
administrative role when he transitioned to a new position at UCSD. Thank you for
providing me with a huge, quiet office space next to yours in the Optical Sciences
building. I wish I could have used it longer than the two months before the COVID-
19 pandemic shut everything down. Thank you, Jesse, for initiating the collaboration
between the University of Arizona and the NNSS while you were a graduate stu-
dent. Thank you for welcoming me to the UA/NNSS team and for helping with the
transition after you graduated.

I am also grateful to the UA applied mathematics program and the professors
I had the pleasure of learning from. Thank you for challenging me and building
my base-level of mathematical knowledge. A special thank you to Dr. Kevin Lin,
from whom I've taken several courses, for serving on both my comprehensive exam
committee and my dissertation committee.

I would also like to thank my friends and family for their love and support during
my graduate career. I would not have made it without you. Thank you especially
for your care during the COVID-19 pandemic. I never thought I would have to write
my entire dissertation from my living room, but that was my reality this past year.
Thank you for the texts, phone calls, and Zoom calls when I needed to talk. To my
in-laws, thank you for hosting a weekly bake-off competition via Zoom. I know this
wasn’t for me specifically, but it brought me so much joy every week. To my wife,
Liz, thank you for believing in me and taking care of me through it all. Thank you
for your sacrifices, and thank you for encouraging me while I chased this dream.

Finally, I am grateful to have been supported by the NNSS through a Site Directed
Research and Development grant, which allowed me to devote more time and energy
to this work than I would have been able to otherwise.



This work was supported by Mission Support and Test Services, LLC, under
Contract No. DE-NA0003624 with the U.S. Department of Energy and supported by
the Site-Directed Research and Development Program. DOE/NV /03624-1086



Dedication

To my parents, Julie and Paul, and to my brother, Thomas. My life-long love of
learning began with your guidance and encouragement. To my wife, Liz, for your
laughter, love, and patience during the writing process.



Contents

List of Figures
List of Tables

List of Algorithms
Notation
Abstract

1 Introduction

2 Background

2.1 Discrete Convolution . . . . . . . . . . . . . ...
2.1.1 Discrete Convolutionin 1D . . . . . . . . . . ... ... ...
2.1.2 Discrete Convolutionin 2D . . . . . . . . . . ... ... ...

2.2 Deconvolution and Regularization . . . . . . .. ... ... ... ...

2.3 Bayesian Formulation . . . . . . . .. ... ... 0oL
2.3.1 Fixed Parameters . . . . . . . . . . ... ...
2.3.2 Hierarchical Formulation . . . . ... .. ... ... ... ...

2.4 Numerical Methods . . . . . . . . . . ...
2.4.1 MCMC and Gibbs Sampling . . . . . ... ... ... .....
2.4.2  Gibbs Sampling for Hierarchical Inverse Problems . . . . . . .

2.5 Deconvolution Examplesin 1D . . . .. ... ... ... .......

2.6 SUMMATY . . . ... e

Hierarchical Gibbs Sampler with Spatially Varying Parameters
3.1 A Hierarchical Model with Spatially Varying Parameters . . . . . . .
3.1.1 1D Model . . . . . .
3.1.2 2D Model . . ...
3.2 The HGSV Sampler . . . . . . .. . ... ... ... ... ...
3.3 Deconvolution Examplesin 1D . . . . ... ... ... ... ...
3.4 A Discussion on Uncertainty Quantification . . . . .. .. ... ...
3.5 Summary ... ..

10

11

12

13

14

19
19
19
23
27
28
29
30
31
31
33
37
42



CONTENTS

4 Hierarchical Gibbs Sampler with Spatially Varying Parameters and

Mixed Regularization

4.1 A Hierarchical Model for Deconvolution with Mixed Regularization
4.2 The HGSVM Sampler . . . . . . .. ... ... ...
4.3 Deconvolution Examplein 1D . . . . . ... ... .. ... .. ...
4.4 A Heuristic Approach to Constructing the Partitioning Vector . . . .

4.5 Summary

5 Numerical Results
5.1 Simulated Deconvolution Examplesin2D . . . . . . .. ... ... ..
5.1.1 Sphere/Rectangle Test Image . . . . ... ... ... .. ...
5.1.2 Satellite Test Image . . . . . . . . . .. ... ... ... ....
5.2 Deconvolution with Cygnus Test Data . . . . .. ... .. ... ...

5.3 Summary
6 Conclusion

Bibliography

54
25
o7
58
62
67

68
68
70
72
74
7

79

81



List of Figures

2.1.1 The left figure shows a signal (dotted orange line) that has been blurred

and corrupted by added noise (solid green line). The blurred signal is

the result of convolving the true signal with Gaussian kernel shown in

the right figure. . . . . . . .. oo 20
2.1.2 Three examples of imposed boundary conditions on the signal in Sub-

figure (a). The vertical dashed lines represent a restriction of our field

of view, i.e., in our application we are only able to see the piece of

the signal in between the vertical dashed line. The extension of the

signal in Subfigure (a) beyond the dashed lines is the true behavior of

the signal. Subfigure (b) shows the signal if we were to impose zero

boundary conditions, i.e., the signal’s value is zero beyond the verti-

cal dashed lines. Subfigure (c) shows the signal if we were to assume

periodic behavior beyond the dashed lines, and Subfigure (d) shows a

reflection of the signal in our field of view across the dashed lines. . . 21
2.1.3 Three examples of imposed boundary conditions on the image in Sub-

figure (a). The red box is a restriction of our field of view. Subfigure

(b) shows the image if we were to impose zero boundary conditions;

Subfigure (c) shows the image if we assume periodic behavior; and

Subfigure (d) shows a reflection of the image on the outside of the box. 23
2.5.1 The top left figure shows a smooth underlying signal (dotted orange

line) along with a blurred, noisy version of the signal (solid green line).

The top right figure shows a reconstruction (solid purple line) of the

blurred signal using the Gibbs sampler with Tikhonov regularization.

The bottom row shows the chains of A\ and ¢ samples. . . . . . . . .. 39
2.5.2 The top left figure shows a piecewise constant underlying signal (dotted

orange line) along with a blurred, noisy version of the signal (solid green

line). The top right figure shows a reconstruction (solid purple line)

of the blurred signal using the Gibbs sampler with TV regularization.

The bottom row shows the chains of A and ¢ samples. . . . . . . . .. 41

3.3.1 Two reconstructions (solid purple line) of the previous corrupted sig-
nals using the HGSV sampler. The reconstruction in the left figure uses
Tikhonov regularization, and the reconstruction in the right figure uses
TV regularization. . . . . . .. .. ... L o 49



LIST OF FIGURES

3.4.1 Four HGSV reconstructions (solid purple lines) with their respective
95% credibility intervals (shaded purple regions) with gamma shape
parameters oy = as = 1 and varying rate parameters 5, and [s.

4.3.1 A true signal (dotted orange line) and its blurred signal with added
noise (solid green line). The true signal contains steps on the left half
and a smooth bump on the right half. Reconstructions must incorpo-
rate both Tikhonov and TV regularization to capture the true image’s
features. . . . . . . L

4.3.2 An illustration of the logical vector 7. The ith entry of 7 is either 0 or
1, depending on if the ith pixel is in an area where Tikhonov (0) or TV
(1) should be used. The image from Figure 4.3.1 is shown along with
vertical dashed lines indicating the transition from one regularization
technique to the other. The blue shaded regions require TV regulariza-
tion, and the red shaded regions require Tikhonov. The logical vector
7 is shown beneath the picture. . . . . . ... ...

4.3.3 (Top left) The blurred, noisy signal. (Top right) The HGSVM re-
construction. (Bottom left) The HGSV reconstruction with Tikhonov
regularization. (Bottom right) The HGSV reconstruction with TV
regularization. The HGSVM reconstruction effectively combines the
best parts of the two HGSV reconstructions, and it matches the true
underlying signal well. . . . . . . ... o000

4.4.1 The left column shows two blurred signals with added noise. The top
left signal requires TV regularization, and the bottom left signal re-
quires Tikhonov regularization. However, we intentionally apply the
HGSV algorithm with the wrong regularization technique in order to
discover resulting artifacts. Tikhonov regularization is applied to the
top left signal, and the reconstruction on the top right (solid purple
line) is oscillatory. TV regularization is applied to the bottom left sig-
nal, and the reconstruction on the bottom right exhibits the staircasing
effect. . . . .

4.4.2 A blurred and noisy signal. We do not have prior knowledge of the un-
derlying signal and, therefore, cannot determine which regularization
technique (Tikhonov, TV, or a combination) is most appropriate.

4.4.3 Two mean reconstructions from the HGSV sampler with Tikhonov
(left) and TV (right) regularization. In both cases 10,000 samples
were drawn with a burn-in of 1,000 samples. Comparing the two re-
constructions provides us a way to construct the logical vector 7 by
locating irregular behaviors. For the Tikhonov reconstruction, irregu-
lar behavior means oscillations; and for TV, irregular behavior means
staircasing. Therefore, it can be seen that Tikhonov should be used in
section B, and TV should be used in sections A and C. . . . . . . ..

52

99

60

61

63

65



LIST OF FIGURES 10

4.4.4 The mean reconstruction (solid purple line) from the HGSVM sampler
with 7t such that m; = 0 in section B, and m; = 1 in sections A and
C. We drew a sample of 10,000 and discarded the first 1,000 samples
for burn-in. The true signal (dotted orange line) is included as well to
justify our choice of partitioning forw. . . . . . .. ... ... ... 66

5.1.1 The sphere/rectangle test image. The left subfigure shows the true
image, and the right subfigure shows the blurred image with added

NOISC. .« o v vt e e e e 69
5.1.2 The satellite test image. The left subfigure shows the true image, and
the right subfigure shows the blurred image with added noise. . . .. 69

5.1.3 (Top row) The true sphere/rectangle test image; the mean reconstruc-
tion using the standard hierarchical Gibbs sampler with Tikhonov reg-
ularization; the mean reconstruction using the standard hierarchical
Gibbs sampler with TV regularization. (Bottom row) HGSV recon-
struction with Tikhonov regularization; HGSV reconstruction with TV
regularization; HGSVM reconstruction with Tikhonov regularization
applied to the sphere and TV regularization applied everywhere else. 71
5.1.4 (Top row) The true satellite test image; the mean reconstruction using
the standard hierarchical Gibbs sampler with Tikhonov regularization;
the mean reconstruction using the standard hierarchical Gibbs sam-
pler with TV regularization. (Bottom row) HGSV reconstruction with
Tikhonov regularization; HGSV reconstruction with TV regulariza-
tion; HGSVM reconstruction with Tikhonov regularization applied to
the planets along with the top left and bottom right panels, and TV
regularization applied everywhere else. . . . . . . ... ... ... .. 73
5.2.1 (Left) The 4Kx4K Cygnus test image. The inner red box highlights
a 400 x 400 sub-image of interest, and the outer red box highlights
a 512 x 512 region containing the sub-image of interest. (Right) The
zoomed in 512 x 512 region with the 400 x 400 sub-image of interest
within the inner red box. For our computations, we use the larger
region which will incur artifacts along its boundaries. We then crop
out the boundaries and take this as the reconstruction for the smaller
sub-image. . . . . .. L 5
5.2.2 (Top row) The scaled-down original 100 x 100 Cygnus sub-image; the
mean reconstruction using the standard hierarchical Gibbs sampler
with Tikhonov regularization; the mean reconstruction using the stan-
dard hierarchical Gibbs sampler with TV regularization. (Bottom row)
HGSV reconstruction with Tikhonov regularization; HGSV reconstruc-
tion with TV regularization; HGSVM reconstruction with Tikhonov
regularization applied to the Abel cylinder section and TV regulariza-
tion applied everywhere else. . . . . . . . .. ..o 76



List of Tables

3.3.1 A comparison of errors between reconstructions from the two hierarchi-
cal models. The reconstructions HG (TIK/TV) refers to those obtained
from the standard hierarchical Gibbs sampler, and HGSV (TIK/TV)
refers to the reconstructions obtained from the HGSV sampler.

5.1.1 A comparison of mean IACT’s for the parameter vectors A and § in the
sphere/rectangle reconstructions. The reconstructions HG (TIK/TV)
refers to those obtained from the standard hierarchical Gibbs sampler,
and HGSV (TIK/TV) refers to the reconstructions obtained from the
HGSV sampler. . . .. . . ...

5.1.2 A comparison of RMSE’s for the sphere/rectangle reconstructions.

5.1.3 A comparison of mean TACT’s for the parameter vectors A and §
in the satellite reconstructions. The reconstructions HG (TIK/TV)
refers to those obtained from the standard hierarchical Gibbs sampler,
and HGSV (TIK/TV) refers to the reconstructions obtained from the
HGSV sampler. . . . . . ...

5.1.4 A comparison of RMSE’s for the satellite reconstructions. . . . . . . .

5.2.1 A comparison of mean TACT’s for the parameter vectors A and §
in the Cygnus reconstructions. The reconstructions HG (TIK/TV)
refers to those obtained from the standard hierarchical Gibbs sampler,
and HGSV (TIK/TV) refers to the reconstructions obtained from the
HGSV sampler. . . . . .. ...

11

50



List of Algorithms

W N

Gibbs Sampler . . . . . ... 33
Lagged Diffusivity Fixed Point Method . . . . . . .. .. .. .. ... 36
Hierarchical Gibbs Sampler . . . . . . .. ... ... ... ... .... 37
HGSV Sampler . . . . . . . . . . 49
HGSVM Sampler . . . . . . . ... 58

12



Notation

Images

B o R Image data
X E R True Image
X R Image Reconstruction
b=vec(B) € R™ ... . . Column stack of B
x =vec(X) € R™ . Column stack of X
K =vece(X) € R™ Column stack of X

Model Components

a R Convolution kernel
AE R Likelihood precision
0 E R Prior precision
€€ R Additive Gaussian noise
Matrices

AcR™™ oo Convolution matrix with zero boundary conditions
D RO Discrete 1st derivative
Lk =Dy € R™™ .. Discrete 2nd derivative, and chosen operator for Tikhonov
Ly :=DIUD; e R™™ oo Approximated TV operator
D, =I®@D; e R"*" .. ... . Discrete 1st derivative in s-direction of (s,¢)-plane
D,:=D,®@Le R .. .. Discrete 1st derivative in ¢-direction of (s, t)-plane
Ly =1 ® Ly € R Discrete 2nd derivative in s-direction of (s,¢)-plane
Liy = Ly @ Te R™ Discrete 2nd derivative in t-direction of (s,t)-plane
Lsy = DTUD, e R™*™ ... Ly operator in s-direction of (s, )-plane
Ly == DIOD, e R™*" ... Ly operator in t-direction of (s,t)-plane

Matrix Operations

02 Kronecker product
VEC(+) et Column-stacking operation

13



Abstract

Many scientific experiments such as those found in astronomy, geology, microbiology,
and X-ray radiography require the use of high-energy instruments to capture images.
Due to the imaging system, blur and added noise are inevitably present. Oftentimes
the captured images must be deblurred to extract valuable information. In the pres-
ence of noise, image deblurring is an ill-posed inverse problem in which regularization
is required to obtain useful reconstructions. Choosing the appropriate strength of the
regularization, however, is difficult. Moreover, many images contain some mixture of
smooth features and edges which requires the use of multi-regularization, i.e., the type
of regularization (total variation or Tikhonov) varies across the image. We address
these two issues by formulating the image deblurring problem within a hierarchical
Bayesian framework, varying both the strength of the regularization, as well as the
regularization type across the image. In this way, both the image and the strength
of the regularization, which varies across the image, are described by a hierarchical
posterior distribution which we can sample by Markov chain Monte Carlo (MCMC),
in particular Gibbs samplers that make use of conditional distributions for efficient
sampling. We compute the means of the image and parameter samples for simulated
test images, and we compare our results with existing non-spatially-varying Bayesian
methods to show that our new method both increases the quality and decreases the

error of the image reconstruction.

14



Chapter 1

Introduction

Deblurring images is necessary in many applications, including astronomy [14], ge-
ology [31, 36], microscopy [49], and X-ray radiography [20, 21]. Depending on the
application, blurred images can result from atmospheric turbulence, radiation, the
object of interest being in motion, or the imaging system itself [4, 10, 19, 29]. In this
work, we are interested in deblurring as it applies to images captured by high-energy
X-ray systems, such as Cygnus, located at the Nevada National Security Site (NNSS)
[35]. Cygnus is used to observe dynamic subcritical experiments in support of the
Stockpile Stewardship program, which is in place to ensure the nation’s remaining
nuclear weapons stockpile remains safe, secure, and effective. Cygnus produces high
resolution (4,096x4,096) images that experience the effects of blur and added noise
from the system. Deblurring images can be challenging, as typical reconstruction
methods require the user to tune parameters to obtain useful reconstructions. Fur-
ther, deblurring Cygnus images is computationally challenging due to the images’
large size. In this work, we develop a new method using a Bayesian framework
with spatially varying hyperparameters to better deblur X-ray images. The Bayesian
paradigm allows us to eliminate the hand-tuning procedure of the parameters in the

traditional reconstruction methods.

15



CHAPTER 1. INTRODUCTION 16

Image blurring is formulated as the convolution B = a % X, where X is the
original image, a is the blurring kernel, and ‘x’ is the convolution operator. The act
of retrieving X given B and a is called deconvolution. Additional noise is inevitably
present in captured images, due to small errors in the imaging system [29]. It is,
perhaps, more appropriate to write the forward problem of blurring an image as
B = a*x X + €, where € is added noise. The inverse problem of interest is to estimate
the true image X given the corrupted image B, the blurring kernel a, and assumptions
about the statistics of the noise. Deconvolution is an ill-posed inverse problem in the
sense that small perturbations to the data can produce drastically different solutions
[18, 26, 45].

A common starting point in linear models is to obtain the least squares solution.
The least squares solution X* minimizes the error between the data B and the convo-
lution a * X as measured by the 2-norm. Due to added noise, least squares solutions
to the deblurring problem are highly unstable, producing large and oscillatory recon-
structions. To combat this instability, we regularize the problem by bounding the size
of the least squares solution and making use of prior information. For example, in the
context of image deblurring we may know the scene has smooth features. We would
then solve the deconvolution problem with an additional requirement that solutions
be smooth and bounded. This is a common technique called Tikhonov regularization
(3, 19, 22, 45]. If, on the other hand, we know that the scene has sharp edges and
constant features, we would use Total Variation (TV) regularization, which is known
to preserve edges in signal and image reconstructions [20, 38, 45].

In either case, the main challenge in applying regularization to the deconvolution
problem is determining how much regularization is required. Let R (X) represent
regularization on the unknown image of interest. The deconvolution problem with

regularization amounts to finding the minimizer X* of the function

J (X) = |lax X - B|; + aR (X),
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where ||-||, is the 2-norm, and « is a regularization parameter. The regularization pa-
rameter is a non-negative weight attached to the added constraint of R (X). Notice
that choosing a = 0 eliminates the regularization term, and the minimizer of J (X) is
the least squares solution. Selecting appropriate values for the regularization param-
eter is a delicate process, as it determines a trade-off between the solution’s fidelity to
the data and the desired features set by the choice of regularization. If the parameter
value is too large then more weight is placed on regularization, and solutions will de-
viate from the true image. On the other hand, if the parameter value is too small then
not enough regularization is present, and the added noise will once again affect the
solution, causing unwanted artifacts. Recently work has been done to reformulate the
deconvolution problem under a Bayesian framework, where the unknown parameters
can be treated as random variables [3].

The Bayesian approach to deblurring requires a prior distribution on the unknown
true image and a likelihood function. The prior distribution encodes prior information
one might know about the true image, while the likelihood function measures how
well a given sample fits the associated inverse model. The product of the likelihood
function and prior distribution yields the posterior distribution, a distribution of the
unknown true image conditioned on known measurements. Under this model, the best
approximation of the data is the sample that maximizes the posterior distribution,
called the maximum a posteriori (MAP) estimator. For more information on the
theory of the Bayesian approach to inverse problems, we reference [22, 26, 27, 42].

In the case of reconstructing a blurred and noisy image B with regularization, we
define a prior that incorporates assumptions about the true image X (e.g. smooth-
ness, presence of edges, etc.). Referring back to the function 7 (X), the prior typically
includes the added regularization term aR (X) in the classical optimization problem,
while the likelihood function involves the least-squares difference ||a* X — BJ[5. As-

suming the added noise is Gaussian, it is appropriate to define the likelihood as a
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Gaussian function and the prior as the exponentiated regularization term. The MAP
estimator is then the best approximation of X under this model for a given regular-
ization parameter value.

In the Bayesian paradigm, any unknown quantities should be treated as random
variables. Therefore, we can include the unknown regularization parameter, «;, in the
Bayesian deconvolution model. Along with the prior on X, we now must define a prior
for . Since « is a parameter of the prior distribution, we call it a hyperparameter and
its distribution a hyperprior. This produces a hierarchical model, and the posterior
distribution is now the product of the likelihood, prior, and hyperprior(s). Computing
the MAP estimator is much more difficult with a hierarchical model; however, we can
still obtain approximations of X by sampling the posterior. If the likelihood and
prior are both Gaussian, and the hyperprior(s) is conjugate to a Gaussian, then a
hierarchical Gibbs sampler can be used to obtain samples from the posterior. The
“best” approximation of X in this case is the mean of the samples. We put “best”
in quotations, because the mean of the samples better approximates the mean of the
posterior as the number of samples increases.

Hierarchical sampling of Bayesian models has been applied to applications in X-
ray imaging [3, 20, 21]. In [20], for example, the authors use a hierarchical Bayesian
framework on another linear inverse problem, Abel inversion. The authors apply
Abel inversion with TV regularization to an X-ray image of a radially symmetric
object in order to measure the object’s density. Samples are drawn from the con-
structed posterior using a hierarchical Gibbs sampler, and estimations are given by
the mean of the samples. In simulations where the true density profile is known,
the approximated density profile exhibits “staircasing” artifacts and intervals of over-
regularization common with TV regularization.

Extending on the existing hierarchical Bayesian framework for deblurring, we pro-

pose that hyperpriors should vary pixel-wise over the image. The authors in [6] have
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a similar construction where they assume a conditional Gaussian prior for the im-
age with a spatially varying variance. However, the authors employ iterative solvers
instead of hierarchical sampling. Hierarchical sampling can be a more expensive
process; however, it allows us to quantify uncertainties, which can be valuable infor-
mation for real-life applications. Our model also incorporates a predetermined spatial
partitioning of Tikhonov and TV regularization. Images of interest often include both
smooth and solid features with edges, making this incorporation of the two techniques
necessary.

In Chapter 2, we present more detailed background information necessary to un-
derstand the deblurring problem. We first formulate the problem in the simpler 1D
case, and we then extend to 2D. We also provide information on Tikhonov and TV
regularization before formulating the problem in the Bayesian framework. We define
the prior distribution, hyperprior distributions, and likelihood function that make
up the desired posterior distribution. We then introduce the basic theory of Markov
chain Monte Carlo (MCMC) methods, which are commonly employed to sample from
posterior distributions. In particular, we focus on hierarchical Gibbs sampling, a spe-
cial kind of MCMC method. In Chapter 3, we present the hierarchical Bayesian
model that includes spatially varying hyperparameters. In Chapter 4, we extend on
the work in Chapter 3 to include an effective switching between Tikhonov and TV
regularization. We present numerical results in Chapter 5, applying our method to
simulated blurred and noisy images, as well as a section of a test image captured by

Cygnus. We conclude in Chapter 6, summarizing our method and results.



Chapter 2

Background

In this chapter, we provide background on discrete convolution, regularization, the
Bayesian formulation of the deblurring problem, and numerical methods to obtain
solutions. Discrete convolution is introduced in both the 1D and 2D case. We then
discuss the need for regularization and how the regularized problem lends itself to
a Bayesian formulation. Finally, we present Markov Chain Monte Carlo (MCMC)

methods.

2.1 Discrete Convolution

The blurring process can be modeled by convolution. We start by formulating the
simpler case of 1D convolution and then extend to 2D, providing the discretized

version of both operators. We follow the notation used in [3].

2.1.1 Discrete Convolution in 1D

In the continuous case, the convolution of a function x with kernel a can be written

as

b(s) = /_00 a(s —t)x(t) dt. (2.1.1)

20
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(a) Blurred Signal (b) Blurring Kernel

Figure 2.1.1: The left figure shows a signal (dotted orange line) that has been blurred
and corrupted by added noise (solid green line). The blurred signal is the result of
convolving the true signal with Gaussian kernel shown in the right figure.

As an example, assume the dashed signal shown in Figure 2.1.1a is convolved with
the Gaussian kernel in Figure 2.1.1b. The convolution of the true signal with the
Gaussian kernel results in the blurred signal in Figure 2.1.1a. Following our notation,
the original signal is denoted by z(s) and the Gaussian kernel is denoted by a(s), where
s € R . As equation (2.1.1) suggests, the convolution of z(s) with the kernel a(s)
amounts to “sweeping” the kernel from left to right across the signal, and averaging
the areas underneath both curves. Within the interval [0.1,0.9], the convolution
results in a signal b(s) that is similar to z(s), but with damped edges. However,
during the “sweeping” process, the kernel extends outside of the signal’s boundary.
We, therefore, must make assumptions about the behavior of z(s) outside our field of
view, the interval [0, 1]. Since z(s) is already zero at the boundaries, it is reasonable
to assume zero boundary conditions, i.e., z(s) = 0 for all s ¢ [0,1]. If our field of
view were restricted to the interval [0.2,0.8], then zero boundary conditions would
be less appropriate. The most common choices in the literature are zero, periodic,
or reflecting boundary conditions. The leftmost subfigure in Figure 2.1.2 shows the

original signal with two vertical dashed lines. The dashed lines indicate a restriction
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(a) Original Signal (b) Zero BC (c) Periodic BC (d) Reflecting BC

Figure 2.1.2: Three examples of imposed boundary conditions on the signal in Sub-
figure (a). The vertical dashed lines represent a restriction of our field of view, i.e., in
our application we are only able to see the piece of the signal in between the vertical
dashed line. The extension of the signal in Subfigure (a) beyond the dashed lines is
the true behavior of the signal. Subfigure (b) shows the signal if we were to impose
zero boundary conditions, i.e., the signal’s value is zero beyond the vertical dashed
lines. Subfigure (c) shows the signal if we were to assume periodic behavior beyond
the dashed lines, and Subfigure (d) shows a reflection of the signal in our field of view
across the dashed lines.

on our field of view, i.e., we only see the piece of the signal in between the two
vertical dashed lines. The remaining three subfigures show the observed signal along
with zero, periodic, and reflecting boundary conditions, in that order. Of course,
none of the three assumptions on the boundaries match what we know to be the
true behavior of the signal outside our field of view. Choosing the correct boundary
conditions can be difficult and should be done with care. Side-stepping this difficulty,
we generate simulated examples that have value zero at the boundaries, so that we
may assume zero boundary conditions. We refer the reader to [3, 19, 45] for more
information on constructing the discretized convolution problem under periodic and
reflecting boundary conditions.

Returning to our example, we assume our field of view is [0, 1] and x has zero

boundary conditions. Therefore, (2.1.1) becomes

b(s) = /0 a(s — )a(t) dt (2.1.2)
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To numerically apply convolution, we must discretize the continuous convolution
equation using midpoint quadrature. Let n be the number of equidistant points in
[0,1] and A = 1/n be the step size. Let s = (i — 1/2)h and t = (j — 1/2)h, for

i,7=1,...,n. Then (2.1.2) can be written as
b((i —1/2)h fzj{j (i — ))h)z((j — 1/2)h). (2.1.3)

For simplicity, let b; = b((i — 1/2)h); a;,—; = a((i — j)h); and z; = z((j — 1/2)h).

Then in matrix-vector form, (2.1.3) becomes

by - T Ty
ao -1 A—2 - OG_nyl

by T2
b ai Qo -1 " G_py2

3 Z3

=h a9 a; ag G_py3 . (2.1.4)
bn—l Tp—1
| @n—1 Qpn—2 Gp-3 - Qo |
bn xn

Notice that the blurring matrix has constant diagonals. Matrices with constant diag-
onals are called Toeplitz matrices [3, 45], and all blurring matrices for the 1D blurring
problem with zero boundary conditions are of this form. Let A be the Toeplitz matrix
in (2.1.4) multiplied by the step size h. Let b and x be the vectors of b; and x; values,

respectively. Then the forward problem of blurring a signal simply becomes
b = Ax. (2.1.5)

Of course, in applications there are inevitably errors in the measured data. There-

fore, the forward problem (2.1.5) is more realistically written as
b=Ax+e, (2.1.6)

where € is an n x 1 vector such that ||e||, < 1, representing small unknown measure-
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(a) Original Image (b) Zero BC (c) Periodic BC (d) Reflecting BC

Figure 2.1.3: Three examples of imposed boundary conditions on the image in Sub-
figure (a). The red box is a restriction of our field of view. Subfigure (b) shows the
image if we were to impose zero boundary conditions; Subfigure (c) shows the image
if we assume periodic behavior; and Subfigure (d) shows a reflection of the image on
the outside of the box.

ment errors.

2.1.2 Discrete Convolution in 2D

The construction of the discrete convolution problem in 2D is similar to that in 1D,
just with more indices to account for. In 2D, the convolution of x with kernel a can
be written as
0o oo
b(s,u) = / / a(s —t,u —v)x(t,v) dt dv. (2.1.7)
—00 J—c0
Again, assumptions on the boundary conditions are essential in constructing the
convolution problem because the kernel extends beyond the field of view. As in 1D,
the most common assumptions are zero, periodic, and reflecting boundary conditions.
Figure 2.1.3 shows an image in the leftmost subfigure, with a red box indicating our
restricted field of view. The following three subfigures shows the image’s restricted
field of view along with zero, periodic, and reflecting boundary conditions. We once
again avoid the challenge of choosing boundary conditions by using examples where
zero boundary conditions are the appropriate choice.

Now, assuming z(s,u) = 0 for all s,u ¢ [0, 1]x[0, 1], the 2D continuous convolution
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equation in (2.1.7) becomes

b(s,u) = /01 /01 a(s —t,u —v)x(t,v) dt do. (2.1.8)

For consistency, we keep the same discretization scheme on the interval [0, 1]
as in the 1D case. Our region of interest is [0,1] x [0,1], so let s = (i — 1/2)h;
u={—-1/2)h; t = (j —1/2)h; and v = (m — 1/2)h for i,j,{,m = 1,...,n. Define
big = b((i —1/2)h, (L —1/2)h); ai—jr—m = a((i — j)h, ( —m)h); and z;,, = z((j —

1/2)h,(m — 1/2)h). Then we can write (2.1.8) as
thzzal itemTjm- (2.1.9)

j=1 m=1

We say a function a(s,u) is separable if a(s,u) = ai(s)as(u), where a; and ay are
single-variable functions. Assume the blurring kernel a is separable; and in the dis-

(1)

cretized case, let a; = a; a( ) Let A and A, be n x n Toeplitz matrices resembling

the blurring matrix in (2.1.4), i.e.,

[k k k k
a(() : a—l) a(—Q) e a(—’r)L—H
k k k k
a§ ) aé ) a(fl) e a(—7)1+2
Ap=|af P a(()k) - a@ws : (2.1.10)
_agi)l agi)z afﬁs aék) i
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for k = 1,2. Then continuing from (2.1.9),

n n
2 E E
biﬁ =h Qj—j 0—mLjm,

j=1 m=1
1 2
Ay <h 5 agjmmj,m> |
j=1 m=1

= h Z CL,El_)J [AQXT} e

j=1

=hY_al; [XA],,.

j=1
= [A1XAT],. (2.1.11)
Therefore, letting B be the matrix of values b;, for ¢,¢ = 1,...,n, we have that the

discrete forward problem of blurring an image is
B=A XAl (2.1.12)

Taking into account the presence of added noise, (2.1.12) is more appropriately written
as

B=A XAl +E, (2.1.13)

where E is an n X n matrix representing noise. There is, however, a simpler way to
write (2.1.13) by vectorizing and using properties of Kronecker products.
We define the act of vectorizing a matrix by stacking the columns into one vector.

More formally, let C be an m x n matrix defined by

C— [cu) ‘ @ ‘ ‘ C(n>]7 (2.1.14)
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where ¢® is the ith column vector. Define
c®

e

vee(C)=1| |. (2.1.15)

e

The operator vec(-) takes in a m x n matrix, stacks its column vectors, and returns
a vector of length mn.

For two m x n matrices A and B, we define the Kronecker product as follows:

1B a15B -+ - a;,B
as1B  aoB - - ay,B
AoB=| el el . (2.1.16)
amiB ameB -+ - @B
- - mnXmn

It is known (see [3, 19]) for C = AXB,
vec(C) = vec(AXB) = (B ® A) vec(X). (2.1.17)

Using this property, we vectorize equation (2.1.13):

vec(B) = vec(A; XAL + E) (2.1.18)
= vec(A; XATL) + vec(E) (2.1.19)
= (Ay ® Ay) vec(X) + vec(E). (2.1.20)

Let b = vec(B); X = vec(X): & = vec(E); and A = Ay ® A;. Then (2.1.13) becomes

b= AX + &, (2.1.21)

exactly the same form as in the 1D case.
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2.2 Deconvolution and Regularization

Deconvolution is an ill-posed inverse problem, in the sense that small perturbations
to the data can yield drastically different solutions [18, 26]. By adding an additional
term to the problem where we minimize the least squares difference between the
model and the observation, we obtain more stable solutions. This process is called
reqularization, and the additional term we introduce is called a reqularization term.

Therefore, we are interested in minimizing functions of the form
1 2
JTs(x) = §HAx—bH2+5R(X), (2.2.1)

where x is a variable representing an N x 1 vectorized image, J is a nonnegative
regularization parameter, and R : R® — R is a penalty function based on prior
information. A common technique is called Tikhonov regularization, where the regu-
larization term is defined by the squared Euclidean norm of x or some function of x
[3, 45]. In this case, the function R(x) = 1 ||Lyx] |2, where Ly is commonly chosen
to be the identity I or discrete gradient operators. Another popular technique is to let
the regularization term be the 1-norm of the gradient of the image. Minimizing this
term is equivalent to minimizing the total variation of the image; hence, this tech-
nique is called total variation or (TV) regularization (first introduced in [38]). With
TV regularization, R(x) = ||Dx||,, where in 1D the matrix D is the discrete first
derivative operator, and in the 2D (s, t)-coordinate space D = [Dy Dt]T. The choice
of regularization depends on prior information about the image’s features. Tikhonov
regularization is ideal for producing smooth reconstructions, while TV regularization
is well-suited for preserving edges in the reconstructions.

No matter which regularization technique is used, the delicate process of assigning
a value to the parameter, o, must be performed. The value determines the trade-

off between how well the reconstruction matches the forward model of the original

data and the extent to which the chosen regularization term is enforced. If the
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regularization parameter is too small, then the regularization is not enforced enough,
causing noise to affect the reconstruction. On the other hand, if the parameter is too
large then there is too much regularization, and the reconstruction loses fidelity to
the original data.

Examples of common parameter selection methods are generalized cross validation
(GCV) [16], the discrepancy principle (DP) [34], and the L-curve method [17, 30].
However, these methods are also flawed in that (1) they sometimes require information
about the added noise level which (as in our case) is not always available and (2) they
fail to converge when the noise level approaches zero [3, 19]. Each method has its
pros and cons, and the user must decide which selection method is most appropriate
for the given problem. Not only is choosing the regularization parameter a delicate
process, but so is choosing the parameter selection method. By using a Bayesian
framework, we can bypass this issue altogether by allowing the parameter to be a

random variable.

2.3 Bayesian Formulation

In this section, we rewrite the deblurring problem using a Bayesian framework. This
requires an assumption on the statistical properties of the added noise. For this work,
we assume the added noise is Gaussian with variance A\~!. We start by assuming A
is known, along with the regularization parameter . We then assume the two pa-
rameters are unknown, and following the Bayesian paradigm, we let them be random
variables. This leads to the hierarchical Bayesian model that is the foundation of this

work.
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2.3.1 Fixed Parameters

Assume A, 0 > 0 are known. The Bayesian framework for inverse problems calls for
all unknowns to be random variables. Therefore, our unknown is the image x € R"™.
In both 1D and 2D, our problem formulation is to estimate x € R" given b € R" and
A € R™"™ where

b=Ax+e. (2.3.1)

Assume € ~ N(0,A7'T,,). Note that if x were given, then b ~ N (Ax, A\7'I,). We
define the likelihood, i.e., the function measures a given x’s goodness of fit to the

observation b, as
A
pru(b|x) o< exp <—§ |Ax — b||§> : (2.3.2)

The prior distribution contains prior information about the unknown image x.

Prior distributions are commonly of the form
Po(x) o< exp (—0R(x)) . (2.3.3)

The posterior distribution is constructed using Bayes’ theorem, and is made up

of the likelihood and prior in the following way:
A 2
p(x|b) o pLu(b|x)pe(x) o exp —3 |Ax — b||; — IR(x) | . (2.3.4)

Notice that the maximum a posteriori (MAP) estimator is

Xyr4p = argmax {p(x|b)} (2.3.5)
= arg;nin{—ln(p(x|b))} (2.3.6)
= argxmm{g y|Ax—b||§+5R(x)}. (2.3.7)

The advantage to using a Bayesian framework in the image deblurring problem is
that the solution is not one reconstruction, but a distribution of reconstructions. The

posterior distribution is a distribution of image reconstructions x, and to each x is
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attached a probability on how likely it is to be the optimal reconstruction based on

how well it matches the given data and prior information.

2.3.2 Hierarchical Formulation

Now assume A and 0 are unknown. Following [3], we assume the parameters have

Gamma prior distributions

pr1(\) ~ Gamma(ay, By) oc A** Lexp(—Bi\), (2.3.8)

p2(6) ~ Gamma(ag, B5) oc 6 exp(—B50), (2.3.9)

where ay, a5 and [y, Bs are shape and scale parameters, respectively. In this work,
we choose ay = as = 1 and 8y = 5 = 107, following [3]. The reasoning is that
for these shape and scale parameter values, the Gamma distribution behaves like a
uniform distribution. This formulation, therefore, gives us conjugate priors as well
as (approximately) uniform distributions from which to sample the unknown A and
0 parameters.

The distributions pgi(\) and py2(0) are called hyperpriors, as they are distribu-
tions for parameters included in the likelihood and prior distributions. Bayes’ theorem

allows us to incorporate the hyperpriors in the following way:

p(X7)‘7 5|b) X PLH (b’X7 )‘)po (X|5)pH1<)‘)pH2(6>7

A
o ANW/2Fea=lgn/2as—1 oy (_5 |Ax — ng — OR(x) — B\ — @;5) . (2.3.10)

The posterior distribution not only contains possible reconstructions x, but also pos-

sible values for the parameters A and 9.
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2.4 Numerical Methods

In the Bayesian framework, obtaining image reconstructions involves sampling from
the posterior distribution, which is not always an easy task. In this section, we
introduce Markov chain Monte Carlo (MCMC) methods, a class of algorithms that
allow us to sample from more complicated distributions. We highlight one MCMC

method in particular — Gibbs sampling.

2.4.1 MCMC and Gibbs Sampling

Suppose we want to sample from a general multivariate posterior distribution p (y). A
Markov chain Monte Carlo (MCMC) method constructs a Markov chain that, under
the right conditions [5, 39], will converge to the distribution of interest. A Markov

chain is a sequence of random variables {y(k)} that satisfies the Markov property:

2)

p (YW ly W, y@ L yED) = p (y®)]

y* D) (2.4.1)

for k > 2. The Markov property states that the current state y* depends only on
the previous state y*=1).

In MCMC, the Markov chain is built with the convergence to the equilibrium
distribution in mind. However, it may take a variable amount of time (called a
burn-in period) for the chain to reach equilibrium. Samples taken before equilibrium
should be discarded, as they are not true samples of the posterior distribution. It
is also important to note that the samples generated from an MCMC method are
correlated due to the Markov property, which can affect the efficiency of the algorithm.

The integrated autocorrelation time (IACT), denoted by 7., is a useful measure of

efficiency. For a chain of MCMC samples y, y® ...y the IACT is computed
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by

K
T = 1+2)  Ci/Co, (24.2)
k=1

where C; is the autocovariance function

1 . o
Cj=2 D " =) (5" = puxc) (243)

i=1
with p1x as the estimated mean of the K samples. The function C;/Cy is called the
autocorrelation function. It is shown in [39] that the correlation of samples causes
the statistical error to be a factor of 7;,, larger than that of independent sampling.

This means the number of effectively independent samples is given by

K

Tint

Ko = (2.4.4)

In other words, the closer 73, is to 1, the more efficient the MCMC method.
Suppose we want to generate samples from a multivariate distribution p(y, z), but
the distribution is difficult to sample using standard methods. Assume the conditional
distributions p(y|z) and p(z|y) are easy to sample and are conjugate distributions, i.e.
they belong in the same probability distribution family. In the event that sampling
from p(y,z) is difficult, but sampling from the conditionals p(y|z) and p(zly) is
easy, one might consider using a Gibbs sampler [37]. Gibbs sampling (first named in
[15]) is a popular MCMC method that constructs the Markov chain by sampling the
conditional distributions of the multivariate distribution. Algorithm 1 shows the basic

0), we sample y(I) ~ p (y|z(0)), and

schematic of the sampler. Given an initial guess z
then we sample z(!) from its conditional distribution conditioned on the sample we just
obtained, y(!). This continues for K iterations, i.e., for 1 <k < K, y® ~ p (y|z*~1)
and z®) ~ p (z|y(k)). We note that for large K, the order in which we sample from the

conditionals does not matter [3, 39]. We could obtain similar results by initializing

y(© first sampling z* ~ p (z|y(k*1)) and then y*) ~ p (y|z(k)). After a burn-in
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Algorithm 1: Gibbs Sampler

input: Initial approximation z(®); maximum number of iterations K; and
conditional distributions p(y|z) and p(z|y)

for k=1,...,K do

y® ~p (y]z* V)
end

period, the Gibbs sampler will converge to the equilibrium distribution p(y, z).

2.4.2 Gibbs Sampling for Hierarchical Inverse Problems

In order to use a Gibbs sampler to sample from the posterior distribution p (x, A, 6|b)
in (2.3.10), the full conditional distributions p (A|b,x,d), p(d|b,x, ), p(x|b, A, )

must exist and be easy to sample. We have
1
p(A\|b,x,6) oc AV2FrLexp <—)\ <§ |Ax — b||; + ﬁ,\)) (2.4.5)
1
~ Gamma (n/2 +tang |Ax — b||5 + ﬁA) ;

p ()b, x, \) oc 0/2F5 Lexp (=6 (R(x) + f5)) (2.4.6)

~ Gamma (n/2 4+ a5, R(x) + Bs) ,
which can easily be sampled. The final conditional distribution

p(x|b, A, §) o< exp (—% |Ax — b||; - (572()()) (2.4.7)
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can be easily sampled if R(x) = 3 ||LTIKX||§. In this case, p (x|b, A,0) is Gaussian.

The mean can be determined by finding the minimum of — In (p (x|b, A, ¢)). We have

d d [ A )
I [—In(p (x|b, A, 0))] = e |2 1A%~ b|f; + 3 1 Lrrex] 5] (2.4.8)

which equals zero when x = A (AATA + §L% (L TIK)f1 ATb. The precision matrix
can be obtained by the second derivative of the negative log-likelihood with respect

to x, which is AATA + LI Ly. Therefore, the conditional distribution is
p(x/b, X, 0) ~ N (AATA + 0LL kL) "A"b, (AATA + 0L L) ™) . (2.4.11)

If we were to instead choose R(x) = ||Dx||,, then p(x|b,\,¢) in (2.4.7) would
not be Gaussian. However, we can approximate ||Dx||, by the squared 2-norm of a
different operator applied to x, thereby making p(x|b, A, 0) a Gaussian distribution.

For some small value 7, notice
|| ~ Va?+ . (2.4.12)

Although the absolute value function is non-differentiable, we can approximate the

derivative by

d
P~ 2 (2.4.13)
dx :pQ + n

We extend this to ||Dx||,. We have

IDx]|, = Z\Dx Z\/(Dx)%tn. (2.4.14)
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The approximated derivative is then
d
- |IDx, = Z
~ (D
Z ZxV OXF+n,

n DTDX

aP v T
= D7®(x)Dx, (2.4.15)
where ®(x) is an n x n diagonal matrix with entries ((Dx)? + 77)_1/2 fori=1,...,n

This motivates the definition of the operator
Ly (x) := ¥(x)D, (2.4.16)

where U(x) is the element-wise square root of ®(x), i.e., ¥(x) is an n x n diagonal
matrix with entries ((DX) -+ 77) Y4 for i = 1,...,n. With this definition, we have
that (Lpy(x))" Lpy (x)x ~ 4 [||Dx||,]. Notice the operator Ly, depends on x. In
this work, we let Ly := Ly (x7v) where xpv is an approximated TV reconstruction
generated by an iterative solver called the Lagged Diffusivity Fixed Point Method
(Algorithm 2), as shown in [45]. The approximated solution xry provides an initial
estimation of edge location, making it an appropriate fixed input for the L, matrix.
From our experiments, we find that xry needs to be “reasonably good,” in that it is
not too under-regularized (too many edges) or over-regularized (expected edges are
removed). This method of using xry to fix the Ly, matrix is also used in [20, 21].
Since LTy Lyyx =~ 4L [||Dx||,] and LI Lyyx = L[4 ||LTVX||§], by transitivity

we can write the approximated conditional distribution as

A )
pxb A 0) xexp (5 lAx bl - SllLoxl}), (247
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Algorithm 2: Lagged Diffusivity Fixed Point Method

input: Initial approximation x(; regularization parameter ; maximum number of
iterations K’; tolerance parameter ¢ > 0

for k=1,..., K do
L% = (Lyy (X(kfl)))TLTV (x*=1)
g®) = AT (Ax*D —b) + aL®x*-D
H® = ATA + oL®)
(B — x(k=1) _ (Hw))—l g®)
if Hx(k) — x(kfl)H2 < ¢ then
‘ break
end
end

which follows the normal distribution
p(x[b, X, 0) ~ N (AMATA + LI Lyy) "A"b, (AATA 4+ 6L L) 7') . (2.4.18)

Hence, the prior for the Bayesian 1D deconvolution problem for both Tikhonov and

TV is a Gaussian of the form

p(x[d) o exp (—g ||Rx||§) : (2.4.19)

For 2D deconvolution, we choose priors of the form

p(x]6) o exp (‘% |IR. Rt]TxHQ) , (2.4.20)

2
0 2 2
— exp (—§[||Rsx|y2 + ||Rtx||2D , (2.4.21)

where x is an n?

x 1 vectorization of the n x n image, and both R, and R; are
n? x n? matrices that enforce regularization in the s and t direction. For Tikhonov
we let Ry = L = I® Ly and R, = Ly = Lyg @ I and for TV we let
R, = L5y := UypD; and R, = LEy := ¥opD,, where the matrix Wop is an n? x n?

diagonal matrix with entries ((D,x)? 4+ (Dyx)? + 77)71/4 fori =1,...,n% Asin the

1D case, the matrix W,p depends on an approximated x. In application, we use
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Algorithm 3: Hierarchical Gibbs Sampler

input: Initial approximation x(®; maximum number of iterations K; and
conditional distributions p(x|b, A, ), p(A|b, x), and p(d|x)

for k=1,...,K do
A ~ p(AJb, xED)
x®) ~ p(x[b, AR 5(k))
end

Algorithm 2 with LT Ly == (L)' Ly + (Liy)" Ly to generate an initial TV
reconstruction x%y. We then fix Wop = Wop (x3%). This method of regularization
where rows and columns are treated separately is discussed in [19], and incorporating
this technique into the prior will be especially useful when implementing methods
where the parameter § varies across the image.

Whether the deconvolution problem is 1D or 2D, uses Tikhonov or TV regular-
ization, the way we have constructed the posterior distribution allows us to easily
write the conditional distributions and sample using a Gibbs sampler. Algorithm 3

shows the hierarchical Gibbs sampler used to generate samples from the posterior

distribution.

2.5 Deconvolution Examples in 1D

We present two examples of deblurring signals of length n = 256 using the hierarchical
Gibbs sampler. The left images in Figures 2.5.1 and 2.5.2 show blurred, noisy signals
(solid green line) along with their respective true underlying signals (dotted orange
line). In both cases, the blurred signals are generated by convolving the true signals

with the kernel
2

a(s) = %}% exp (—2572) , (2.5.1)




CHAPTER 2. BACKGROUND 39

with v = 0.02. Assuming zero boundary conditions, we then create a 256 x 256
Toeplitz matrix by discretizing a(s) as in equation (2.1.4). The blurring matrix A
results by multiplying the Toeplitz matrix by the step size h = 1/256. The blurred,

noisy signals in Figures 2.5.1 and 2.5.2 are given by
b=Ax+e¢, (2.5.2)

where x is the true signal, and € ~ N(0,0%I55) is a 256 x 1 random vector with

variance o2 chosen so that the signal-to-noise ratio (SNR), defined in [3] as

|Ax]], /vno?, (2.5.3)

is 25. In other words, the standard deviation is 4% of the 2-norm of Ax. We run the

0 = b and setting the maximum number

Gibbs sampler in Algorithm 3, initializing x
of iterations to be K = 10,000.
Figure 2.5.1 shows a blurred, noisy signal in the top left image (solid green line)

where the appropriate regularization technique is Tikhonov. In this example, we let

[ 2 1 0 0]
12 -1
Ly =Dy = 0 . . . 0 . (2.5.4)
12 1
0 0 -1 2

- - nxXn

Once again, the Tikhonov-regularized reconstruction is the solution of the optimiza-

tion problem
. (A 2 0 2
X),6 = argmin 9 [Ax —b[; + B) [ Lpgx]]3 ) (2.5.5)

where A and ¢ are nonnegative parameters that control the balance of regularization
strength versus fidelity to the data. Using the hierarchical Gibbs sampler, we obtain

the reconstruction shown in the top right subfigure in Figure 2.5.1 without having to
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Figure 2.5.1: The top left figure shows a smooth underlying signal (dotted orange
line) along with a blurred, noisy version of the signal (solid green line). The top right
figure shows a reconstruction (solid purple line) of the blurred signal using the Gibbs
sampler with Tikhonov regularization. The bottom row shows the chains of A and §
samples.

choose values for A and §. The sampled A- and d-chains are shown in the bottom row
of Figure 2.5.1.

Notice with both chains, it does not take too many samples for the chain to reach
equilibrium. However, out of an abundance of caution, we choose a burn-in of 1,000
samples. After burn-in, the mean values of the regularization parameters are \ ~
3,362 and 0 ~ 18,881. We compute the integrated autocorrelation time (IACT) of

the A- and d-chains to assess the efficiency of the Gibbs sampler. The IACT’s for the
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A-chain and é-chain after burn-in are 7, ~ 1.24 and 75 ~ 17.62. Referring to (2.4.4),
the effective number of samples is the total number of samples (which after burn-in is
9,000) divided by the computed IACT. Hence, there are approximately 7,258 effective
samples for A and 510 effective samples for 9.

The mean reconstruction from the Gibbs sampler with Tikhonov regularization
in Figure 2.5.1 seems to match the true underlying signal pretty well. Of course,
we cannot rely on visual inspection alone in order to determine the quality of a
reconstruction. To measure the differences between two signals or column-stacked
images u = (uy,...,uy)and v = (v1,...,vx), we use root mean square error (RMSE)

defined by

RMSE(u, v) = \/ St (E‘\;’ —u) (2.5.6)

From the example in Figure 2.5.1, let x(!) be the true signal, b)) be the blurred and
noisy signal, and X be the mean Gibbs reconstruction. We have that RMSE(X(D, b)) =
0.0306 and RMSE(x™®,xM) = 0.017, an improvement of about 44%.

We now turn to the example in Figure 2.5.2, where we use the Gibbs sampler
with TV regularization. The top left subfigure shows the true signal (dashed orange
line) along with the blurred, noisy signal (solid green line), and the bottom right
figure shows the mean reconstruction resulting from running the hierarchical Gibbs
sampler for 10,000 samples with a burn-in of 1,000. Again, we choose a burn-in of
1,000 samples after plotting the A- and d-chains (bottom row in Figure 2.5.2) and
determining the length of time the chains take to reach equilibrium. A burn-in of
1,000 samples is perhaps too large, but we simply want to be especially sure we are
sampling from the equilibrium distribution. The mean A\ and ¢ values after burn-in
are A = 4,207 and 0 = 6.76. The small sampled values of §’s are expected, because
the matrix norm of the operator L, can be very large. This is due to the definition
of the diagonal matrix ¥, where the denominators of the entries can be close to zero.

The IACT’s for the A-chain and d-chain are 7, = 1.16 and 75 ~ 25.68, which means
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Figure 2.5.2: The top left figure shows a piecewise constant underlying signal (dotted
orange line) along with a blurred, noisy version of the signal (solid green line). The
top right figure shows a reconstruction (solid purple line) of the blurred signal using
the Gibbs sampler with TV regularization. The bottom row shows the chains of A
and 0 samples.

there were approximately 7,758 effective samples for A and 350 effective samples for
J.

The mean Gibbs reconstruction seems to match the underlying signal well; how-
ever, it does have “staircasing” artifacts in several areas. Staircasing artifacts are
common in TV-regularized reconstructions and are defined as regions where the re-
construction’s value changes sharply from one constant value to another. To compute

the RMSE, let x® be the true signal, b® be the blurred and noisy signal, and X
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be the mean Gibbs reconstruction. We have that RMSE(x?), b)) = 0.0851 and
RMSE(X(Q),K(Q)) = 0.0456. In this example, the mean Gibbs reconstruction cuts the
error between the given corrupted signal and the true signal by almost half.

The hierarchical Bayesian approach to the deblurring problem seems to produce
good reconstructions, both visually and quantitatively. However, we believe better
reconstructions can be obtained when the hyperparameters A and ¢ vary across the
data. While the hierarchical Gibbs sampler yields an optimal ratio of § to A, it
is reasonable to assume that the regularization strength in one part of the image
may need to be greater than that of another part. The added noise e affects the
underlying image in a non-uniform way; therefore, we should let the regularization
strength be non-uniform, as well. We investigate this in the next chapter by building
a hierarchical model with spatially varying parameters, and writing an algorithm for
a hierarchical Gibbs sampler that will effectively sample from the much more complex

posterior distribution.

2.6 Summary

We have provided necessary background material to understand this work, such as
discrete 1D and 2D convolution, regularization techniques, the Bayesian formulation
of inverse problems, and Gibbs sampling. Deblurring is an ill-posed inverse problem,
and requires regularization to obtain useful solutions. Traditional methods require
finding minimizers of functions involving the least squares difference between the data
and the model, with an additional weighted term called the regularization term. The
weight on the regularization term is the regularization parameter. It is challenging
to determine the value of the regularization parameter, as it represents a trade-off
between fidelity to the data and enforcing regularization. By using a Bayesian frame-

work and letting the parameters be random variables, we no longer have the challenge



CHAPTER 2. BACKGROUND 44

of hand-tuning the parameters. The resulting posterior distribution is difficult to sam-
ple; however, its conditional distributions are easy to sample. Therefore, a hierarchical
Gibbs sampler is used to obtain image reconstructions. We concluded the chapter by
deblurring 1D examples using the existing hierarchical Bayesian model from [3]. We
measure the efficiency of the sampler by computing the integrated autocorrelation

time.



Chapter 3

Hierarchical Gibbs Sampler with

Spatially Varying Parameters

In this chapter, we present a hierarchical Gibbs sampler that allows the parameters
A and ¢ to vary across each pixel in the image. We call the sampler HGSV, for a
(h)ierarchical (G)ibbs sampler with (s)patially (v)arying parameters. The motivation
for the HGSV sampler is that the added noise affects the data unevenly; therefore, it
is unreasonable to fix the strength of the regularization for the entire image. A certain
strength may be appropriate for one section of the image, but not another. We adapt
the existing hierarchical model to include hyperparameters that vary pixel-to-pixel,

and present the HGSV sampler.

3.1 A Hierarchical Model with Spatially Varying
Parameters

We investigate if by letting the regularization parameter values vary from pixel-to-
pixel, better reconstructions can be obtained. Instead of having two hyperpriors, A

and &, we now have 2N hyperpriors, where N = n in 1D and N = n? in 2D.

45
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3.1.1 1D Model

We adapt the hyperpriors in (2.3.8) and (2.3.9) to accommodate our spatially varying

formulation. For ¢ = 1,..., N, assume \; and §; have Gamma distributions:
p(\i) ~ Gamma(ay, By) oc A exp(—Fai), (3.1.1)
p(0;) ~ Gamma(as, Bs) oc 62" exp(—f5d;), (3.1.2)

where «a, a5 are Gamma shape parameters and [y, s are Gamma rate parameters.
Let A = (A1,...,Ay) and & = (01,...,dy) be N-dimensional vectors containing the

parameter’s value at each pixel. We assume A and § are independent, i.e.,

pN) =]1r0N) . @) =]Ip@) . pA8) = pA)p(S) . (3.1.3)

The likelihood and prior densities are respectively defined as

1/2 N
p(blx, A) (H A ) exp (—% >N [(Ax); - bif) , (3.1.4)

1/2 N
(x]6) o (H5> exp(—%;&(Lx)?), (3.1.5)

where L is either Lk or Ly, depending on which type of regularization is required.
Combining the likelihood (3.1.4), the prior (3.1.5), and the hyperpriors p(\;), p(d;),
we can write the posterior distribution

p(x,A, 8|b) o< p(b|x, A)p(x|§)p(A)p(d),

N
~ H A?A71/25?571/2

;;Xp< ZA( )i — bi) +5A) Za( +55)>. (3.1.6)

The conditional posterior distributions for the 2NV hyperpriors are Gamma distri-
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butions:
1
Ailb, x ~ Gamma <2 + ay, = [(AX) 2-}2 + B,\> , (3.1.7)
1 1
di|x ~ Gamma (5 + as, 3 (Lx); + 55) . (3.1.8)

The conditional distribution for x is given by

AlpY allF>
(X]b)\é)ocexp< ZZ:E [(Ax); — b;] ;5 ) (3.1.9)
:exp( LJIAY (Ax - b2 LA L H) (3.1.10)

T
where AU2 = diag (AY2) and A2 = diag (8/2) with AV2 = (W2 052, A7)
T
and /2 = (51/ 2, 6;/ 2, e ,5]1\,/2) . Therefore, the conditional distribution follows the

normal distribution
p(x/b,X,8) ~N (H'ATAb,H™), (3.1.11)

where H = ATAA + LTAL with A = diag(A) and A = diag(4).

3.1.2 2D Model

Assuming € ~ N (0, A™!) where A = diag (()\1, . )\N)T) with unknown parameter

values Aq, ..., Ay, the likelihood function is
1 2
pra (blx, A) o | A" exp (—5 ||AY? (Ax — b)H2> : (3.1.12)
where | - | is the determinant operation. In the case of Tikhonov regularization with

spatially varying parameters represented by A = diag ((61, e ,5N)T), we use the
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prior

1/2 1 s T |2
prik (X[A) o ‘A} / exp (—5 HA1/2 [LTIK LFFIK] X‘ ’2> ) (3.1.13)

N (_% 1A L]~ HAl/QLfHKxﬂz) L (3114)

where L = Iy ® Dy and Ly = Do ® Iy, with Iy as the N x N identity matrix

and ~ .
2 —1 0 0
-1 2 —1
D, = 0o . e T 0 . (3.1.15)
—1 2 —1
o .- 0 —1 2
- - NxN

We now compute HGSV reconstruction with a TV prior. We define the prior as

prv (x]A) o | A7 exp (_% HAW [L5% L Liy L] x z> , (3.1.16)
1 1
— A 7exp (-5 [|AT2LEx [ - 5 AL

5 lat L - AT Lgal) . @

where L, = U5iD,; L, = ViiD,; L, = U5;DT; and LYy, = Ui, DY, We define

WSt (x) = diag <[(sz) © (Dx) + 1] _1/4) , (3.1.18)
Ut (x) — diag ([(Dtx) o) +m] 4) , (3.1.19)
i) = diag ( (D7) @ (DI 471 ). (3.1.20)
o) = diag ( [(0Fx) @ (DFx) 4+ ). (3.1.21)

where ® denotes pointwise multiplication. We also assume the power —1/4 is applied

pointwise.
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Recall that D, = Iy ® Dy and D; = D; ® Iy, where

(1 -1 o0 0
0 1 —1
Di=|0 - . . 0 | (3.1.22)
0 1 —1
0 0 0 1)

Therefore, by the properties of Kronecker products, DI = Iy @ DT and DY =
D @ Iy. The purpose of the four operators in the TV prior is so that each pixel
x; ; is regularized with respect to the pixels to the left, right, above, and below, i.e.,

Xi—1,55 Xit+1,55 Xij+1, and Xij—1-

3.2 The HGSV Sampler

Since the conditional distributions of the posterior are easy to sample, we use a hierar-
chical Gibbs sampler to sample the posterior with spatially varying hyperparameters.
We call this sampler the HGSV sampler, for a (h)ierarchical (G)ibbs sampler for
(s)patially (v)arying parameters. Algorithm 4 shows the sampler, where the spatially
varying parameters are sampled from their conditional distributions, conditioned on

k=1 After all 2N samples have been collected, the new re-

the previous sample x!
construction x*) is drawn from the conditional distribution (4.1.10). An easy way to

sample from this distribution is to sample £; ~ N (0,Iy), then compute
H'2 (HT2ATAb + &) (3.2.1)

Notice the precision matrix H must be raised to the 1/2 power. Computing the
“square root” of H can be performed using Cholesky factorization. We continue sam-
pling until the desired number of samples K has been drawn. Since Gibbs samplers

take time to converge to the posterior, one should discard an initial number of samples
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Algorithm 4: HGSV Sampler

input: Initial approximation x(©; maximum number of iterations K; and
conditional distributions p(x|b, X, d), p(\;|b, x), and p(9;|x)

for k=1,...,K do
fori=1,...,N do
)\Ek) ~ p(Ai\b,X(k_l))

end
x®) ~ p(x[b, AR §HR))
end

Figure 3.3.1: Two reconstructions (solid purple line) of the previous corrupted sig-
nals using the HGSV sampler. The reconstruction in the left figure uses Tikhonov
regularization, and the reconstruction in the right figure uses TV regularization.

c. The optimal reconstruction is given by the mean of the K — ¢ samples.

3.3 Deconvolution Examples in 1D

To illustrate the effectiveness of the new hierarchical model, we continue with the
same examples presented in Section 2.5. The blurring matrix A and the regularization
matrices Ly and Ly are the same as in the previous example. The only change

is that the hyperparameters A and ¢ are varying pixel-to-pixel. Figure 3.3.1 shows
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the two reconstructions using the HGSV sampler. In each case, 10,000 samples were
drawn. The first 1,000 samples were discarded to account for burn-in. The Tikhonov-
based reconstruction on the left slightly deviates from the true signal in several places,
but overall fits the data’s trend well. The average IACT for X = (Ay,...,Ay)" is
Ta ~ 1.3224, and the average IACT for § = (dy,... ,(5N)T is 75 ~ 1.4639. The TV-
based reconstruction on the right is almost indistinguishable from the true signal.
Here, the average IACT’s for A and § are 7 =~ 1.0802 and 75 ~ 1.0092. Past burn-
in, this means that almost every sample of the hyperparameters for the TV-based
reconstruction is independent.

Table 3.3.1 compares the RMSE values from the mean reconstructions in the
previous chapter and those obtained here using the HGSV sampler. (TTK/TV) refers
to the Tikhonov or TV reconstructions from the standard hierarchical model, and
HGSV (TIK/TV) refers to those from the hierarchical model with spatially varying
hyperparameters. There is not much difference in the RMSE’s of the Tikhonov-
based reconstruction from the standard model versus the spatially varying model.
However, the TV-based reconstruction under the spatially varying model reduces the

initial error due to blur and added noise by an astounding 97.3%.

Table 3.3.1: A comparison of errors between reconstructions from the two hierarchical
models. The reconstructions HG (TIK/TV) refers to those obtained from the stan-
dard hierarchical Gibbs sampler, and HGSV (TIK/TV) refers to the reconstructions
obtained from the HGSV sampler.

RMSE (x,b)  RMSE (x,X) % Decrease in RMSE

HG (TIK) 0.0306 0.0119 61.1%
HGSV (TIK) 0.0306 0.0170 44.4%
HG (TV) 0.0851 0.0456 46.4%

HGSV (TV) 0.0851 0.0023 97.3%
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3.4 A Discussion on Uncertainty Quantification

A benefit of using a Bayesian model for deblurring is that one can compute credibility
intervals to quantify uncertainty in the reconstruction. Another way to compare the
HGSV method to the standard non-spatially-varying method would be to analyze the
widths of credibility intervals for the different reconstructions. However, we notice
the computed credibility intervals are sensitive to the choice of gamma parameters
ay, as, Bx, Bs in (3.1.1) and (3.1.2). Recall that we choose the values of the parameters
in such a way that the gamma PDF behaves like that of a uniform distribution. We do
not wish to change oy = a5 = 1, as this choice eliminates contribution from the factor
of \;in (3.1.1) and ¢; in (3.1.2). We do, however, have more freedom in choosing the
[y and s parameters.

Figure 3.4.1 shows four different HGSV reconstructions (solid purple lines) of the
previous Tikhonov-based example along with their computed 95% credibility intervals
(shaded purple regions) with fixed oy = a5 = 1 and varying S, and f5. We see that
the smaller the choice of 8y and (5, the narrower the widths of the credibility intervals.
At the same time, we see the mean reconstructions are not significantly affected by
the choice of gamma parameters. This gives us confidence in our hierarchical model;
however, we cannot trust any computed credibility intervals until this sensitivity issue

is addressed. For this work, we will fix 8y = 85 = 1074



CHAPTER 3. HGSV 53

(a) ax=as=1; =5 =107" (b)ax=as=1;pr=pF=10""

(c)ax=as=1;py=Bs=1073 (d) ax=as=1; B =Bs =102

Figure 3.4.1: Four HGSV reconstructions (solid purple lines) with their respective
95% credibility intervals (shaded purple regions) with gamma shape parameters ) =
as = 1 and varying rate parameters 3, and (.

3.5 Summary

In this chapter, we introduced the idea of letting the regularization parameters A
and ¢ vary pixel-to-pixel. We adapted the existing hierarchical Bayesian model and
Gibbs sampler to include the spatially varying parameters. We named the new model
HGSV. We applied the HGSV model to two 1D deconvolution problems. One problem

required Tikhonov regularization, and the other problem required TV regularization.



CHAPTER 3. HGSV 54

There is not much difference in RMSE’s between the standard model and HGSV
model with Tikhonov regularization. However, the HGSV model with TV regulariza-
tion does much better than the standard model both qualitatively and quantitatively.
We also discussed why we are unable to trust credibility intervals from reconstructions

due to sensitivity to the gamma rate parameters 5, and [s.



Chapter 4

Hierarchical Gibbs Sampler with
Spatially Varying Parameters and

Mixed Regularization

In this chapter, we extend the HGSV algorithm to incorporate a spatial mixing of
Tikhonov and TV regularization. We call this extension the (h)ierarchical (G)ibbs
sampler with (s)patially (v)arying parameters and (m)ixed regularization, or the
HGSVM algorithm. We develop this algorithm because most images (especially
Cygnus images) include a combination of smooth and sharp features. Therefore,
effectively combining the two regularization techniques could result in better recon-
structions. For now, we assume there exists a partitioning based on needed regulariza-
tion. Under this assumption we incorporate spatially varying parameters, and build
the hierarchical model. We show an example of deblurring a signal using the HGSVM
sampler. In the last section, we include a discussion on possible ways to partition a
blurred, noisy signal or image into regions where Tikhonov or TV regularization is

most appropriate.

95
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4.1 A Hierarchical Model for Deconvolution with
Mixed Regularization

Assume an observation b is an N x 1 blurred, noisy signal or vectorized image. Assume
it has been determined that certain regions should use Tikhonov regularization, while
the remaining regions should use TV. Let 7« = (7, ..., 7y)" be an N x 1 logical vector
that determines such a partitioning where for each i = 1,..., N, m; € {0,1}. Let the
Tikhonov regions correspond to m; = 0 and the TV regions correspond to m; = 1.
We assume 7 is known, and incorporate it into the hierarchical model with spatially
varying parameters. We discuss how one might construct 7 later in Section 4.4.
Fori=1,..., N, let \; be the inverse variance of the added Gaussian noise, and
0; be the strength of the imposed regularization. These parameters are unknown and
therefore, in the Bayesian paradigm, are treated as random variables. We assume )\,
and 9;, are independent for all ¢ = 1,..., N; and we assign Gamma distributions to

the two sets of parameters:

p(\i) ~ Gamma(ay, By) oc AP exp(— i), (4.1.1)

p(0;) ~ Gammal(ag, Bs) o< 62" exp(—fF56;), (4.1.2)

where a,, as are Gamma shape parameters and ), Os are Gamma rate parameters.
Let A= (\y,...,A\n)? and 8 = (dy,...,0x)". The prior density now depends on the
partitioning vector . In 1D, the prior is

N 1/2 N
0;
pip(x[8, ) o (11 5i> exp (_5 Zl [(1 — i) (LTIKX)? T (LTVXﬁ])
(4.1.3)
The likelihood density does not depend on regularization terms and, therefore, does

not depend on 7r. Hence, the likelihood remains unchanged from the spatially varying
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parameters model in the previous chapter as

1/2 N
p(blx, ) (H py ) exp (—% Z i [(Ax); — bi]2> : (4.1.4)

The posterior distribution from which we need to sample is

p(X, A? 6|ba 77) X p(b|X, A? 6’ 7T)plD(XM’ W)p(k)p((;), (4'1'5)

NoONOZ oy a2
() (1)
xexp< iA( b-]2+m>)

xexp< > 6 ((1_7”) (LX) + = 5 " (Lipyx)? +ﬁ5)>. (4.1.6)

=1

The posterior for 2D deconvolution is similar. We note that the conditional distribu-

tions on the individual hyperpriors are Gamma distributions:

11
Ai|b, x ~ Gamma (a,\ + 7' 3 [(Ax); — b;]* + ﬁ,\) , (4.1.7)
1 (]. — 7Tz) 2 s 2
di|x, ™ ~ Gamma | a5 + SO (Lpx); + B (Lpyx); + Bs ) - (4.1.8)

The conditional distribution p(x|b, A, d, ) is

p(x|b, A, 8, 7) ox exp (_%HAl/z (A H2
_% |AY? (I —TI) Lygx + AVTILpy x| |§) (4.1.9)

where A2 = diag (A'/?), AY? = diag (6'/?), and IT = diag (). Therefore, the

x|b, A, d, 7 follows a normal distribution:
p(x|b,\, 6, 7) ~ N (H_IATAb, H_l) , (4.1.10)
where

H=A"AA + LY, I-TI) A (I~ 1II) Ly + LA IIATIL . (4.1.11)
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Since the conditional distributions are easy to sample, we can use a Gibbs sampler

to generate samples from the posterior.

4.2 The HGSVM Sampler

The Gibbs sampler presented in Algorithm 5 is called the HGSVM sampler, short for
the (h)ierarchical (G)ibbs sampler that uses (s)patially (v)arying parameters from
(m)ixed regularization techniques. Along with the conditional distributions, the al-
gorithm requires an initial approximation x(©) to the true signal, the desired number
of samples K, and the partitioning vector w. We first sample the vectors of hyper-
parameters A and § from the gamma distributions in (4.1.7)-(4.1.8). We note that
0; determines the strength of TV regularization whenever ; = 1 and Tikhonov reg-
ularization whenever m; = 0. We then use the sampled values of A and § to sample
from the conditional distribution p(x|b, A, d, 7). Once K samples have been drawn
and the number c of initial samples to discard for burn-in has been determined, the

optimal reconstruction is the mean of the remaining K — ¢ samples.
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Algorithm 5: HGSVM Sampler

input: Initial approximation x(©; desired number of samples K;
logical vector 7r; and conditional distributions p(x|b, X, d), p(A\;|b, x), p(d;|x)

for k=1,...,K do
fori=1,...,N do
)\Ek) ~ ()\i|b,x(k_1))
(5i(k) ~p ((mx(k—l)’ ﬂ_)
end
x®) ~ p (X|b, AE) gk 7r)
end

4.3 Deconvolution Example in 1D

Here we show an example of a corrupted signal we wish to deblur using a combination
of Tikhonov and TV regularization. The true and corrupted signals are shown in
Figure 4.3.1. The true signal (dotted orange line) is composed of a piecewise constant
region on the left half of the signal, as well as a smooth region on the right half. If
we were to use only Tikhonov regularization, then the right half of the reconstructed
signal would match well with the true signal. However, the features in the right half
of the true signal would be lost due to enforced smoothing on the reconstruction.
Similarly, if we were to use only TV regularization, then we would recover a good
reconstruction of the left half of the signal. This would be at the expense of the
right side of the true signal, as the reconstruction would not be able to capture the
smooth bump. For a given logical vector m, we are able to effectively combine the
two regularization techniques in the hierarchical Gibbs sampler in Algorithm 5 for an
optimal reconstruction.

We generate the corrupted signal (solid green line in Figure 4.3.1) from the true

signal by first applying the blurring kernel

a(s) = 7\}%exp (—25—;> | (4.3.1)
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Figure 4.3.1: A true signal (dotted orange line) and its blurred signal with added
noise (solid green line). The true signal contains steps on the left half and a smooth
bump on the right half. Reconstructions must incorporate both Tikhonov and TV
regularization to capture the true image’s features.

with v = 0.02 and assuming zero boundary conditions. After the true signal has been
blurred, we add random Gaussian noise with SNR = 25. Since this is a simulated
example, we are fortunate to know the true features of the underlying signal. This
leads us to construct 7 such that for all ¢ = 1,...,141, and ¢ = 246, ...,256, the
entries m; = 1. The remaining entries are set to 0. Figure 4.3.2 illustrates the division
of the signal based on needed regularization, as well as the construction of the logical
vector 7. One may wonder why we’ve chosen the last sliver of the signal (pixels 247 to
256) to use TV regularization, even though it seems to be a leveling off of the smooth
bump. We discovered that when Tikhonov regularization is used in this small region,
the reconstruction becomes oscillatory as the signal levels off to zero. Therefore, we
decided TV regularization in this last piece of the signal would give reconstructions
that better represented the true signal.

We run the HGSVM sampler with 7r, an initial approximation x(®’ = b (the
blurred, noisy signal), and a maximum number of iterations K = 10,000. We discard

the first 1,000 samples to account for burn-in, and take the mean of the remaining
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Figure 4.3.2: An illustration of the logical vector . The ith entry of 7 is either
0 or 1, depending on if the ith pixel is in an area where Tikhonov (0) or TV (1)
should be used. The image from Figure 4.3.1 is shown along with vertical dashed
lines indicating the transition from one regularization technique to the other. The
blue shaded regions require TV regularization, and the red shaded regions require
Tikhonov. The logical vector 7 is shown beneath the picture.

samples to obtain the HGSVM reconstruction. The mean TACT for all \;’s is T =~
1.213; and the mean TACT for all §;’s is T5 ~ 2.038. Therefore, of the 9,000 samples
taken, on average 7,419 A-samples and 4,416 -samples are effective.

Figure 4.3.3 shows the blurred, noisy signal (top left), the HGSVM reconstruction
(top right), the HGSV reconstruction with Tikhonov regularization (bottom left),
and the HGSV reconstruction with TV regularization (bottom right). We see that
the HGSVM reconstruction matches the true signal very well, capturing the steps on
the left half and the smooth bump on the right half. The only noticeable difference
between the two is that the second, smaller step is shorter than the true step. How-
ever, as seen in the top left subfigure the blurring process and noise heavily affected
this region, and it is amazing we see this step feature come through at all. Now, to

quantify the goodness of fit of this reconstruction we compare the RMSE between
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Figure 4.3.3: (Top left) The blurred, noisy signal. (Top right) The HGSVM recon-
struction. (Bottom left) The HGSV reconstruction with Tikhonov regularization.
(Bottom right) The HGSV reconstruction with TV regularization. The HGSVM re-
construction effectively combines the best parts of the two HGSV reconstructions,
and it matches the true underlying signal well.

the true signal and the corrupted signal with that of the true signal and mean recon-
struction. Let x be the true signal, b be the corrupted signal, and X be the mean

reconstruction. We have RMSE(x,b) = 0.0798 and RMSE(x,X) = 0.0274, a 65.66%

decrease in error.
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4.4 A Heuristic Approach to Constructing the Par-
titioning Vector

In our model, we have assumed the partitioning vector 7 is known. However, deter-
mining such a partitioning scheme can be difficult, as one must make assumptions on
the underlying features of a corrupted signal. The idea behind our heuristic approach
is to apply the HGSV sampler (Algorithm 4) with Tikhonov regularization and then
with TV regularization in order to search for indications within the reconstructions
that the regularization technique is ill-suited. We have determined such indications
after many experiments where we intentionally use the wrong regularization technique
for a signal. Our findings show when the HGSV sampler with Tikhonov regularization
is applied to corrupted piecewise constant signals, the reconstruction exhibits oscil-
latory behavior; and when the HGSV sampler with TV regularization is applied to
corrupted smooth signals, the reconstruction exhibits a “staircasing” behavior, where
the reconstruction attempts to fit the data by generating multiple irregular steps.
We use the HGSV sampler as opposed to the standard Gibbs sampler because of the
HGSV algorithm’s sensitivity to every piece of the signal. For instance, if a signal
were made up of a mix of smooth and piecewise constant regions, the reconstruction
generated by the HGSV algorithm will be more likely to show irregularities in the
pieces where the chosen regularization technique is inappropriate.

Figure 4.4.1 shows two blurred and noisy signals (left column) and their corre-
sponding HGSV reconstructions (right column) where the wrong regularization tech-
nique is implemented. The signal in the top left subfigure originates from a step
function (dotted orange line in the top right subfigure) and thus requires TV regular-
ization. However, if one were unsure and used the HGSV algorithm with Tikhonov
regularization, the resulting reconstruction would be oscillatory (solid purple line in

top right subfigure). Similarly, if we apply the HGSV algorithm with TV regulariza-
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Figure 4.4.1: The left column shows two blurred signals with added noise. The top
left signal requires TV regularization, and the bottom left signal requires Tikhonov
regularization. However, we intentionally apply the HGSV algorithm with the wrong
regularization technique in order to discover resulting artifacts. Tikhonov regulariza-
tion is applied to the top left signal, and the reconstruction on the top right (solid
purple line) is oscillatory. TV regularization is applied to the bottom left signal, and
the reconstruction on the bottom right exhibits the staircasing effect.

tion to the bottom left signal, the reconstruction would have a staircasing effect, as
shown in the bottom right subfigure.

Now consider the corrupted signal in Figure 4.4.2. We have no prior knowledge
of the true signal’s features; therefore, it is not clear whether to use Tikhonov or TV

regularization or a combination of the two. We start by using the HGSV sampler with
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Tikhonov and then TV regularization. Figure 4.4.3 shows the resulting reconstruc-
tions where the left subfigure used Tikhonov regularization, and the right subfigure
used TV. We begin our analysis by splitting the reconstructions into three sections
— A, B, and C. In section A, the Tikhonov-based reconstruction is oscillatory, while
the TV-based reconstruction is a simple step function, with no staircasing effects.
This comparison indicates that TV regularization is the appropriate technique in this
region. In section B, we note the irregular staircasing pattern in the TV HGSV re-
construction. While the Tikhonov reconstruction is wiggly in certain parts, it is not
oscillatory. Therefore, Tikhonov regularization is the appropriate technique in this
region. Finally, section C should use TV regularization, as the TV HGSV reconstruc-
tion is completely flat and the Tikhonov HGSV reconstruction is oscillatory. Hence,
we construct 7 such that its entries are 0’s in section B (for Tikhonov) and 1’s in
sections A and C (for TV). Figure 4.4.4 shows the mean reconstruction from using
the HGSVM sampler with our constructed 7r. Since this is a simulated example, we
do have access to the true signal and include it in the figure, as well (dotted orange
line). We see that our choice of w was an appropriate one, as the reconstruction
captures the true signal’s features.

We end by noting a similar heuristic method can be applied in 2D, with images
instead of signals. If we were given a corrupted image with no prior information
about the true image, we would run the HGSV sampler with Tikhonov and TV
regularization separately, then analyze the reconstructions to determine regions of
irregular behavior. Staircasing effects are more easily spotted in 2D, as sharp jumps
from one color to another within a small area is easier to detect with the naked eye.
Once a partition is determined, one would construct a logical matrix P € N x N
of 0’s and 1’s and then vectorize (or column-stack) P. Therefore, we could run the

HGSVM sampler with 7 = vec(P).
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Figure 4.4.2: A blurred and noisy signal. We do not have prior knowledge of the
underlying signal and, therefore, cannot determine which regularization technique
(Tikhonov, TV, or a combination) is most appropriate.

Figure 4.4.3: Two mean reconstructions from the HGSV sampler with Tikhonov
(left) and TV (right) regularization. In both cases 10,000 samples were drawn with
a burn-in of 1,000 samples. Comparing the two reconstructions provides us a way
to construct the logical vector w by locating irregular behaviors. For the Tikhonov
reconstruction, irregular behavior means oscillations; and for TV, irregular behavior
means staircasing. Therefore, it can be seen that Tikhonov should be used in section
B, and TV should be used in sections A and C.
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Figure 4.4.4: The mean reconstruction (solid purple line) from the HGSVM sampler
with 7 such that 7; = 0 in section B, and m; = 1 in sections A and C. We drew a
sample of 10,000 and discarded the first 1,000 samples for burn-in. The true signal
(dotted orange line) is included as well to justify our choice of partitioning for r.
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4.5 Summary

In this chapter, we adapted the HGSV model to include a partitioning vector 7,
made up of 0’s and 1’s. If the ith entry of 7 is 1, then the ith pixel requires TV
regularization; and if the entry is 0, the ith pixel requires Tikhonov regularization. We
also discussed a heuristic method for determining the partition vector based on HGSV
reconstructions. By computing two HGSV reconstructions, one with a Tikhonov
prior and the other with a TV prior, one will likely see flaws in certain regions of
the reconstructions. If the Tikhonov HGSV reconstruction is oscillatory in a region
while the TV HGSV reconstruction is well-behaved (no stair-casing artifacts), then
we conclude TV regularization is the appropriate choice in that region. Likewise,
if the TV HGSV reconstruction exhibits stair-casing artifacts in a region while the
Tikhonov HGSV reconstruction is well-behaved, then Tikhonov regularization should

be used in the region.



Chapter 5

Numerical Results

In this chapter, we apply both HGSV and HGSVM models to two-dimensional test
problems. We first use two simulated test images, and we conclude by showing the

methods’ results on a test image from Cygnus.

5.1 Simulated Deconvolution Examples in 2D

Figures 5.1.1 and 5.1.2 show two 128 x 128 test images that have been corrupted by
blur and added noise. The true images are on the left, and the blurred, noisy images
are on the right. The test image in Figure 5.1.1 shows a smooth sphere-like object in
the left center region of the scene and a solid rectangle in the top right. We will refer
to this image as the “sphere/rectangle image”. The test image in Figure 5.1.2 is a
cartoon picture of a satellite with stars and planets in the background. This image
is more complex, as the body of the satellite contains several interconnected pieces,
with a glaring effect on the top left and bottom right panels of the satellite. We will
refer to this image as the “satellite image.”

We blur both test images with the two-dimensional Gaussian kernel

1 S
a(s,t) = 5o OXP <—S— - ) , (5.1.1)

Ty 27?2 292
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(a) True image (b) Blurred and noisy image

Figure 5.1.1: The sphere/rectangle test image. The left subfigure shows the true
image, and the right subfigure shows the blurred image with added noise.

(a) True image (b) Blurred and noisy image

Figure 5.1.2: The satellite test image. The left subfigure shows the true image, and
the right subfigure shows the blurred image with added noise.

assuming zero boundary conditions. Since the kernel separates into the product of two
equivalent one-dimensional Gaussian functions, we can write the 1282 x 1282 blurring

matrix as A = A;p ® Ajp, where Ajp is an n x n Toeplitz matrix representing the
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one-dimensional kernel

1 u?
a(u) = o exp <—2—72) : (5.1.2)
Let X represent the original 128 x 128 image. We must vectorize X into a 1282 x 1
vector in order to apply the 1282 x 1282 blurring matrix A. We let x = vec(X), where
vec(-) turns an n X n matrix into an n? x 1 vector by stacking the columns of the
matrix. Therefore, Ax is produces a blurred image that is column-stacked. We add
Gaussian noise with SNR equal to 25, represented by the 1282 x 1 vector e. Hence,

the column-stacked blurred images are produced by the familiar linear equation

b=Ax+e. (5.1.3)

5.1.1 Sphere/Rectangle Test Image

Figure 5.1.3 shows the true sphere/rectangle test image along with five reconstruc-
tions. The reconstructions labeled HG (TIK/TV) use the standard non-spatially-
varying parameters hierarchical Gibbs sampler found in the Background chapter.
The bottom row shows two HGSV reconstructions with each regularization technique
and the final image is the HGSVM reconstruction. In all cases, 1,000 samples were
drawn from the posteriors with the initial 100 samples discarded for burn-in. We note
that for the HG reconstructions, there is only one A-chain and d-chain for the entire
image; whereas for the HGSV and HGSVM reconstructions, there are 1282 A-chains
and o-chains. Table 5.1.1 shows the mean (in the HG case, single) IACT values for
the chains. Table 5.1.2 shows the RMSE values for the reconstructions.

The HG (TIK) and HG (TV) reconstructions are still experiencing the effects of
blur and noise. We see oscillations in the background of the HG (TIK) reconstruction
and blurred edges in the HG (TV) reconstruction. The IACT’s for the d-parameters
are high, at 21.9359 for the HG (TIK) sampler and 56.4518 for the HG (TV) sampler.

This means for one sample of the ¢ hyperparameter, the HG (TIK) sampler would
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True HG (TIK) HG (TV)

HGSV (TIK) HGSV (TV) HGSVM

Figure 5.1.3: (Top row) The true sphere/rectangle test image; the mean reconstruc-
tion using the standard hierarchical Gibbs sampler with Tikhonov regularization; the
mean reconstruction using the standard hierarchical Gibbs sampler with TV regu-
larization. (Bottom row) HGSV reconstruction with Tikhonov regularization; HGSV
reconstruction with TV regularization; HGSVM reconstruction with Tikhonov regu-
larization applied to the sphere and TV regularization applied everywhere else.

need to generate approximately 22 more samples before obtaining an independent
sample. The HG (TV) sampler would need to generate about 57 samples before ob-
taining an independent sample. The TACT’s for the chains may improve for longer
run-times and a larger burn-in. The reconstructions, however, reduce the error be-
tween the true image and blurred image by 24.88% for HG (TIK) and 62.21% for HG
(TV).

The HGSV (TIK), HGSV (TV), and HGSVM samplers produce A- and d-chains

with an average IACT’s close to one, indicating that almost every sample is inde-



CHAPTER 5. NUMERICAL RESULTS 73

pendent. The HGSV (TIK) reconstruction reduces the RMSE between the true and
blurred image about the same amount as the HG (TIK) reconstruction, at 24.88%.
The HGSV (TV) reconstruction successfully sharpens the edges of the solid rectangle;
however, it also forces the smooth bump to transform into concentric circles. Despite
this, the RMSE is still reduced by 45.85%. Finally, the HGSVM sampler produces a
reconstruction that is the closest qualitatively and quantitatively to the true image.
The sampler uses a partitioning scheme where Tikhonov regularization is used for
the sphere, and TV regularization is used everywhere else. The RMSE is reduced by
80.18%.

Table 5.1.1: A comparison of mean IACT’s for the parameter vectors A and 4 in the
sphere/rectangle reconstructions. The reconstructions HG (TIK/TV) refers to those
obtained from the standard hierarchical Gibbs sampler, and HGSV (TIK/TV) refers
to the reconstructions obtained from the HGSV sampler.

TX Ts
HG (TIK)  2.5946 21.9359
HGSV (TIK) 1.0191 1.1061
HG (TV) 2.1107 56.4518
HGSV (TV) 1.0100 1.9294
HGSVM 0.9967 1.1856

Table 5.1.2: A comparison of RMSE’s for the sphere/rectangle reconstructions.
RMSE (x,b)  RMSE (x,X) % Decrease in RMSE

HG (TIK) 0.0434 0.0326 24.88%
HGSV (TIK) - 0.0330 23.96%
HG (TV) - 0.0164 62.21%
HGSV (TV) - 0.0235 45.85%
HGSVM - 0.0086 80.18%

5.1.2 Satellite Test Image

Figure 5.1.4 shows the true satellite image in the left subfigure on the top row, along
with HG (TIK/TV), HGSV (TIK/TV), and HGSVM reconstructions. For all sam-

plers, 1,000 samples were drawn with the initial 100 discarded for burn-in. Table
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HG (TIK)

HGSVM

Figure 5.1.4: (Top row) The true satellite test image; the mean reconstruction using
the standard hierarchical Gibbs sampler with Tikhonov regularization; the mean re-
construction using the standard hierarchical Gibbs sampler with TV regularization.
(Bottom row) HGSV reconstruction with Tikhonov regularization; HGSV reconstruc-
tion with TV regularization; HGSVM reconstruction with Tikhonov regularization
applied to the planets along with the top left and bottom right panels, and TV
regularization applied everywhere else.

5.1.3 shows the mean IACT values for the A- and d-chains. Table 5.1.4 compares the
errors of the reconstructions to that between the true and blurred images.

The HG (TIK) and HG (TV) reconstructions are still experiencing the effects of
blur and noise. In particular, the HG (TV) reconstruction is especially noisy and
fails to reduce the RMSE at all. The HG (TIK) sampler produces A- and J-chains
with IACT’s 7, = 3.1679 and 75 = 19.8757, and the reconstruction reduces the

RMSE by 26.67%, even though it is qualitatively poor. The HGSV (TIK), HGSV
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(TV), and HGSVM reconstructions again produce chains with IACT values close to
one, indicating that almost every sample is independent after burn-in. The HGSVM
reconstruction applies Tikhonov regularization to the planets in the background, as
well as the top left and bottom right satellite panels. TV regularization is applied
everywhere else. The HGSVM reconstruction qualitatively matches the true satellite

image well, and reduces the original RMSE value by approximately 77.93%.

Table 5.1.3: A comparison of mean IACT’s for the parameter vectors A and ¢ in the
satellite reconstructions. The reconstructions HG (TIK/TV) refers to those obtained
from the standard hierarchical Gibbs sampler, and HGSV (TIK/TV) refers to the
reconstructions obtained from the HGSV sampler.

TX Ts
HG (TIK) 3.1679  10.8757
HGSV (TIK) 1.0591 1.3457
HG (TV) 123.1706 40.0378
HGSV (TV)  1.0431  1.8841
HGSVM 1.0122 1.4138

Table 5.1.4: A comparison of RMSE’s for the satellite reconstructions.
RMSE (x,b)  RMSE (x,X) % Decrease in RMSE

HG (TIK) 0.0870 0.0633 26.67%
HGSV (TIK) - 0.0674 22.53%
HG (TV) - 0.2054 ~136.09%
HGSV (TV) - 0.0428 50.80%
HGSVM - 0.0192 77.93%

5.2 Deconvolution with Cygnus Test Data

The left subfigure in Figure 5.2.1 shows a scene captured by the Cygnus X-ray system
at the Nevada National Security Site. The objects in the scene are used for calibrating
the system. The step wedge is on the left, causing the stacked solid blocks. The
Abel cylinder is in the top middle of the scene, and the cylinder consists of concentric

cylinders of varying densities. The “Pacman” object on the right is made of tungsten,
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Figure 5.2.1: (Left) The 4Kx4K Cygnus test image. The inner red box highlights a
400 x 400 sub-image of interest, and the outer red box highlights a 512 x 512 region
containing the sub-image of interest. (Right) The zoomed in 512 x 512 region with
the 400 x 400 sub-image of interest within the inner red box. For our computations,
we use the larger region which will incur artifacts along its boundaries. We then crop
out the boundaries and take this as the reconstruction for the smaller sub-image.

which blocks all incoming X-rays. This is why the object is completely black in the
captured scene. This image is a 4Kx4K resolution image, which is too large for our
current methods to handle. Therefore, we consider a smaller section to apply the
HGSV and HGSVM algorithms. The smaller red box in the left image is our region
of interest.

The box contains a 400 x 400 sub-image, and is still too large for the algorithms.
While we may not be able to run the algorithms with the full 400 x 400 image, we
can downsample to a coarser version of the image and apply the algorithms to the
approximated sub-image. Another issue is the non-zero boundaries of the sub-image.
Our model assumes zero boundary conditions, so we expect there to be artifacts along
the boundaries as a result. However, we can get around this issue by taking a larger
window that contains the 400 x 400 sub-image, downsample, apply the algorithms

to get reconstructions, and then stripping the boundaries of the reconstruction. We
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Original HG (TIK)

HGSV (TIK)

B

Figure 5.2.2: (Top row) The scaled-down original 100 x 100 Cygnus sub-image; the
mean reconstruction using the standard hierarchical Gibbs sampler with Tikhonov
regularization; the mean reconstruction using the standard hierarchical Gibbs sampler
with TV regularization. (Bottom row) HGSV reconstruction with Tikhonov regular-
ization; HGSV reconstruction with TV regularization; HGSVM reconstruction with
Tikhonov regularization applied to the Abel cylinder section and TV regularization
applied everywhere else.

expand the 400 x 400 window to a 512 x 512 window (outer red box in left subfigure),
and then we downsample the 512 x 512 image to a 128 x 128 image for which our
algorithm is better suited. When scaled down, the sub-image contained in the inner
red box (right subfigure in Figure 5.2.1) is 100 x 100.

Figure 5.2.2 shows the original scaled-down sub-image of interest (top row, first
subfigure) along with HG (TIK/TV), HGSV (TIK/TV), and HGSVM reconstruc-

tions. The blurring matrix is built by estimating the point spread function using the
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methods in [25]. The HG (TIK/TV) samplers fail to produce useful reconstructions,
likely due to the non-zero boundary conditions. However, the HGSV (TIK/TV)
samplers are successful at producing quality reconstructions within the 100 x 100
sub-image. The HGSVM sampler uses Tikhonov in the region containing the Abel
cylinder and TV everywhere else. This choice is based on prior knowledge about the
calibration objects. The Abel cylinder is made up of concentric cylinders; therefore
when X-rayed, the image should show smooth transitions. Table 5.2.1 shows the
mean IACT’s for the M- and §-chains. The HGSV (TIK/TV) and HGSVM samplers
produce chains that are on average close to one, with the exception of the d-chains for
the HGSV (TV) sampler. The mean IACT for the j-chains are approximately 2.15,

but this is due to the sampler struggling within the Abel cylinder region.

Table 5.2.1: A comparison of mean IACT’s for the parameter vectors A and é§ in the
Cygnus reconstructions. The reconstructions HG (TIK/TV) refers to those obtained
from the standard hierarchical Gibbs sampler, and HGSV (TIK/TV) refers to the

reconstructions obtained from the HGSV sampler.

Tx Ts
HG (TIK)  3.8247 6.2562
HGSV (TIK) 1.2673 1.5303
HG (TV) 8.1138 3.6519
HGSV (TV) 1.0759 2.1510
HGSVM 1.0817 1.5276

5.3 Summary

In this chapter we applied the HGSVM model to effectively deblur two simulated im-
ages and a sub-image captured by Cygnus. We determined the partitioning scheme for
the images based on prior knowledge along with the inspection of artifacts in HGSV
reconstructions with Tikhonov or TV priors. For all three images, we generated 1,000
samples and discarded the first 100 for burn-in. The HGSVM reconstructions for the

sphere/rectangle and satellite test images proved to be the most successful, both



CHAPTER 5. NUMERICAL RESULTS 79

qualitatively and quantitatively. For the Cygnus sub-image, the HGSVM reconstruc-

tion seems to be the most successful qualitatively, given our prior knowledge of the

calibration objects.



Chapter 6

Conclusion

In this work, we have introduced a new method (the HGSVM method) that allows not
only the strength, but the type of regularization to vary across an image. We do this
by formulating the deblurring problem in a hierarchical Bayesian framework. Using
the Bayesian paradigm, we are able to let the unknown regularization parameters be
random variables, thus eliminating the need to hand-tune the parameters or choose an
appropriate parameter selection method. The spatially varying parameters, especially
in the case of TV regularization, produces successful reconstructions because the
added noise forces certain regions of the image to require stronger regularization than
others. Having the parameters vary also allows us to effectively mix regularization
methods, which is necessary in the common case of deblurring an image with both
smooth features and edges. The mixing of Tikhonov and TV regularization in an
image is done by creating a logical partitioning vector of 1’s and 0’s. The partitioning
vector is built based on a combination of prior knowledge and heuristics, but we aim
to automate this process in the future.

We were able to successfully implement the HGSVM model on a 400 x 400 sub-
image (scaled down to a 100 x 100 matrix) of a 4Kx4K image captured by Cygnus.

We generated 1,000 samples and discarded the initial 100 samples for burn-in. The
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computed IACT for the spatially varying parameters were, on average, between 1
and 2. This means about every other sample generated from the HGSVM sampler is
independent.

The HGSVM method has proven to be useful in deblurring Cygnus sub-images.
Future work includes fixing the sensitivity of the computed credibility intervals to
the choice of gamma rate parameters from the hyperprior distributions. It would
be incredibly useful to quantify uncertainties in our deblurred images. We also are
interested in adjusting the HGSVM method so it can work on larger scales. To
clarify, we are confident our method can successfully deblur high-resolution images
when given a large storage capacity, as with a supercomputer. We would, however,
like the sampler to work for larger images using a standard laptop. Currently, due
to limited storage capacity, the HGSVM sampler cannot handle images larger than
approximately 200 x 200 on a 2017 Macbook Pro.

We are confident the HGSVM method can be useful in other applications, as well.
The method was built with deblurring Cygnus images in mind; however, it can be
used to solve any linear inverse problem that requires a Tikhonov-type regularization
method, i.e. minimizing the least squares difference between the model and the
data plus a squared 2-norm regularization term. The HGSVM method can provide

meaningful solutions to these types of inverse problems.
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