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Neutron time-of-flight (nTOF) detectors are used to diagnose the conditions present in inertial confinement
fusion (ICF) experiments and basic laboratory physics experiments performed on an ICF platform. The
instrument response function (IRF) of these detectors is constructed by convolution of two components: an
x-ray IRF and a neutron interaction response. The shape of the neutron interaction response varies with
incident neutron energy, changing the shape of the total IRF. Analyses of nTOF data that span a broad
range of energies must account for this energy-dependence in order to accurately infer plasma parameters
and nuclear properties in ICF experiments. This work briefly reviews a matrix multiplication approach to
convolution which allows for an energy-dependent change in the shape of the IRF. This method is applied to
synthetic data resembling symmetric cryogenic DT implosions to examine the effect of the energy-dependent
IRF on the inferred areal density. Results of forward fits that infer ion temperatures and areal densities from
nTOF data collected during cryogenic DT experiments on OMEGA are also discussed.

I. INTRODUCTION

Areal density is a quantity that is used to diagnose
the compressive performance of cryogenic DT inertial
confinement fusion (ICF) experiments. With the recent
development of a second xylene neutron time-of-flight
(nTOF) line of sight (LOS) on OMEGA that uses the
same detector design as an existing OMEGA nTOF,1–3

an additional measurement of backscatter areal density
is now available, enabling more detailed study of implo-
sion symmetry via variations in areal density. This work
briefly details the design of the two xylene nTOF’s on
OMEGA as well as the analysis that is used to infer
backscatter areal density.

Recent developments on the analysis of nTOF data
at OMEGA include analysis over a larger range of en-
ergies (1.5 to 4 MeV) in order to properly characterize
the background as well as the spectrum of backscattered
neutrons. Accurate analysis over this extended range of
energies requires the use of an energy-dependent instru-
ment response function (IRF). In general, the total IRF
is constructed by convolving a measured x-ray IRF with
a neutron interaction response that can be calculated us-
ing a particle transport code such as MCNP.4 Neutrons
of different energies have different transit times across
the detector and deposit different levels of energy in the
detector material, so the shape of the neutron interac-
tion response is energy-dependent. This causes energy-
dependence in the shape of the total IRF. The convolu-
tion operation can be represented as multiplication with a
Toeplitz matrix. Convolution with an energy-dependent
IRF can be therefore be represented as matrix multipli-
cation with a modified Toeplitz matrix in which each
column of the matrix represents a monoenergetic IRF of
a different energy. Further mathematical details of this
method can be found in Ref. 5.
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This forward fit analysis of the areal density has been
benchmarked using synthetic data representing symmet-
ric, isobaric implosions that were generated using the par-
ticle tracking code IRIS3D.6 This method has been ap-
plied to a set of experimental data dating back to early
2019, when the second xylene nTOF LOS came online.

II. DETECTOR DESIGN AND LINES OF SIGHT

Both of the OMEGA nTOF detectors that are used to
infer areal density from backscattered neutrons are liq-
uid xylene detectors. Xylene is used as a scintillator while
photomultiplier tubes (PMT’s) are used as photodetec-
tors. The two detectors have an identical design that is
detailed in Ref. 2 and Ref. 3. Each detector consists of a
20-cm-diam. × 10-cm-thick cylindrical volume of xylene
that is contained within a stainless-steel housing. There
are four windows along the edges of the housing, located
equidistant from one another. A gated PMT is placed on
each of these windows for detection of the scintillation
light that is produced when energy is deposited in the
xylene. The use of four gated PMT’s allows for measure-
ment of the signal over a large dynamic range.1,2 This
large dynamic range enables measurement of the high-
energy (14.03-MeV), high-yield (∼ 1 × 1014) DT neu-
trons in addition to the low-energy DD (2.45-MeV) and
backscattered DT (3- to 4-MeV) neutrons, which typi-
cally have a yield in the 1×1010 to 1×1011 range during
cryogenic DT implosions. The areal density measure-
ment depends upon measurement of the backscattered
DT neutrons as well as the primary DT yield, although
primary DT yield is also measured by several other de-
tectors on OMEGA.

Since it is known that the light output of xylene
changes as the liquid ages and its oxygen level decreases,7

the xylene used in both detectors is replaced with freshly
oxygenated xylene every three months on OMEGA. De-
tector calibration is performed on each cryogenic shot
day using two DD implosions that precede cryogenic DT
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FIG. 1. Schematic showing the two nTOF LOS. The addi-
tional panels show magnified views of the detectors at the
end of the LOS. The green cones show each detector’s LOS
to TCC.

implosions. Calibration is carried out by calculating the
charge detected by a given PMT in response to DD neu-
trons. This charge along with a standard measurement
of DD neutron yield from another detector can then be
used to calculate a charge per neutron at ∼2.45 MeV
(i.e., a calibration constant).3 The standard DD yield
for this calibration comes from a separate detector which
has been cross-calibrated to indium activation measure-
ments and consists of a 40-mm-diam × 20-mm-thick plas-
tic scintillator coupled to a two-stage MCP PMT.8 Once
the calibration constant at 2.45 MeV has been calculated,
it can be scaled by the detector sensitivity and beamline
attenuation — both functions of incident neutron energy
— to determine the charge per neutron at other neutron
energies.9

Each of the detectors is located along a collimated line
of sight. The relative positions of the two detectors are
shown in Fig. 1. The original xylene detector is located
13.4 m from target chamber center (TCC), below the
level of the OMEGA Target Bay. A concrete floor is lo-
cated between the detector and the OMEGA Target Bay,
with a hole bored diagonally through the concrete to give
the detector a clear line of sight to the target chamber.
Within the Target Bay, additional collimation is provided
by a thick plastic block that is located between the target
chamber and the floor and contains a hole that is aligned
with the hole in the concrete floor. The second nTOF
LOS is located 22.1 m from TCC, above the level of the
target chamber. Collimation is provided by a thick con-
crete wall as well as a plastic shield wall monolith. The
13-m LOS is positioned at (θ = 117◦, φ = 162◦) while
the 22-m LOS is positioned at (θ = 79◦, φ = 306◦). Be-
cause of the positions of these two LOS in relation to the
target chamber, the two detectors measure areal density
from two distinct regions of the target. The 13-m de-
tector measures backscattered neutrons from a section of
the upper hemisphere of the target while the 22-m de-
tector measures neutrons backscattered from a section of
the lower hemisphere of the target.

III. DATA ANALYSIS

Analysis of the nTOF data is conducted via forward
fit. The standard forward fit model9 can be written as

V (t) ={[
50 Ω × k × s(E) × a(E) × dN

dE4π

dE

dt

]
⊗ IRF(E, t)

}
+B(t),

(1)

where V (t) represents the fit to the nTOF data in
units of volts, k represents a charge calibration con-
stant in units of nC/neutron, 50 Ω represents digitizer
impedance, s(E) represents detector sensitivity as cal-
culated by MCNP simulations of the xylene detector,
a(E) represents beamline attenuation of neutrons from
the center of the OMEGA target chamber to the detec-
tor as calculated using MCNP simulations of the detector
and the LOS,3 dN

dE4π
represents the total neutron spec-

trum exiting the ICF target into 4π, dE
dt represents the

relativistic Jacobian, IRF (E, t) represents the energy-
dependent IRF, ⊗ represents convolution, and B(t) is a
background model. For these detectors, the background
is represented by an exponential decay function. This
background is mainly associated with the scattering of
DT neutrons on structures near the detector’s LOS.

For this analysis of data from cryogenic DT implosions,
the energy spectrum dN /dE contains contributions from
the DD primary, TT primary, and n(D,p)2n reactions
as well as the neutrons that scatter on D and T within
either the hot spot or the cold fuel shell (nD and nT).
An example of the energy spectra for these components
is shown in Fig. 2. Since areal densities on OMEGA are
relatively low (< 350 mg/cm2), a spectrum for multiple
scatters is not currently included in this model. The
DD spectrum includes parameters for an ion temperature
(i.e., width), magnitude, and mean energy.10 The TT
model comes from the zero-temperature shape inferred
in Ref. 11. The magnitude (or total yield) of the TT
spectrum is determined using the DD:TT reactivity ratio
at the inferred DD ion temperature.

The model spectra for nD and nT elastic single scatters
are built such that

dN

dE nT+nD
= ρL× YDT ×

fT
dσnT

dE + fD
dσnD

dE dE

fTmT + fDmD
. (2)

Note that use of this equation assumes a point source
of neutrons and an infinitesmally thin shell. The model
for the n(D,p)2n spectrum comes from the cross sections
inferred in Ref. 12. This spectrum also scales with areal
density. The total spectrum is similarly calculated such
that

dN

dE n(D,2n)p
= ρL× YDT ×

fD
dσn(D,2n)p

dE dE

fTmT + fDmD
. (3)
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FIG. 2. IRIS3D neutron energy spectrum for an iso-
baric, symmetric areal density profile of fuel composition
50% D/50% T, 2 keV ion temperature, and shell ρR =
100 mg/cm2.
Reproduced from Mohamed et al., J. Appl. Phys., 128,
214501 (2020), with the permission of AIP Publishing

In this model, it is assumed that the nT and nD elas-
tic single scatters and the n(D,2n)p component all rep-
resent the same areal density. The TT, n(D,2n)p, nD
single elastic scatter, and nT single elastic scatter shapes
are convolved with a DT spectrum modeled at the in-
ferred DD ion temperature in order to incorporate ther-
mal broadening.

As previously mentioned, the analysis of nTOF data
from cryogenic implosions spans a range from 1.5 to 4
MeV. Analysis over this wide range of energies allows for
more accurate determination of the background. This
also allows for simultaneous determination of the DD
ion temperature, which directly affects the inferred back-
ground and areal density due to its effect on the magni-
tude of the TT spectrum. Because this analysis spans
a wide range of energies, it is most accurate to use an
energy-dependent IRF as detailed in Ref. 5.

The final fit has six parameters. There are four pa-
rameters related to the neutron energy spectrum: DD
ion temperature, DD mean energy, DD yield, and areal
density. The background is modeled as an exponential
decay. The remaining 2 parameters in the forward fit
are the magnitude and time decay constant for the back-
ground. The final backscatter areal density is calculated
by inverting Eq. 2 such that

ρL =
YnT+nD

YDT

fTmT + fDmD∫ 4 MeV

3.3 MeV
[fT

dσnT

dE + fD
dσnD

dE ]dE
(4)

where YnT+nD =
∫ 4 MeV

3.3 MeV
dN
dE nT + nD

dE and the inte-

grated energy spectra are the best-fit spectra for the elas-
tically scattered nD and nT neutrons. Note that this
analysis focuses on the backscattered nT neutrons by in-
tegrating over 3.3 to 4 MeV.

IV. APPLICATION TO SYNTHETIC DATA

This analysis has been benchmarked using synthetic
data that represent symmetric, isobaric implosions. The
neutron energy spectra were generated using an ice block
model in IRIS3D.6 Synthetic data were then generated
by propagating the simulated neutron energy spetrum
through Eq. (1) with a calibration and attenuation rel-
evant to the original xylene detector, which is located
beneath the target bay at 13.4 m from TCC. The syn-
thetic data are voltages as a function of time, which re-
semble experimental nTOF data. The data set involved
here represents isobaric 2-keV implosions with shell areal
densities (i.e., ρR values) from 50 to 250 mg/cm2.

Note that ρL (as used in Eqs. 2-4) denotes the total
(hot spot + shell) areal density as encountered by a neu-
tron that may originate at any point within the hot spot
and may scatter at any point within either the hot spot
or the shell, traversing a distance that is unlikely to be
equal to the shell’s thickness (R).13 In contrast, ρR de-
notes the areal density relevant to a radial path through
the cold fuel shell alone. The analysis of nTOF data dis-
cussed here can only infer the total areal density (ρL).
Similarly, IRIS3D models the realistic paths that neu-
trons may take as they scatter in a target of given hot
spot and shell densities and dimensions, so the energy
spectra produced by these simulations represent the ρL
instead of the ρR. ρR quantities were used only to de-
termine the appropriate input densities of the shell and
hot spot in the ice block model such that the IRIS3D
simulations represent isobaric implosions.

The forward fit to the synthetic data was carried out
as detailed in the previous section, using the region of
the time-resolved synthetic data corresponding to 1.5 to
4 MeV. As expected, the inferred ρL from the forward
fit is different than the input shell ρR used to set up the
ice block model because scattered neutrons generally tra-
verse a distance that is not equal to the radial thickness
of the shell.13 When the energy-dependent IRF is used,
the ρL inferred from the forward fit agrees with the ρL
calculated directly from the IRIS3D energy spectra al-
most exactly. The relationship can be quantified using
a linear fit as shown in Fig. 3. The linear fit to the ρL
inferred by the forward fit to synthetic data vs. the ρL
calculated directly from the IRIS3D energy spectra gives
a slope of 1 and an intercept < 1 mg/cm2.

If either the 2.45-MeV or 3.5-MeV monoenergetic IRFs
is used, ∼2 % inaccuracy is introduced. The comparison
between the forward fit with the energy-dependent IRF
and the forward fits with the two monoenergetic IRFs is
summarized in Table I. This is a relatively small inac-
curacy with the current analysis spanning 1.5 to 4 MeV
because the only sharp features within this region are the
DD signal (2.45 MeV) and the nT edge (3.5 MeV), which
are relatively close in energy. For these detectors, the dif-
ference in the width of the IRF is relatively small between
these two energies (∼0.7-ns difference in FWHM). The
inaccuracy introduced with the use of a monoenergetic
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FIG. 3. Linear fit to inferred ρL from the forward
fit using the energy-dependent IRF vs. ρL
calculated from the raw IRIS3D energy spectra
along with Eq. 4. Best-fit parameters from this
linear fit are detailed in Table I.

IRF Slope Intercept

Energy-dependent 1.000 ±0.001 0.713 ±0.174

2.45-MeV monoenergetic 0.983 ±0.001 0.395 ±0.141

3.5-MeV monoenergetic 0.981 ±0.001 1.777 ±0.251

TABLE I. Best-fit parameters for a linear fit to inferred ρL
from the forward fit to synthetic nTOF data vs. ρL calcu-
lated directly from the IRIS3D energy spectra. Three differ-
ent IRF’s were used in the forward fit: the energy-dependent
IRF, the 2.45-MeV monoenergetic IRF, and the 3.5-MeV mo-
noenergetic IRF. For this particular detector, the 2.45-MeV
monoenergetic IRF is ∼0.7 ns larger in FWHM than the
3.5-MeV monoenergetic IRF.

IRF is expected to grow substantially if the range of the
fit is extended to 9 MeV, although the exact magnitude
of the effect has not yet been predicted because a more
advanced energy spectrum model and a different method
of determining the background will likely be required to
reach this goal.

The forward fit described above is designed to be ap-
plicable for approximately symmetric implosions. Asym-
metric implosions, however, can be more complicated.
Since the n(D,p)2n spectrum is known to be forward-
peaked while this analysis focuses on the elastically
backscattered nD and nT neutrons, these spectra would
not realistically scale by the same areal densities as this
analysis assumes if the implosion is asymmetric.14 Simi-
larly, the region beneath the backscatter nT edge corre-
sponds to forward-scattered nD neutrons, so the scaling
of the nT and nD contributions at ∼3.5 MeV may change
with symmetry.

It is assumed that the differences between the realistic
asymmetric spectrum and the modeled symmetric spec-
trum will go into the “background” component of the
forward fit model. It is for this reason that the back-

ground is not fixed. Changes in the “background” (i.e.,
a total background that originates from environmental
scattering + any asymmetric contributions) have been
observed in experimental data. The most obvious sig-
nature of a change in the total background is a change
in the magnitude of the yield- and calibration-normalized
signal in between the nT backscatter edge (3.5 MeV) and
the DD primary neutrons (2.45 MeV). This area of the
signal is dominated by the background from environmen-
tal scattering and the n(D,2n)p spectrum, TT primary
neutrons, and forward-scattered nD neutrons. In order
to further study this effect, a similar study of asymmetric
synthetic data is underway.

V. EXPERIMENTALLY MEASURED VARIATIONS IN
AREAL DENSITY

The current analysis using the fit for background pa-
rameters along with the symmetric nT elastic scatter, nD
elastic scatter, and n(D,2n)p components has been ap-
plied to cryogenic data dating back to early 2019 (when
the second nTOF LOS came online on OMEGA). An ex-
ample fit to experimental data from the 13-m detector is
shown in Fig. 4a. Fig. 4b shows the inferred areal densi-
ties from both detectors for a representative set of shots.
With the standard beam pointing procedure and no im-
posed target offset, the 22-m LOS, which views part of
the lower hemisphere of the target, sees an average of 20
mg/cm2 lower than the 13-m LOS, which views part of
the upper hemisphere of the target. Variations in these
inferred nTOF areal densities are consistent with mea-
sured variations in ion temperature.15

As shown towards the right in Fig. 4b, this trend has
been reversed with intentionally imposed target offsets
based on measured flow velocities. In other instances,
strategic target offsets based on flow velocity15–17 have
been used to minimize the areal density asymmetry. The
ability to minimize or reverse the direction of the areal
density asymmetry indicates that the areal density mea-
surement responds as expected when a mode-1 pertur-
bation is minimized or reversed in direction. These in-
stances of minimized differences in areal densities along
the two LOS correspond to shots with minimal ion tem-
perature asymmetries as well as small flow velocities.17

VI. CONCLUSIONS

This work describes the analysis of nTOF data from
cryogenic DT experiments with an updated analysis
which uses an energy-dependent IRF and an extended
range of fitting (1.5 to 4 MeV). This analysis is used
to infer the areal densities for OMEGA cryogenic implo-
sions. The energy-dependent IRF has only a small effect
on the inferred areal density within the current range of
fitting, but will be increasingly important as the range of
the fit is extended. This method is applied as a backscat-
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FIG. 4. (a) Example of a forward fit to experimental data
for the 13-m detector. (b) Areal densities for several shots as
inferred by the forward fit outlined in this work. The 22-m
LOS generally infers about 20 mg/cm2 lower than the 13-m
LOS. With imposed target offsets based on the measured flow
velocities, the direction of the asymmetry can be reversed or
the asymmetry can be minimized.

ter areal density measurement on two detectors along two
different LOS. The experimental data reveals that there
is often a mode-1 asymmetry in areal density, though
this can be minimized with strategically imposed target
offsets based on measured flow velocities.

Future work will include further benchmarking of this
analysis with asymmetric synthetic data. This will test
the current handling of the background as well as the
scaling of the different components [i.e., nT elastic scat-
ters vs. nD elastic scatters vs. n(D,2n)p, which originate
from different parts of the shell] and should additionally
reveal any sensitivities of the current analysis to the ex-
act shape of the nT, nD, and n(D,2n)p spectra under
asymmetric conditions.
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