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Session 1: ICT Systems: Fundamentals @

and Application Drivers @@
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Transition from compute-centric to data-centric
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much lower rate than computing

@ Computation is ‘free’, communication is expensive

@ Limits on accelerators! J[ Software is KingJ [@ Emphasis on SW-HW codesign
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ﬁ Three Cornerstones of Computing
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(data movement)




ﬁ Three Cornerstones of Computing

Computation is free!

Memory and communication are expensive...
Emphasis on SW-HW codesign
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Session 2: Impact of emerging device technologies
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Integration nonvolatile memory in compute node
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\

i ™4
{@ Analog photonic computing J [@ Cryogenic computing 1 @ Compute in interconnects
* -
4 N
@ Compute in memory

1 7
[ Moore’s law doesn’t end with siIicon!}




®

Brain computes BOTH with interconnects and
with memory

In the human brain, the distribution of Ca ions in dendrites represents a crucial variable for processing and
storing information.

Ca ions enter the dendrites through voltage-gated channels in a membrane, and this leads to rapid local
modulations of calcium concentration within dendritic tree

[ DENDRITES ARE LIKE
MINI-COMPUTERS IN
YOUR BRAIN  source: oy

S. L. Smith et al, “Dendritic spikes enhance stimulus selectivity in cortical
neurons in vivo”, Nature 503 (2013) 115

C. Koch, “Computation and single neuron”, Nature 385 (1997) 207
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Session 3: Brain-inspired computing
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We can do both! naturally ‘spike-based’

[@ High-dimensional representation J [@ Supercompression of information: 1:105}
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Session 4: Al Engines
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@ Needed: Edge Al J [@ Analog vector-matrix multiplication J
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@ Rapid increase in model sizes leads to Al needs more computel

memory capacity and bandwidth demand pute:

@ Need: More ‘intelligent’ Al (beyond Can ‘general purpose’ Al hardware in the future be more
pattern recognition) energy efficient on a global scale than CPU-based systems?
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ﬁ Session 5: Large-scale Quantum Computing
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Current status: 72 qubit system (Google) 1
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@ Needed: error-corrected qubits J
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Electronic interfaces for quantum processors J




