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We show how to construct a linearly independent set of antisymmetrized geminal power (AGP)
states, which allows us to rewrite our recently introduced geminal replacement models as linear
combinations of non-orthogonal AGPs. This greatly simplifies the evaluation of matrix elements
and permits us to introduce an AGP-based selective configuration interaction method, which can
reach arbitrary excitation levels relative to a reference AGP, balancing accuracy and cost as we see
fit.

I. INTRODUCTION

Most wave function methods require expanding the
wave function in a many-body basis. The basis of a
many-electron wave function is typically chosen as a
set of orthonormal Slater determinants, constructed as
particle-hole excitations out of a reference determinant.
This approach has the advantage that the Hamiltonian
matrix is sparse, matrix elements are easy to compute,
and for weakly-correlated systems, the expansion coef-
ficients can be factorized using, e.g., some variant of
coupled cluster theory.1 For strongly-correlated systems,
however, Slater determinants and, in turn, molecular or-
bitals are not the most efficient basis and building blocks,
respectively. While we can, in principle, use any basis we
wish, we often resort to Slater determinants even when
they may not be optimal, largely because there are not
many alternatives that facilitate easy computation.

In a series of papers,2–6 our group has explored aban-
doning Slater determinants as the many-electron ba-
sis and proposed instead working with wave functions
where the basic building blocks are two-electron functions
called geminals,7 instead of one-electron spin-orbitals.
Specifically, the exact wave function can be written in
the basis of identical geminal product states known as
the antisymmetrized geminal power (AGP),8 which can
be obtained as the number-projected Bardeen-Cooper-
Schrieffer (PBCS) wave function.9 AGP is variationally
more flexible than a Slater determinant and is the sim-
plest wave function supporting off-diagonal long-range
order in a number-conserving framework.10

The question then becomes how one is to correlate
AGP. One possibility is what we call a symmetry break-
correlate-project approach11–16 in which we first correlate
the symmetry-broken BCS mean-field, then project the
resulting correlated wave function. Alternatively, we can
imagine a symmetry break-project-correlate technique in
which we directly correlate an AGP state, essentially by
expanding the wave function in terms of AGP and states
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replacing one or more geminals.4 While this construction
works well and accurately describes strong pairing inter-
actions, it becomes increasingly challenging as we replace
more geminals.

In this paper, we explore an alternative perspec-
tive. Rather than writing the wave function in terms
of AGP and operators that replace geminals, we write
the wave function as a linear combination of AGPs (LC-
AGP),4,17,18 which has the advantage that matrix ele-
ments between two different AGP states are simple. LC-
AGP is related to the symmetric tensor decomposition
of the exact wave function,4,17 and non-orthogonal con-
struction of AGP bases is natural due to the close con-
nection between AGPs and elementary symmetric poly-
nomials (ESPs).19

Given a set of AGPs, optimizing the expansion coef-
ficients in LC-AGP is easily done as a non-orthogonal
configuration interaction.20 On the other hand, optimiz-
ing the geminals of the AGPs is quite difficult; the prob-
lem becomes somewhat akin to that of a non-orthogonal
multi-configurational self-consistent field.21 Numerical is-
sues with full variational optimization of LC-AGP, which
would require optimizing both configuration and geminal
coefficients of individual states, have been observed in the
literature.4,17

For this reason, we pursue a different goal in this
paper. Rather than optimizing AGP states in an LC-
AGP, we wish to construct a linearly independent set
of non-orthogonal AGP states such that the LC-AGP
identically reproduces the geminal replacement theories
we have considered in previous work. This would al-
low us to develop a selective configuration interaction
(SCI)22,23 algorithm designed for a non-orthogonal man-
ifold to variationally approximate different geminal re-
placement methods using as few AGPs as possible. To
the best of our knowledge, all of the SCI schemes in the
literature are concerned with orthonormal Slater deter-
minants, except one in which orthonormal cluster states
were employed as the many-electron basis.24

This paper is organized as follows. In section II, we
present the LC-AGP wave function. Section III discusses
construction of the aforementioned linearly independent
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non-orthogonal set of AGPs. In section IV, we show how
to remove energetically less important states before con-
cluding in section V.

II. LC-AGP

An AGP state with n electron pairs is defined as

|n; µ〉 =
1

n!

(
Γ†µ
)n |−〉, (1)

where µ labels this AGP amongst a manifold of AGPs,
|−〉 represents the physical vacuum state, and Γ†µ is a
geminal creation operator, which in its canonical basis
can be expanded as

Γ†µ =

m∑
p=1

ηµp P
†
p , (2)

where m is the number of spatial orbitals, ηµp is the p-th
geminal coefficient of this AGP, and

P †p = c†p c
†
p̄ (3)

is the pair creation operator. Here, c†p is a fermion
creation operator and spin-orbitals p̄ and p are paired,
i.e., they are defined by conjugate pairs in the canonical
unitary congruence transformation of an antisymmetric
matrix.3,25 For notational simplicity, we will use |n; µ〉
and |µ〉 interchangeably to denote an AGP. The state |n〉
without additional indices should be understood as the
reference AGP state.

The LC-AGP wave function is

|Ψ〉 =

R∑
µ=1

Cµ |µ〉, (4)

where R is the number of AGPs and an n-pair AGP |µ〉
is created by the geminal creation operator defined in
eq. (2). Given a set of AGPs, the LC-AGP coefficients
Cµ can be solved as a generalized eigenvalue problem

H C = M C E, (5)

where

Hµν = 〈µ|H |ν〉, (6a)

Mµν = 〈µ|ν〉, (6b)

and E is a diagonal matrix containing the ground and
excited state energies, and the columns of C are the cor-
responding LC-AGP coefficients.

The AGP wave function of eq. (1) has seniority
symmetry,9 which means that all electrons are paired.
Previous work has shown that seniority can be a use-
ful tool for organizing Hilbert space in the presence
of strong correlation.26–28 Doubly-occupied configura-
tion interaction (DOCI),29–32 the most general zero-
seniority wave function, can account for a large frac-
tion of the correlation energy in many strongly-correlated

systems.26,27,33–35 In this work, we will be attempting to
reach DOCI accuracy with AGP-based methods. How-
ever, DOCI has combinatorial cost, so benchmark DOCI
results are computationally demanding.

We therefore limit ourselves to the pairing or reduced
BCS Hamiltonian,

H =
∑
p

εp Np −G
∑
pq

P †pPq, (7)

where indices p and q label spatial orbitals or levels, the
one-body interaction is assumed to be εp = p, and the
two-body interaction may be repulsive (G < 0) or attrac-
tive (G > 0); Pq is a pair annihilation operator and is the
adjoint of the pair creation operator P †q of eq. (3), and
the number operator Np is defined as

Np = c†p cp + c†p̄ cp̄. (8)

The pair and number operators form a representation of
generators of the su(2) algebra

[P †p , Pq] = δpq (Np − 1), (9a)

[Np, P
†
q ] = 2 δpq P

†
q . (9b)

Although simplistic, this Hamiltonian shows non-trivial
physics in the attractive regime,36 which traditional
quantum chemistry methods fail to describe.36–38 In con-
trast, AGP and AGP-based methods are able to capture
most of the correlation energies systematically.2–6

Because the reduced BCS Hamiltonian has seniority
as a symmetry, it is exactly solved by DOCI. However,
the Hamiltonian is exactly solvable through a set of non-
linear Richardson-Gaudin equations,39–41 which give ac-
cess to exact energies even when the number of levels is
large. The eigenstates of this Hamiltonian, also known
as Richardson-Gaudin states, have been used to approx-
imately solve the molecular Hamiltonian.42–45

As we have noted, LC-AGP requires us to compute
overlaps between AGPs to build the metric M, and we
need transition reduced density matrices (RDMs) be-
tween different AGPs to compute the Hamiltonian matrix
H. For the reduced BCS Hamiltonian of eq. (7), we need

Z1,1
µν,p = 〈µ|Np |ν〉, (10a)

Z0,2
µν,pq = 〈µ| P †pPq |ν〉, (10b)

so that the Hamiltonian matrix is

〈µ|H |ν〉 =
∑
p

εp Z
1,1
µν,p −G

∑
pq

Z0,2
µν,pq. (11)

The AGP overlaps and transition RDMs can be com-
puted as ESPs.19 The computational complexity for M
and H are O(mR2) and O(m4R2), respectively. In the
regime where all ηµ coefficients are different, the lat-
ter can be reduced to O(m3R2) via the reconstruction
formulae, in which higher-order RDMs are expressed as
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linear combinations of lower-order ones.19 Relevant ex-
pressions are presented in Appendix A 1. Alternatively,
we may express the AGPs as PBCS states and evaluate
the AGP transition RDMs as BCS transition RDMs inte-
grated over a gauge angle; see Appendix A 2. The costs of
computing M and H scale as O(lmR2) and O(lm2R2),
respectively, where l denotes the size of the numerical
quadrature for the gauge integration. In fact, we can
evaluate Z11 in O(lmR2) and then H in O(m2R2) by
combining the ideas discussed above.

The most general seniority-zero geminal product wave
function, the antisymmetrized product of interacting
geminals (APIG)33,46,47

|APIG〉 =

n∏
µ=1

Γ†µ |−〉 (12)

is a promising wave function for strong correlation. In
general, APIGs are computationally complex to work
with since the expansion coefficients of an APIG in a
Slater determinant basis are permanents.33,47,48 How-
ever, an arbitrary APIG for n pairs can be expressed
as a sum of 2n−1 non-orthogonal AGPs, as shown in
the Appendix of Ref. 4. Incidentally, the exact ground
state of the reduced BCS Hamiltonian is a special form of
APIG,3,47 which means 2n−1 non-orthogonal AGPs are
in principle enough to find the exact ground state of the
reduced BCS Hamiltonian. In general, these AGPs have
complex-valued geminal coefficients, and their optimiza-
tion is exceptionally cumbersome. In this work, we prefer
to avoid these difficulties by working with a fixed basis
of AGPs, the construction of which we will now describe.

III. GENERATING AGP STATES

Here we show how to construct a linearly independent
non-orthogonal set of AGPs from any reference AGP. We
will first discuss the construction and then discuss how
to reproduce different geminal replacement models with
LC-AGP.

A. Cosenior transformation of AGP

As shown in Ref. 6, one AGP can be transformed to
another with modified geminal coefficients via

|n; µ〉 = eJ
µ
1 |n〉, (13)

where

Jµ1 =
∑
p

sµp Np, (14)

with the corresponding geminal coefficient transformed
as

ηµp = e2sµp ηp = αµp ηp. (15)

Conversely, any AGP |n; µ〉 can be generated from a ref-
erence AGP |n〉 through eq. (13), provided that sµp is
complex-valued and |n; µ〉 and |n〉 are cosenior, i.e., they
share the same canonical orbitals or natural orbitals of
the geminal. Eq. (13) for cosenior AGPs can be consid-
ered as an analogue of the Thouless theorem for Slater
determinants.49

By expanding the exponential of Jµ1 in eq. (13), it is
straightforward to show that the new AGP can be gen-
erated by acting a product of shifted number operators
on the reference AGP

|n; µ〉 = ξ
∏
p

(
Np + βµp

)
|n〉, (16)

where

βµp =
2

αµp − 1
, (17a)

ξ =
∏
p

1

βµp
. (17b)

We have used the fact that different number operators
commute and

N2
p = 2Np (18)

for seniority-zero states. When sµp = 0 for a given p,
αµp = 1 and βµp is not well defined, but eq. (16) still holds
after removing the p-th factor from the product sequence.
We refer to the remaining αµp and βµp as pivots and shifts,
respectively.

Here we provide an alternative perspective on the same
transformation. An m-level, n-pair AGP can be repre-
sented as an m-variable, n-degree ESP50 of ηp P

†
p acting

on the vacuum

|n〉 =
∑

1≤p1<···<pn≤m

ηp1 · · · ηpn P †p1 · · ·P
†
pn |−〉 (19a)

= Smn ({ηpiP †pi | 1 ≤ i ≤ n}) |−〉 (19b)

since all the pairing creation operators commute with
each other. Using the recursion formula of an ESP,51,52

we can partition any AGP as

|n〉 = ηp P
†
p |n− 1〉−p + |n〉−p, ∀ p. (20)

Here the subscript −p means that the level p is excluded
from the AGP expansion in eq. (19a). Eq. (20) and the
commutation relation of eq. (9b) imply that

(Np + βµp ) |n〉
= (2 + βµp ) ηp P

†
p |n− 1〉−p + βµp |n〉−p (21a)

= βµp
[
(1 +

2

βµp
) ηp P

†
p |n− 1〉−p + |n〉−p

]
. (21b)

Thus, shifting Np by βµp pivots the corresponding geminal
coefficient ηp by

αµp = 1 +
2

βµp
, (22)
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corroborating eqs. (13)-(17).
To systematically generate manifolds spanning the

DOCI space, we consider AGPs generated by k shifted
number operators

|n; p1 · · · pk〉 = ξ′
k∏
i=1

(
Npi + βµpi

)
|n〉, (23a)

ξ′ =

k∏
i=1

1

βµpi
, (23b)

where the index µ should be understood as a composite
index of p1 · · · pk.

A few remarks are in order. First, when all the
shifts are zero, eq. (23a) is not normalizable according to
eq. (23b) and therefore not an AGP; nevertheless, it be-
comes an antisymmetrized product of k doubly-occupied
orbitals and geminal power of (n− k) pairs

ξ′′Np1 · · ·Npk |n〉 =
1

(n− k)!

( k∏
i=1

P †pi
) (

Γ†
)n−k |−〉 (24)

with the normalization factor

ξ′′ =

k∏
i=1

1

2 ηpi
. (25)

Eq. (24) is a basis state of a Jk-CI wave function

|Jk-CI〉 =
∑

p1<···<pk

Sp1···pk Np1 · · ·Npk |n〉, (26)

or equivalently, a k-th order geminal replacement (k-GR)
model

|k-GR〉 =

r∑
µ=1

λµ
(
Γ†µ
)k |n− k〉, (27)

where the coefficients Sp1···pk and λµ are related by a
symmetric tensor decomposition and r is the symmteric
rank of the tensor S.4 Second, regardless of the choice of
the shifts, the number of states generated by eq. (23a) is(
m
k

)
, which equals the dimensionality of the Jk-CI mani-

fold. Third, using the theorem in the Appendix of Ref. 6,
it can be readily shown that |n; p1 · · · pk〉 is contained in
the Jk-CI manifold. Consequently, the

(
m
k

)
states gen-

erated by eq. (23a) span the Jk-CI manifold as long as
they are linearly independent. We have indeed observed
that a wave function of the form

|Ψ1〉 =
∑

p1<···<pk

Cp1···pk |n; p1 · · · pk〉 (28)

reproduces Jk-CI energies when the set of AGPs are lin-
early independent. However, linear independence is not
always guaranteed, as discussed in Appendix B. Thus,
our next task is to modify the construction in such a way
as to assure linear independence.
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FIG. 1: Schematic examples of AGP vectors for
different elementary manifolds, for m = 4. Here the
first level is frozen, but freezing any level would be
equivalent. The scalars ηµp may all be different.

B. The freeze-and-pivot construction

We have observed that one way to get a linearly in-
dependent set of AGPs is to freeze an arbitrary level,
excluding it from being pivoted. This is understandable
since all the cases of accidental linear dependence exam-
ined in Appendix B are consequences of AGP being an
eigenfunction of the total number operator

N =

m∑
p=1

Np, (29a)

N |n〉 = 2n |n〉. (29b)

Freezing one level prevents the total number operator
from appearing in a linear combination of AGPs of the
form given in eq. (23a). For simplicity, we freeze the first
level from now on, and define the elementary manifolds
using
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FIG. 2: Total energy errors (Emethod − Eexact) for
different composite manifolds, compared against AGP
and various Jk-CI methods. The system is half-filled
12-level reduced BCS Hamiltonian with critical G value,
Gc ∼ 0.3161. G/GC > 1 is the strong correlation regime
for attractive interactions.
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FIG. 3: Metric matrix heat-maps covering reference AGP to elementary quadruples manifolds (i+s+d+t+q) for the
half-filled 16-level reduced BCS Hamiltonian with G = 0.30 (GC ∼ 0.2866). The left and right panels correspond to
sign-flip and zero-pivot manifolds, respectively. Only absolute values of the matrix elements are plotted for the
sign-flip manifolds. For the sign-flip case, only neighboring elementary manifolds may combine to generate linearly
independent AGPs whereas combination of any two elementary manifolds generate linearly independent AGPs for
the zero-pivot construction. Combinations of more than two elementary manifolds would introduce linear
dependence unless some states are removed.

• reference AGP (i): |n〉,

• elementary singles (s): {|n; p〉 | 1 < p ≤ m},

• elementary doubles (d): {|n; pq〉 | 1 < p < q ≤ m},

and so on. Figure 1 presents an illustration of different
elementary manifolds.

Numerical tests also suggest that for any choice of piv-
ots αµp (or equivalently, shifts βµp ), the AGPs in a given
elementary manifold are linearly independent of those in
a neighboring manifold. We thus define composite man-
ifolds using

• composite singles (S): reference + elementary sin-
gles (i + s),

• composite doubles (D): elementary singles + ele-
mentary doubles (s + d),

• composite triples (T): elementary doubles + ele-
mentary triples (d + t),

TABLE I: Percentage of off-diagonal metric elements
with absolute values > 10−3, for the zero-pivot
composite manifolds. The system is the half-filled
20-level reduced BCS Hamiltonian (GC ∼ 0.2674).

G S D T Q

-0.60 100.00 79.52 45.40 19.82

-0.30 88.95 55.03 27.40 13.69

0.30 100.00 81.42 52.35 27.64

0.60 100.00 99.83 92.31 69.52

and so on. In general, a state in the k-th order composite
manifold can be written as

|Ψ2〉 =
∑

1<p1<···<pk−1≤m

Cp1···pk−1
|n; p1 · · · pk−1〉 (30)

+
∑

1<p1<···<pk≤m

Cp1···pk |n; p1 · · · pk〉. (31)

"M16N8_Ham_Pivot0_p3" u 1:(-$2):3

 0

 20

 40

 60

 80

 100

 120

 140

FIG. 4: Hamiltonian matrix heat-map for the zero-pivot
manifolds, covering AGP to elementary quadruples
manifolds (i+s+d+t+q). The system is half-filled
16-level reduced BCS Hamiltonian with G = 0.30
(GC ∼ 0.2866). Only absolute values of the matrix
elements are plotted.
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The dimensionality of this manifold is(
m− 1

k − 1

)
+

(
m− 1

k

)
=

(
m

k

)
, (32)

identical to that of Jk-CI. We have numerically verified
the equivalence between the k-th order composite mani-
fold and Jk-CI by comparing ground state energies after
variation. We show examples of such equivalences in fig-
ure 2. LC-AGP energies with the composite singles man-
ifold coincide with the reference AGP, because J1-CI does
not improve the variationally optimized AGP (although
this is not necessarily true when the reference AGP is
not optimized). It should also be noted that the highest-
order composite manifold (k = n) reproduces DOCI or
exact energies for the reduced BCS Hamiltonian, even
when the reference AGP is not optimized.

A few special choices of pivots (or equivalently, shifts)
are worth some discussion. When all the pivots are −1
(shifts are −1), we get the sign-flip manifolds, and the
AGP vectors, in this case, resemble the power sum de-
composition columns of an ESP.53,54 When all the pivots
are zero (shifts are −2), the AGPs of zero-pivot man-
ifolds amounts to a reduction of levels from the AGP
expansion defined in eq. (19a). The (−2)-shift and zero-
shift (eq. (24)) manifolds represent two limiting cases of
eq. (21b) since only one term is present in either case.
These two shifts are also unique because, in their case,
combined states from any two elementary manifolds are
observed to form a linearly independent set, not just the
neighboring ones.

The construction described in this section is one of the
two main results of this paper. We have observed that
the procedure outlined above permits us to construct a
linearly independent non-orthogonal set of AGPs, even
when we work with different sets of shifts or pivots. By
choosing the appropriate set (e.g., composite doubles) we
can exactly reproduce the corresponding geminal replace-
ment models. The simplicity of evaluating the required
matrix elements would permit us to consider fairly com-
plicated theories which replace a large number of gemi-
nals, but such theories yield large Hamiltonian and met-
ric matrices. Thus we now turn our attention to pruning
the LC-AGP basis in a selective CI (SCI) approach, men-
tioned in Section I. We discuss this in Section IV.

IV. SCI WITH AGP STATES

Although LC-AGP wave functions with different pivots
are variationally equivalent, the constructed spaces may
have different properties. For example, in figure 3, we
compare the metric matrices resulting from sign-flip and
zero-pivot manifolds, and clearly, they have different met-
ric densities. In addition to the unique relations between
the elementary manifolds discussed in Section III B, the
zero-pivot metric is moderately sparse for systems that
are not too strongly interacting. Using zero pivots is the
simplest way to ensure that the sparsity of the metric

increases for higher-order manifolds, as shown in table I
and figure 3. The Hamiltonian matrices follow similar
patterns to the corresponding metrics, and one example
is shown in figure 4 for the zero-pivot case.

We use these to our advantage. Using zero-pivot man-
ifolds, we formulate a SCI algorithm which selects ener-
getically important states from a given set of AGPs. The
procedure is outlined below:

• partition the AGPs into model and candidate
spaces,

• do LC-AGP with the model space states,

• decide if a state from the candidate space should
be chosen,

• update model space if a new state is chosen,

• do LC-AGP with the new model space states,

• continue until all the trial states from the candidate
space are tested.

The SCI method for LC-AGP is different from
determinant-based SCI in certain important ways. The
constituent AGPs are non-orthogonal. In particular, the
AGPs from higher elementary manifolds are related to
those from the lower manifolds, a consequence of the
AGP partition introduced in eq. (20). By a dimension-
ality argument, AGPs from more than two neighboring
elementary manifolds are linearly dependent, so the se-
lection procedure must make sure that some of them are
excluded. In order to guarantee linear independence nu-
merically, we do not include a normalized trial state |χ〉
from the model space if the norm of its projection Q |χ〉
off the model space is smaller than a metric threshold,
m0. More precisely, we avoid selection of |χ〉 from the
model space if

〈χ|Q |χ〉 < m0. (33)

If Q |χ〉 is linearly independent to the model space, we
add it to the model space if it lowers the energy sig-
nificantly at lead order, using a Hamiltonian threshold,
h0. For more details, see Appendix C. Using smaller m0

i + s d t q

SCI-D SCI-Q

SCI-T

FIG. 5: Hierarchy of SCI methods based on a common
initial model space (i+s) and different candidate spaces.
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FIG. 6: SCI results for the half-filled 12-level reduced BCS Hamiltonian with G = 0.60 (GC ∼ 0.3161). The
Hamiltonian threshold is constant at 10−12 for all the methods. The x-axes for both the panels are functions of
metric thresholds, m0. In the y-axis of the left panel, we plot total energy errors (Emethod −Eexact) for different SCI
methods. In the y-axis of the right panel, we plot the fractions of AGPs selected from different elementary
manifolds. For example, the label ‘d’ represents fraction of AGPs selected from the elementary doubles, which is
same for all the SCI methods for a given m0. There are total 55, 165, and 330 states in elementary singles, doubles,
and triples, respectively.
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FIG. 7: SCI results for the half-filled 16-level reduced BCS Hamiltonian with G = 0.60 (GC ∼ 0.2866). The metric
threshold is constant at 10−4 for all the methods. The x-axes for both the panels are functions of Hamiltonian
thresholds, h0. In the y-axis of the left panel, we plot total energy errors (Emethod − Eexact) for different SCI
methods. In the y-axis of the right panel, we plot the fractions of AGPs selected from different elementary
manifolds. For example, the label ‘d’ represents fraction of AGPs selected from the elementary doubles, which is
same for all the SCI methods for a given h0. There are total 105, 455, and 1365 states in elementary singles,
doubles, and triples, respectively.

and h0 values, i.e., tighter thresholds, we expect the SCI
procedure to select more states while ensuring better ac-
curacy.

We have chosen the initial model space to be composite
singles so that the SCI energies remain at least as accu-
rate as the reference AGP energies. Depending on the
candidate space, as illustrated in figure 5, the SCI meth-
ods are called SCI-D, SCI-T, and SCI-Q, respectively.
We choose to test candidate AGPs beginning from the

lower-order elementary manifolds. As a result, for given
m0 and h0, SCI-D is contained in SCI-T, which in turn
is contained in SCI-Q.

Choosing a suitable metric threshold is important for
ensuring linear independence in the model space while
not excluding potentially important trial states. Test
calculations shown in figure 6 suggest that, given a tight
Hamiltonian threshold of 10−12, SCI with increasingly
tighter metric threshold rapidly approaches the corre-
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FIG. 8: SCI results for the half-filled 16-level reduced BCS Hamiltonian with G = 0.60 (GC ∼ 0.2866). Here the
Hamiltonian thresholds for different candidate elementary manifolds are chosen different. The metric threshold and
the Hamiltonian threshold for elementary doubles manifold are constant for all the methods; they are 10−4 and
10−12, respectively. The labels ‘a’, ‘b’, and ‘c’ of the SCI-Q methods indicate different Hamiltonian thresholds
chosen for the elementary triples: 10−6, 5× 10−7, and 10−7, respectively. The x-axes for both the panels are
functions of Hamiltonian thresholds for elementary quadruples, h0. In the y-axis of the left panel, we plot total
energy errors (Emethod − Eexact) for different SCI-Q methods. In the y-axis of the right panel, we plot total number
of AGPs in the model space of different SCI-Q methods divided by the total number of states (= 560) in composite
triples manifold, or equivalently, in J3-CI.

sponding Jk-CI energy and eventually reproduces the lat-
ter at a moderate m0 value of ca. 10−4. Similar results
hold for different regimes of correlation at m0 = 10−4,
with the number of states in the model space close to
that of the corresponding Jk-CI space for intermediate
to large |G| values, and smaller for small |G| due to near-
zero metric modes.4 We therefore consider m0 = 10−4 as
a good metric threshold and use it for the rest of test
calculations.

Proper choice of the Hamiltonian threshold ensures a
significant portion of correlation energy is retained by a
fraction of trial states in the candidate space. As shown
in Figure 7, lower-order elementary manifolds are ener-
getically more important. Thus, it is sensible to choose
different Hamiltonian thresholds for different candidate
elementary manifolds. In figure 8, we choose the tighest
Hamiltonian threshold for elementary doubles so that the
SCI energies are at least as accurate as J2-CI, and less
tight Hamiltonian thresholds are used for the elemen-
tary triples and quadruples. It is clear from figure 8 that
lower energies than J3-CI can be achieved with half of the
number of states in J3-CI or less upon choosing suitable
Hamiltonian thresholds.

V. CONCLUSION

We have explored expanding the many-electron wave
function in a basis of non-orthogonal AGPs. We have
chosen to avoid, as a first step, the task of optimizing
each AGP state by generating linearly independent non-

orthogonal AGP states from a given reference AGP, mak-
ing LC-AGP optimization a linear problem. We have
shown how different GR models (eq. (27)) are variation-
ally equivalent to a linear combination of AGPs that dif-
fer by one or more geminal coefficients and can also be
constructed using shifted number operators acting on an
AGP.

LC-AGP provides more freedom to tune the Hilbert
space than the geminal replacement models, as shown by
the variational invariances of LC-AGP due to different
pivots (or shifts). Indeed, the basis states of the Jk-CI
expansion of eq. (26), equivalent to the k-GR model, are
a limiting case of AGPs, which we have discussed in Sec-
tion III B. Clearly, one way to go beyond the composite
manifolds is to change the geminal coefficients that do
not take part in pivots while maintaining linear indepen-
dence.

We have shown how to remove energetically less im-
portant AGPs while maintaining linear independence by
introducing an SCI method for non-orthogonal states,
thus solving a lower-dimensional generalized eigenvalue
problem while retaining a respectable portion of corre-
lation energy. An important question is if better AGP
constructions for SCI than the zero-pivot exist so that
the LC-AGP wave function can be represented as com-
pactly as possible. Along with our past work, the bench-
mark results here show that the geminal based methods
capture major portion of the correlation energies for the
reduced BCS Hamiltonian, even with a moderate number
of states. Extension of the present framework to include
Hamiltonians that do not preserve seniority is under de-
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velopment and will be presented in due time.

The use of non-orthogonal Slater determinants is well
known in quantum chemistry; they are often more rep-
resentative of the electronic structure and are related to
symmetry broken and restored states. However, non-
orthogonal determinants have the corresponding disad-
vantage that it is not easy to provide a mechanism by
which they can systematically span the relevant Hilbert
space, a task for which orthogonal Slater determinants
constructed by particle-hole excitations are well suited.
The same ideas hold in the world of AGP. One can write
very general and complicated geminal product models as
linear combinations of non-orthogonal AGPs, but it is
difficult to optimize them. If, instead, one chooses to
write a basis of non-orthogonal AGPs, it may seem a pri-
ori not easy to do so in a way that spans Hilbert space.
Nevertheless, this is the goal that we have here accom-
plished.

In this work, we have shown how we can approach var-
ious highly accurate and conceptually appealing geminal
product-based CI methods via LC-AGP. The composite
manifolds introduced here for doing LC-AGP with piv-
ots systematically allow us to construct a linearly inde-
pendent albeit non-orthogonal basis, thereby providing a
rigorous alternative to the particle-hole framework.
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Appendix A: AGP transition RDMs

In this section, we will discuss computational details
of evaluating AGP transition RDMs. We note in pass-
ing that expressions for transition density matrices of
Richardson-Gaudin states have recently been developed
by Johnson and co-workers.45 Since

Np = 2 P †pPp (A1)

for any seniority-zero state,3 the transition RDMs of
eq. (10) are related:

Z1,1
µν,p = 2 Z0,2

µν,pp. (A2)

There are different ways to compute the AGP overlaps
and transition RDMs. For simplicity, we assume the gem-
inal coefficients to be real-valued.

1. ESPs and reconstruction formulae

The overlap between AGPs |µ〉 and |ν〉 is an m-
variable, n-degree ESP of Xµν

p = ηµp η
ν
p

Mµν =
∑

1≤p1<···<pn≤m

Xµν
p1 · · · X

µν
pn (A3a)

= Smn ({Xµν
pi | 1 ≤ i ≤ n}). (A3b)

The elements of Z0,2
µν are related to (m−2)-variable, (n−

1)-degree ESPs of Xµν
p

Z0,2
µν, pq

= ηµp η
ν
q

∑
1≤p1<···<pn−1≤m−2

n−1∏
i=1

pi 6=p,q

Xµν
pi (A4a)

= ηµp η
ν
q S

m−2
n−1 ({Xµν

pi | 1 ≤ i < n, pi 6= p, q}). (A4b)

Eq. (A3) and (A4) can be computed by the sumESP al-
gorithm, as discussed in Ref. 19. Alternatively, we first
compute Z1,1

µν via eq. (A4), using eq. (A2). Then the Z0,2
µν

elements can be computed using Z1,1
µν . This is due to a

modified version of the reconstruction formulae for AGP
RDMs,19 which allow expressing higher-order RDM ele-
ments in terms of lower-order ones. We discuss it briefly
below.

We assume that all the indices of a transition RDM el-
ement are different, and other cases can be transformed
to this irreducible form easily.19 Any transition RDM el-
ement with a string of number operators can be written
as

〈µ|Np1 · · ·Npk |ν〉 (A5)

= 2k−1
n∑
i=1

( k∏
j=1
j 6=i

Λµνpjpi

)
Z1,1
µν,pi ,

where

Λµνpq =
ηµp η

ν
q

Xµν
q −Xµν

p
. (A6)

The operator

Kµ,pq = (ηµp )2 P †p Pq + (ηµq )2 P †q Pp (A7)

+
1

2
ηµp η

µ
q (NpNq −Np −Nq),

annihilates the AGP |µ〉2

Kµ,pq |µ〉 = 0. (A8)

If K†µ,pq is the adjoint of the operator defined in eq. (A7),
then by solving the coupled equations below

〈µ|Kν,pq |ν〉 = 0, (A9a)

〈µ|K†µ,pq |ν〉 = 0, (A9b)
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we arrive at

〈µ| · · · P †pPq · · · |ν〉 =
1

2

ηµp η
ν
q

(Xµν
p +Xµν

q )
(A10)

× 〈µ| · · · (Np +Nq −NpNq) · · · |ν〉.

Here, we have used the facts that all the other opera-
tors in the string of eq. (A10) have different indices and
number operators are Hermitian.

Applying eqs. (A5) and (A10) to 〈µ| P †pPq |ν〉, we get

Z0,2
µν,pq =

1

2

ηµp η
ν
q

Xµν
p +Xµν

q
(A11a)

×
(
Z1,1
µν,p + Z1,1

µν,q − Z2,2
µν,pq

)
,

Z2,2
µν,pq = 2

(
Λµνqp Z

1,1
p,µν + Λµνpq Z

1,1
q,µν

)
, (A11b)

where Z2,2
µν,pq = 〈µ| NpNq |ν〉. Other AGP transi-

tion RDMs can be similarly derived using eqs. (A5)
and (A10).

We can thus skip computing the full transition RDM
Z0,2
µν and only need Z1,1

µν and Λµν with the geminal coeffi-
cients to compute the H elements. Note that the recon-
struction formulae are only applicable when Xµν

p 6= Xµν
q .

2. Transition RDMs from PBCS

AGP transition RDMs may be evaluated using transi-
tion RDMs of BCS states since an n-pair AGP |µ〉 can
be represented as a PBCS:

|µ〉 = P2n |Φµ〉, (A12)

where

P2n =
1

2π

∫ 2π

0

dφ eiφ(N−2n) (A13)

is the number-projection operator to the Hilbert space of
2n electrons, and

|Φµ〉 =
∏
p

(uµp + vµp c
†
pc
†
p̄) |−〉 (A14)

is a BCS state with broken number symmetry. Here,
uµp , v

µ
p ∈ R satisfy

(uµp )2 + (vµp )2 = 1, (A15)

and are related to ηµp by

ηµp =
vµp
uµp
. (A16)

A BCS state rotated by a gauge angle of φ is

|Φµ(φ)〉 = eiφN |Φµ〉. (A17)

Using the idempotency of P2n, it is readily shown
that55,56

〈µ|ν〉 =
1

2π

∫ 2π

0

dφ e−iφ(2n)〈Φµ|Φν(φ)〉, (A18)

and

Z0,2
µν,pq (A19)

=
1

2π

∫ 2π

0

dφ e−iφ(2n) 〈Φµ|Φν(φ)〉 Z0,2
µν,pq(φ),

where

Z0,2
µν,pq(φ) =

〈Φµ| c†pc
†
p̄cq̄cq |Φν(φ)〉

〈Φµ|Φν(φ)〉
. (A20)

Namely, the AGP overlap 〈µ|ν〉 and transition RDM
Z0,2
µν,pq are expressed in terms of the BCS overlap

〈Φµ|Φν(φ)〉 and transition RDM Z0,2
µν,pq(φ), respectively.

The BCS overlap is a pfaffian,57 which in this case can
be further simplified into

〈Φµ|Φν(φ)〉 =
∏
p

eiφ σµνp (φ), (A21)

where

σµνp (φ) = e−iφ (uµp )2 + eiφ (vµp )2. (A22)

The BCS transition RDM Z0,2
µν, pq(φ) may be decomposed

by generalized Wick’s theorem.58 This leads to

Z0,2
µν,pq(φ) = δpq

(
ρµνp (φ)

)2
+ κ̄µν∗p (φ) κµνq (φ), (A23)

where

ρµνp (φ) =
〈Φµ| c†pcp |Φν(φ)〉
〈Φµ|Φν(φ)〉

(A24a)

= eiφ vνp σ
µν
p (φ)−1 vµp , (A24b)

κµνp (φ) =
〈Φµ| cp̄cp |Φν(φ)〉
〈Φµ|Φν(φ)〉

(A24c)

= eiφ vνp σ
µν
p (φ)−1 uµp , (A24d)

κ̄µν∗p (φ) =
〈Φµ| c†pc

†
p̄ |Φν(φ)〉

〈Φµ|Φν(φ)〉
(A24e)

= e−iφ uνp σ
µν
p (φ)−1 vµp (A24f)

are one-body BCS transition RDMs, which have been
represented as diagonal matrices. These quantities are
of m × l dimension, where l denotes the size of the nu-
merical quadrature for the gauge integration. Therefore,
eqs. (A19) and (A23) provide a decomposed expression
of Z0,2

µν that facilitates robust and efficient computation.
Expressions of other AGP transition RDMs can be de-
rived similarly. In practice, we do not need to construct
full AGP transition RDMs; instead, ρµν , κµν , and κ̄µν

can be directly contracted with other tensors.
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Appendix B: Special cases of linear dependence

Without freezing an level, linear dependence of states
in form of eq. (23a) may arise. Two special cases of such
linear dependence are shown here, which are by no means
exhaustive. Here we restrict ourselves to identical shifts
βµp = β, and define

N̄p = Np + β. (B1)

Eq. (23a) then becomes

|n; p1 · · · pk〉 =
1

βk

k∏
i=1

N̄pi |n〉. (B2)

1. Totally symmetric states

The totally symmetric linear combination of the states
defined in eq. (B2) is special because it may be generated
by acting polynomials of the total number operator N
(eq. (29a)) on the reference AGP |n〉. Since |n〉 is an
eigenfunction of N (eq. (29b)), it follows that this totally
symmetric state is a multiple of |n〉. Linear dependence
arises when the coefficient is zero.

We first define the k-degree ESP of the shifted number
operator

Smk =
∑

1≤p1<···<pk≤m

N̄p1 · · · N̄pk , (B3)

where Smk is short for Smk ({Npi |1 ≤ i ≤ k}). The totally
symmetric state is then written as

Smk |n〉 = βk
∑

1≤p1<···<pk≤m

|n; p1 · · · pk〉, (B4)

using eq. (B2) and (B3). We may readily verify that

Sm0 |n〉 = |n〉, (B5a)

Sm1 |n〉 = (2n+mβ) |n〉, (B5b)

Sm2 |n〉 =
1

2

[
m(m− 1) β2 + 4n(m− 1) β (B5c)

+ 4n(n− 1)
]
|n〉.

From eq. (B5b), the states in {|n; p〉 | 1 ≤ p ≤ m} are
linearly dependent when

β = −2n

m
. (B6)

Similarly, using eq. (B5c), linear dependence arises for
the states in {|n; pq〉 | 1 ≤ p < q ≤ m} when

β =
−2
[
n(m− 1)±

√
n(m− 1)(m− n)

]
m(m− 1)

. (B7)

Generally, the following recursive relation holds:

(k + 1) Smk+1 |n〉 (B8)

+
[
(2k −m) β + 2k − 2n

]
Smk |n〉

+ (k −m− 1) (β2 + 2β) Smk−1 |n〉 = 0,

which can be used to write out the expression of Smk |n〉
for any k ≥ 2. We have used eq. (18), or

N̄2
p = 2 (β + 1) N̄p + β2 + 2β, (B9)

for seniority-zero states, in the derivation of eq. (B8).

2. A special case for sign-flip

For the sign-flip manifolds (β = −1), we also observe
linear dependence at 2k = m as

k∏
i=1

N̄pi |n〉 = eiπn
m∏

i=k+1

N̄pi |n〉. (B10)

This relation can be shown by observing

(−1)k
k∏
i=1

N̄pi |n〉 = e±i
π
2

∑k
i=1Npi |n〉, (B11)

which is a special case of eq. (13).

Appendix C: Non-orthogonal SCI criteria

Suppose we have a collection of non-orthogonal states
{|p〉, |q〉, · · · }, which we call the model space. We want
to decide if a non-orthogonal state |µ〉 should be added
to the model space. We assume all the states are nor-
malized.

First, we want to know if |µ〉 is linearly independent of
the model space. This can be accomplished by using the
projector

Q = I −
∑
pq

|p〉Xpq 〈q|, (C1)

where X is inverse of the model space metric

X = S−1. (C2)

The metric of the expanded space, with the projection of
|µ〉 off the model space included is

M =

(
S 0

0 〈µ|Q |µ〉

)
. (C3)

We have our first criterion that the state must pass:

〈µ|Q |µ〉 > m0, (C4)
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where m0 is a small real number called the metric thresh-
old. This guarantees that Q|µ〉 is normalizable with good
precision, and hence |µ〉 is numerically linearly indepen-
dent.

If |µ〉 passes the metric test (eq. (C4)), that means it
could be added to the model space. However, we need to
decide if we should add it, based on a Hamiltonian test
that we discuss now. Let us assume that the Hamiltonian
in the model space has normalized eigenvector

|ψ〉 =
∑
p

Cp |p〉, (C5)

with eigenvalue E. Then in the basis of {|ψ〉, Q |µ〉}, the
metric and Hamiltonian matrices are

M =

(
1 0

0 〈µ|Q |µ〉

)
, (C6a)

H =

(
E 〈ψ|H Q |µ〉

〈µ|QH |ψ〉 〈µ|QH Q |µ〉

)
. (C6b)

For brevity, we define

M̄ = 〈µ|Q |µ〉, (C7a)

T̄ = 〈ψ|H Q |µ〉, (C7b)

H̄ = 〈µ|QH Q |µ〉. (C7c)

Then the smallest generalized eigenvalue of {H, M} is

ε =
1

2 M̄

(
H̄ + E M̄ − R̄

)
, (C8a)

R̄ =
√

(H̄ − E M̄)2 + 4 M̄ T̄ 2. (C8b)

The new state should be added to the model space if the
energy correction is sufficiently large. Hence to pass the
Hamiltonian test, the following must be true∣∣∣ε− E

E

∣∣∣ > h0, (C9)

where h0 is a small real number called the Hamiltonian
threshold.

DATA AVAILABILITY

The data that support the findings of this study are
available from the corresponding author upon reasonable
request.

1 I. Shavitt and R. J. Bartlett, Many-Body Methods in
Chemistry and Physics, 1st ed. (Cambridge University
Press, Cambridge, 2009).

2 T. M. Henderson and G. E. Scuseria, J. Chem. Phys. 151,
051101 (2019).

3 T. M. Henderson and G. E. Scuseria, J. Chem. Phys. 153,
084111 (2020).

4 R. Dutta, T. M. Henderson, and G. E. Scuseria, J. Chem.
Theory Comput. 16, 6358 (2020).

5 A. Khamoshi, F. A. Evangelista, and G. E. Scuseria,
Quantum Sci. Technol. 6, 014004 (2021).

6 A. Khamoshi, G. P. Chen, T. M. Henderson, and G. E.
Scuseria, J. Chem. Phys. 154, 074113 (2021).

7 A. J. Coleman, Rev. Mod. Phys. 35, 668 (1963).
8 A. J. Coleman, J. Math. Phys. 6, 1425 (1965).
9 P. Ring and P. Schuck, The Nuclear Many-Body Problem,

1st ed. (Springer-Verlag, Berlin, 1980).
10 C. N. Yang, Rev. Mod. Phys. 34, 694 (1962).
11 T. Duguet, J. Phys. G: Nucl. Part. Phys. 42, 025107

(2015).
12 T. Tsuchimochi and S. Ten-no, J. Chem. Phys. 144,

011101 (2016).
13 J. M. Wahlen-Strothman, T. M. Henderson, M. R. Hermes,

M. Degroote, Y. Qiu, J. Zhao, J. Dukelsky, and G. E.
Scuseria, J. Chem. Phys. 146, 054110 (2017).

14 Y. Qiu, T. M. Henderson, J. Zhao, and G. E. Scuseria, J.
Chem. Phys. 147, 064111 (2017).

15 Y. Qiu, T. M. Henderson, J. Zhao, and G. E. Scuseria, J.
Chem. Phys. 149, 164108 (2018).

16 Y. Qiu, T. M. Henderson, T. Duguet, and G. E. Scuseria,
Phys. Rev. C. 99, 044301 (2019).

17 W. Uemura, S. Kasamatsu, and O. Sugino, Phys. Rev. A
91, 062504 (2015).

18 W. Uemura and T. Nakajima, Phys. Rev. A 99, 012519
(2019).

19 A. Khamoshi, T. M. Henderson, and G. E. Scuseria, J.
Chem. Phys. 151, 184103 (2019).

20 L. Urbán, Acta Physica 27, 559 (1969).
21 T. Helgaker, P. Jørgensen, and J. Olsen, Molecular

Electronic-Structure Theory, 1st ed. (John Wiley and Sons,
Ltd, Chichester, 2000).

22 J. L. Whitten and M. Hackmeyer, J. Chem. Phys. 51, 5584
(1969).

23 R. J. Buenker and S. D. Peyerimhoff, Theoret. Chim. Acta
39, 217 (1975).

24 V. Abraham and N. J. Mayhall, J. Chem. Theory Comput.
16, 6098 (2020).

25 L.-K. Hua, Am. J. Math. 66, 470 (1944).
26 L. Bytautas, T. M. Henderson, C. A. Jiménez-Hoyos, J. K.
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