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ABSTRACT

The rapid increase in penetration of distributed energy resources on the electric power distribution
system has created a need for more comprehensive interconnection modeling and impact analysis.
Unlike conventional scenario-based studies, quasi-static time-series (QSTS) simulations can
realistically model time-dependent voltage controllers and the diversity of potential impacts that can
occur at different times of year. However, to accurately model a distribution system with all its
controllable devices, a yearlong simulation at 1-second resolution is often required, which could take
conventional computers a computational time of 10 to 120 hours when an actual unbalanced
distribution feeder is modeled. This computational burden is a clear limitation to the adoption of
QSTS simulations in interconnection studies and for determining optimal control solutions for
utility operations. The solutions we developed include accurate and computationally efficient QSTS
methods that could be implemented in existing open-source and commercial software used by
utilities and the development of methods to create high-resolution proxy data sets. This project
demonstrated multiple pathways for speeding up the QSTS computation using new and innovative
methods for advanced time-series analysis, faster power flow solvers, parallel processing of power
flow solutions and circuit reduction. The target performance level for this project was achieved with
year-long high-resolution time series solutions run in less than 5 minutes within an acceptable
errof.




ACKNOWLEDGEMENTS

This material is based upon work supported by the U.S. Department of Energy’s Office of Energy Efficiency
and Renewable Energy (EERE) under Solar Energy Technologies Office (SETO) Agreement Number 30691.



CONTENTS

1.

INEEOAUCHON oot s 20
1.1 Background ... 21
1.2, ProOJect ODJECVES ..cvuiuiiiiiciiiiicieiicietei st 21
Need and Standards for QSTS ..ottt ettt eeseses 23
2.1. Motivation and Need for QSTS ..o 23
2.1.1.  Comparison to snapshot methods........cccccviiiiiiiiiiiiiiiiiies 23
2.1.2. Previous applications of QSTS: Where/When QSTS is Used....oceuernevrererercrneenn. 25
2.2, QSTS ACCULACT MELLICS .ttt naeaens 25
2.3, Standards fOr QSTS ... 25
2.3.1. Data Needs - Input Data Resolution ..........cccceviiiiiiniiiiniiiiicieenns 26
2.3.2.  Simulation DULation ... 27
2.3.3. Simulation Time Step ReSOIUtiON ......ccccuciiiiiiiiiiiiiiiiiiiiiiiii s 32
2.4, Summary of QSTS Standards ........ccvvviiiiiiiiiii e 34
Rapid QSTS Methods and ReSULLS ........cccciiiiiiiiiiiiiiiiic s 37
3.1. Challenges to Increasing the Speed of QSTS ..o 37
3.1.1. Challenge 1: Number of Power FIOWS tO SOIVE ...c.ccoviuereiriniiiciricciriiciceeieneeeaes 37
3.1.2.  Challenge 2: Circuit COMPIEXILY.....cvviririiiiiiiiiiiiicieiicei s 38
3.1.3. Challenge 3: Time Dependence Between Time Steps ......cccvvvvviiciviniiciiiniccniininns 40
3.1.4. Challenge 4: Multiple Valid Power Flow SOIUtioNs.........ccoveiueuriniircrriniccnninicennienas 40
3.1.5. Challenge 5: Controllable Element INteractions. .......coccceevereeeuerreniererreniemerneneerernenenes 42
3.1.6. Challenge 6: Accurate Analysis for Extended Time-Horizon Simulations............... 44
3.20 MEthOdS ..ot 46
3.2.1. Variable TIME StEP ..cviuviriieiiiriieieiriieeirce ettt 47
3.2.2. Vector QUANTIZATION .ovveuiriereieieirieirietentetetstesestesestetestssesesseseseesestssenessesestesensssenessesesesenes 48
3.2.3. Event-Based ... 49
3.2.4. Intelligent Sample SEleCtioN........ccuiiviieiiiiiiiiiiiiiiic e 50
3.2.5. Machine Learning.......ccccccviiiiniiiiiiiiininiiiiiiis e 51
3.2.0. DIAKOPLES ceeiuiiiiiiiiiiiiiciiici bbb 52
3.2.7. Temporal Parallelzation.........ccocoiiiviiiiiiiiiiiiiiccssesaes 53
3.2.8.  Circuit RedUCHON .....c.ciiiiiiiiiiiiii e 54
3.3, TSt CIICULLS couvuviitititiicetetcte sttt s s saes 55
3.3.1. IEEE 13 Bus Test CIICUIL...ciuiuiiiiiiiiiiiiiicicicisicisicieiciisis s sssssssaais 56



3.3.2. IEEE 123 Bus Test CIfCUIL..c.ccviiiiiriiiriniereieiinieieieictieteseeetissesesesestsseseseseseessenenesene 56

3.3.3. COT TeSt CICUIL ..uuiuiiiuiiiiiiiciiciiciccr s 57
3.3.4. COL_VV TeSt CICUIL vt 57
3.3.5. EPRI J1 TeSt CIfCUIt..curiiuriireiiieicieicieicie st ssases 58
34 RESULES .o 58
3.5, Combination Of MethOdS .....ccoviieuiiiiciiiiiceicere e eaeaens 61
4. Generating Data for QSTS ..o 64
4.1, INtOAUCHON c..vietcttcttc s 64
4.2, LOA i 64
4.2.1. Variability and diversity modeling approach .........cccveeeueiricirniccnninccnrieeeeenes 64
4.2.2. Load variability modeling results .........cccccoviiiiniiiiiiiiiii 65
4.2.3. Load diversity modeling reSults.........cocuveuiiiiiiiiiiiiiiiiiiiiiiicieeneseneneaes 68
4.3, TEPAdIANCE oot 70
4.3.1. Temporal dOWNSCALNG ....c.vieeveiiicieiiieieereie et eneaes 71
4.3.1.1. SIND Method (30-minute to 1-minute).......cccoeverriririerriiiieieiiieeesenn. 71
4.3.1.2. Further Downscaling (1-minute to 4 second)........cccceeuviviicriviiiinininncnnnn. 72
4.3.1.3. ValdatiOn ...c.cvieiuciiiiciciiiceiriceesicees et 72
4.3.1.4. Development of improved teChNiqUES ........cccvvveueuririecrrericeerieeereeenne 77
4.3.1.4.1. Site-Specific Ramp Rate Librafies......cccccocovivviiiiviiininnnn. 78

4.3.1.4.2. Non-Gaussian Mixture Model with Jump Process (based on
local ground data)........ccceeiriiiiiiiiic e 78
4.3.1.4.3. Generalized Linear Framework.......ccococcevuvnicivnnccnnnccrnnnen 79
4.3.2.  Cloud Fields for Unique Irradiance Profiles ... 80
4.3.2.1. Generation of cloud fields.........cccooviiiiiiiiiiiiiiiiicc, 81
4.3.2.1.1. Scale WeIghting ........cccevuviririniiiininiininiiiiccecenes 82
4.3.2.1.2. Clear-Sky Fraction.......cccccceurivivivininininininiiicccccccceeeeees 33
4.3.2.1.3. Cloud Opacity.....ccccovuviiiriiiiiiiiiiiiiiinicecesssssesssnens 83
4.3.2.2. Implementation and Evaluation ..........c.ccccecceviviinniniicinniciniccnn, 85
4.3.2.2.1. Comparison to Measured Sensor Network.......cccccvuvevicrveninnen. 87
4.3.2.2.2. Cloud Fields vs. Single Sensof.......cccoverrnierrrnineeremnieereereenens 88
4.3.2.2.3. Visualization of Spatial Impacts.........ccccecvuvviivviniininiiininnnn, 89
A4, SUMMALY .ottt bbb bbb b b se s s enen 90
5. Implementation of Rapid QSTS ....cooiiiiiiiiiicerceee e 91



5.1. MATLAB (Open-soutce Code)......cuimiimiiiiiniiiiiiiiieiiiiieiiisiessiisiesessssssessssssssessssssssesesssans 91
5.1.1.  General QSTS Structures and SUbfUNCHONS ...c.cuviriririereiririririeeeeeeeese s 92
5.1.1.1. Input and Output SHIUCLULES.....c.cciimimiiiiiiiieiiieieieieieiessir e 92

5.1.1.2. QSTS SUBfUNCHONS w..oviviiiiiiiiiiicicic s 94

5.1.2. Rapid QSTS Methods....ccccvuiimiiiiiiiiiiiiiriiciciiicceiee s 95
5.1.2.1. Vatiable TIME-StEP ..oviuerruiiieirinieierriieeteieieteeie et sesssesens 95

5.1.2.2. Vector QUANtIZATION c.ovevevieirerireeiereeeerertetereeresesteseseseseseseeseseseeseesesesesesesessesenens 96

5.1.2.3. Event-Based.......cooviiiiiiiiiiiicieieieiieieienn e 96

5.1.2.4. Temporal Parallelization ... 97

5.1.3. Circuit REAUCHON .ovviiis ettt 97
5.1.4.  Cloud Field MOdeling........ccccovuiuiiiimiiiiniiiiiiiiniiccsssssssssssssnns 98
5.1.5. Load MOdelINg.......ccouviiiiiiiiiiiiiiiiiiici s 99
5.1.60.  VISUALZALION ...vvviiiiiiciciiiiiciccctneet ettt 100
5.1.6.1. CIrCUIt PLOLS oottt s e 100

5.1.6.2. Voltage Profiles Along a Feeder ..., 102

5.1.6.3. Time-Series Data......cccoviiiininiiiiiiiiiiiicciiccci e 103

5.1.6.4. Aggregated Time-Series Data.......c.ccovvieiiiviiiiiiniiciiniicicccccenaes 103

5.1.6.5. Temporal Raster (Heat Maps).......ccccceuvivivivivinnininininiiiiccccccccciees 104

5.1.6.0. BOX PIOTS vttt saeseseennacs 106

5.1.6.7. Shaded Percentile Plots (Density PIOts) .....cccovvevriniiicccccccrcierenerennnns 107

5.1.6.8. Cumulative Distribution FUnctions.......cceevevevernenenerenccccecenenererenerenenns 108

5.1.6.9. Controller StALES.....cccviuiuiuiuiiiiciiicieiiciiii e 109

5.2. OPEDSS ..o 110
5.2.1. Power Flow Solution IMprovements ... 111
5.2.1.1. Reducing Minimum [terations .........coeeevruveererrinicierrinieeneinieeneesseeneeeaes 111

5.2.1.2. Solution Process TIMING.......ccccceeuiuriiiriiiiininininiiiiiiccceeeee e 111

5.2.1.3. Reducing 1/0 OPErations ...cucucucvcveieieieieeies s 111

5.2.2. Multi-Rate Control MOdE.......cuviiiieiiiieiiiieieieicicieieiessss s tteeeeseiesenenes 112
5.2.3.  Circuit REAUCHON .voiiiiiieccccceieteteeteeeetet et 113
5.2.4.  OPenDSS-PM ...ttt 113
5.2.4.1. Temporal Parallelization ..o 115
5.2.4.2. DIaKOPLCS wovviiiiiiiiiiiciiciiietiicsices s essaes 115

5.3. 0 CYME ..t 116



5.3.1.  Faster POWer FIOW SOLVEL ...ttt eseaesenenes 117
5.3.2. Circuit REAUCHON vttt 120
5.3.2.1. Limitations of the Circuit Reduction Method .......cccoevveveivnnnccccinnnnnes 122
5.3.3.  Variable Time-Step Methods.......ccccooviiiiiiiiiiiiiiiiiiices 123
5.3.4. Temporal Parallelization Using CYMESEIVer ......ccccccvvivniiiiiinniniiiiccenes 123
5.3.5. Long-Term High-Resolution Studies ........ccooieevriicieininicininiicieriecereceneeeenene 124
5.3.6.  Validation- SIMULATION ...c.eiriririeriiiiririeieictrtrrete ettt ettt es 126
5.3.6.1. Western NetWOrK . ...oooiiiiiiiieieieieiiiiiei s 126
5.3.6.2. North Eastern NetWorK......ccccovviiiiiiiiiiiiiiiciiceecceeceneeaes 127
5.3.7. Yearlong QSTS....cccoiiiiiiiiiiiiic e 129
0. CONCIUSIONS .c.tutitteiiiirteteteie sttt ettt b ettt ettt sttt be ettt e b bttt et b se sttt etebesese et eaesenesentenes 133
6.1, Final DElIVErables: ....c.ccociiiiiiiiiiiiiii ettt 135
6.1.1. Temporal parallelization implemented in OpenDSS using open-source tools
ANA ON CYMSEIVEL ..ttt 135
6.1.2. Develop an IEEE QSTS distribution test feeder........covviiiviiiiiiiiiiciiinnns 136
6.1.3. Implement accelerated QSTS analysis into CYME Long-Term Dynamics
commercial distribution system analysis software package and OpenDSS and
demonstrate solution times of 5 MINULES OF 1€SS. .c.cueuruiueuiuerererereieieiririrrrreeresereenene 136
6.1.4. Public release of user interfaces for the HRIA and load data models..................... 137
6.2. Inventions, Patents, Publications, and Othet ReSults ........ccoevvevvevieviereniecieieeieceeeereerereneene 137
0.3, Path FOIWard ..ottt 140



LIST OF FIGURES

Figure 1. Errors in a yearlong QSTS simulation by using input data at a coarser resolution than 1-

SECONM. 1uuitiiiiici bbbt 27
Figure 2. Distribution feeder with one central Plant ........c.ccocceeiiiniiiiiniiiiniciceeenaes 28
Figure 3. LTC Operations by Month, Base Case and With PV, 9-Month Simulation.........c..c.cccceueuueee. 29

Figure 4. Monte Carlo simulation randomly selecting a few days from the yearlong QSTS
simulation of the IEEE 13-node to predict the number of tap changes for the year. ................... 30

Figure 5. Errors in estimating a yearlong QSTS simulation when only solving a subset of the days
£OL TEEE 13-00AC ...ttt saenens 31

Figure 6. Errors in predicting the operation of different feeders over a year using a subset of the
days for a QSTS SIMUIAION. ...oveviviiiiiiriiiriiirr ettt 32

Figure 7. Errors introduced by performing a yearlong QSTS simulation at time step resolutions
greater than 1-second for the IEEE 13-n0de SYStem. ....c.cvviueriiniieiriniiienrieeieeeseeseeneseesesenenene 33

Figure 8. Errors introduced by performing a yearlong QSTS simulation at time step resolutions
greater than 1-second of different feeders. ... 34

Figure 9. Comparison of error introduced by doing either larger time-steps or fewer days (mean
error) than a yearlong 1-second resolution QSTS sIMulation. .......cccccvveeerrenieernenieennenieeneereenens 35

Figure 10. Computational time of a yearlong QSTS simulation at 1-second resolution in

OpenDSS as a function of the number of NOdES. ......ccciiiviiiiiiiiiiie, 39
Figure 11.Total number of controller actions on a modified IEEE 13-bus test circuit with a

centralized PV system Of different SIZES. ...t esenens 39
Figure 12. Illustrative representation of regulator control input voltage vs. system load. .................... 41

Figure 13. Plot of the net load at the substation (normalized to peak load), regulator tap position
and capacitor position over a 2-days period for a system with 10% and 40% penetration of
PV. The regulator has 125 tap actions (instead of 3) and the capacitor band.........ccccccevvecrrrnennee. 42

Figure 14. States of voltage regulating devices over a 24-hour period, demonstrating how the
interaction between devices can create cascading errors with excess actions. .........ceveevvireuceennn. 43

Figure 15. States of voltage regulating device over a 24-hour period demonstrating how the
capacitor state can create excess actions by the tap changers.........ccccccvvvvvnivnnnnniicciccen, 45

Figure 16. Total QSTS computational time is a combination of the time per power flow (PF)
multiplied with the total number of PF, divided by the computational power. Each type of
rapid QSTS algorithm is trying to address one of these main pieces of the computational

1575 TR 46
Figure 17. Categories of Rapid QSTS AlZOfithms. ....c.ccviuiiiiiiiiiiiiiiiiiiciaes 46
Figure 18. QSTS Variable Time-Step AlZOrithm .......cccccoiuiiiiiiiiiiniiiiiiiiiccenaes 47
Figure 19. Vector Quantization QSTS AlGOLIthm .......ccccceueiiiiiiiiiiniiiiiiiceiricerceeeneseeneeaes 48
Figure 20. Event-Based QSTS ALZOLItRM ....c.cciiiiicieiriicieiiccirectreceeeeeeeeee et neeeaes 49
Figure 21. QSTS Intelligent Sample Selection AlZOrithm.........ccccviviiiiiiniiiiiiniiiiciccaes 50



Figure 22. QSTS Machine Learning AIgOrithm........cccoeieuiiiiiiiiiiiniiiiniiciicceiiceceenescseneneaes 51

Figure 23. Diakoptics AIGOTItRIM .....c.oviiiiiiiiicieiiicieicee ettt 52
Figure 24. Temporal Parallelization AlgOrithm ... 53
Figure 25. Circuit Reduction AlGOrithm .......ccciiiiiiiiiiiiiiiiiiicceenaes 54

Figure 26. (Same as Figure 16—repeated for easy reference) Total QSTS computational time is a
combination of the time per power flow (PF) multiplied with the total number of PF, divided
by the computational power. Each type of rapid QSTS algorithm is trying to address one of
these main pieces of the computational tIME........ccccvviviiiiiiiiiiiiiii s 61

Figure 27. Categories of Rapid QSTS Algorithms (same categorization as Figure 17 but presented

in a slightly different fOrmat). ....occciiieiiniiercer e 601
Figure 28. Potential combinations of rapid QSTS methods ... 63
Figure 29. Overview of load variability and diversity modeling approach. ...........ccccocvvviviiiiiiniinninnes 65
Figure 30. DWT separation of input load data into Wavelets. ........cccovviiiiriniieininiceininicenieeneiaes 066

Figure 31. Example original load profile decomposed into DWT coefficients (4 hours in total). ......67

Figure 32. Example original and synthetic data set for the four seasons developed. .......cccccevvunnncee 67
Figure 33. Histogram comparison of the original measured load data and synthetically developed

1oad VAriabIlEY dAta. .c.c.ccueuereiiiiiririi ettt 68
Figure 34. Load pattern extraction for the load diversity Hbrary. .......cooocceeiviniceiriniccinniccrrceenes 068
Figure 35. Examples of load patterns in a single cluster. ........cccovviiiiiiiininiciiccnes 69
Figure 36. Load patterns: a) original load profile, b) the generated load pattern for the diversity

LIDEALY. vttt 09
Figure 37. Example load profiles a) with diversity and load variability modeled and b) the same

load profiles if they are scaled versions of the substation load profile. .......cccccovviiinniininnnn. 69
Figure 38: NSRDB coverage [103]. ..o ssssssssssssssssssenes 71

Figure 39: SIND method flowchart, showing how 30-minute satellite data is downscaled to 1-
minute resolution [104]. The method uses the cloud index (ci) to classify the irradiance in
each satellite PIXEL....coiiiiiiiiiiiiii s 72

Figure 40: [Top] Clearness index samples: blue measured, orange modeled with HRIA. [Bottom]
Fourier transforms: green 1-minute SIND data, blue 1-second measured, orange modeled
with HRIA based on average of library samples [105]. ...cccceviceirniceininieeiniceenieeneneeeneneaes 73

Figure 41: Scatter plot of HRIA 30-second variability score (y-axis) versus ground 30-second
variability score (x-axis) on clear days during the year 2013 in Albuquerque, NM. ........cccceuununnee. 74

Figure 42: Plot of ground measurements (blue) and HRIA simulated (red) time-series on a clear
day: January 16™, 2013 in Albuquerque, NM. 30-second variability scores are also included in
the tOP TEft. ciiiiii s 74

Figure 43: [Top] Plot of ground measurements (blue) and HRIA simulated (red) time-series on a
cloudy day: April 3", 2013 in Albuquerque, NM. 30-second variability scores are also included
in the top left. [Bottom| Same HRIA sample (red), compared to ground measurements

10



smoothed over the area covered by the 18 pyranometers in the NREL Oahu sensor network

Figure 44: Wavelet decomposition showing variability performance at timescales ranging from
32s to ~1h. Irradiance samples were divided by a clear-sky model to create clear-sky index
values before performing the wavelet deCOMPOSILION. .....cccvuiuviiiiieiiiiiciriicerceeee e 76

Figure 45. Ramp rate density distribution for measured data (SRRL) and the HRIA ramp rate
ClASSES (T0-13). ettt ettt ettt ettt b ettt et b ettt et b st e et e 77

Figure 46. Ramp rate distribution developed by cloud type and using measured irradiance data
from site relatively near areas being modeled using the HRIA. ......cc.ccooiiiiiiniiinicincciee 78

Figure 47. Variance comparison between NSRDB data and clear sky data for a location in

Figure 48. Example simulated/down-sampled irradiance data compared to measured global
horizontal irradiance and calculated clear sky IrradianCe.....cvecceeeieeieieininininrscccceenes 79

Figure 49. Comparisons of modeled vs. measured irradiance for 3 separate days for Lanai, HI,
showing measured data, NSRDB data, “jump process” data and the full non-gaussian mixture

MOAE] ALA. .o 80
Figure 50: Initial cloud field created by summing all the interpolated fields. ........ccccoeuviviiiirniicninnes 81
Figure 51: [Top] Cloud mask. [Bottom] Resulting cloud field after the mask is applied. ........ccccueucee. 82

Figure 52: Normalized scaling of cloud fields using a wavelet decomposition (black line), showing
the enhanced detail versus the previous simple model (red dashed line). ......cccccevvvviviviicininnnnen. 83

Figure 53: Ramp rate statistics for the measured clear-sky index, and for the method with
improvements (“new”) and the previous method (“Old”). ...c.ceveierrniienniierreeereeeeeenene 84

Figure 54: Comparison of cloud fields and clear-sky index samples for the old method to the new
method. The blue line is the measured clear-sky index and the red line is the modeled clear-
SKY IIACK. 1ottt 85

Figure 55: Flow chart showing process to use cloud fields to make unique PV samples across a
dIStrIIDULION EEAET. ...iviiiiiiiiiiiiic s 86

Figure 56: Test feeder layout showing substation (blue star), voltage regulator (red diamond), and
the 265 PV interconnection locations (Magenta dOts).......cccvweeureriemerrinieienrinieenseieensesseeseessenns 86

Figure 57: Flow chart showing process to determine tap change operations using QSTS
simulations incorporating cloud-field generated irradiance. .......cccovvvuviviviiiiiiniiiines 87

Figure 58: Simulation results when using 17 measured (blue) and 17 synthetic (red) PV inputs.
Also included for reference is the 10 PV case (black). ....c.cccceueuviriririninininnnnccccccccccieeeieieneens 88

Figure 59: Simulation results when using 1 measured (yellow) and 265 synthetic (magenta) PV
inputs. Also included for reference is the no PV case (black).......ccccoviviviiiiniiiniiin, 89

Figure 60: Synthetic cloud fields, simulated PV output, and feeder voltage. The synthetic clouds
fields are colored blue (clear) to white (opaque). The PV locations are dots colored blue (low
power output) to red (high power output), based on the cloud fields: PV systems under
cloudy areas output less power. The feeder lines are colored by voltage from dark red (voltage
1.05 per unit) to dark blue (voltage 0.95 per unit). The left image shows 12:06PM while the

11



right images shows 12:07PM, 1-minute later. Changes in voltage between the two images are

due to changes in the cloud fields/PV profiles. ......veeninirreieiniinieieeeineineieneneeseeseeesessesseeneen. 90
Figure 61. Hierarchy diagram of the standardized “QSTS” output function .........cceeeveevvievvcccccnnnes 94
Figure 62. GUI offering simple and custom bus of interest reduction Options..........ccevveeeriviieeriienes 98
Figure 63. Custom GUI for interactive BOI SEleCtion.......c.cucviueiiiiiiiininiiiiiniiiciriniceisicceeiicenenenes 98
Figure 64. llustration of “Cloud_Fields” MATLAB function which implements PV profiles

based on cloud fields into OpenDSS sIMulations. ... 99
Figure 65. Screenshot of the Load Modeling Tool developed in MATLAB. ..o, 100

Figure 66. Feeder CO1 QSTS circuit plot with coloring based on the maximum voltage each
node reached throughout the YEar ..o 101

Figure 67. Feeder CO1 in Google Earth with coloring based on maximum voltage each node
reached throughout the Year.........ciiiiiii e 101

Figure 68. Feeder voltage profile at the time point when the yeatly global maximum node voltage
occurred (top) and at the time point when the yearly global minimum node voltage occurred

(DOTEOM) ottt 102
Figure 69. Regulator tap pOSItion tME-SEIIES ......cuoviuiiiiiveriiiiiiciiiiiiienessiieessiseses s aesenns 103
Figure 70. Monthly totals of tap position Changes..........cccviieiriniciiiiiniieinieeeeeseeeseseenene 104
Figure 71. Monthly energy production of the two centralized PV systems ........ccccoeeeevvrecrrenienennnn. 104

Figure 72. Temporal raster plot with one-hour aggregation of energy production real power
produced (top), reactive power produced (middle), and reactive power consumed (bottom) of
the two centralized PV SYStEMS ....c.cuiiiiiiiiiiiciiiiiciicceeseee e 105

Figure 73. Temporal raster plot of line losses using a 10-minute aggregation window ............c.c..... 106

Figure 74. Box plot of 1-second resolution time-series profiles (1,314,000 data points per box).... 106

Figure 75. Distribution of daily minimum node voltages (5,409 n0des) .......cccccoeuvuviimiiriniiiriiniinnnnn. 107
Figure 76. Distribution of daily maximum loading of every transformer and line in the test feeder

(2,970 CLEMENES).utuvrrvriieuiirietereietrtrt ettt ettt bt e bbbttt ea b s et e bbbttt etebeseseneaeaesenne 108
Figure 77. Duration curves of feeder real and reactive power into the feeder........coovvviiiiininnnnn. 108
Figure 78. Duration curve of feeder voltage violations anywhere on the feeder ......ccccoouviirininnnnne. 109
Figure 79. Stacked bar graph of capacitor StATES ......ccvvieueiriiicieiriieietrieerree e 109
Figure 80. Total time spent at €ach tap POSILION ....c.cuiuiuiuiiiieiiiiiiiciiii s 110
Figure 81. Operational scheme proposed for evolving OpenDSS into a parallel processing

MAChINE DASEA ON ACTOLS wuuiuiuieiiiiiiiiiicicicieieietetetetet bbb bbbttt 114
Figure 82. Simulation time for a single power flow of CKT5......cccoiiviiiiiniiiiiicicccccenn, 118

Figure 83. Simulation time for 1440 power flows of a modified IEEE 34 Node Test Feeder using
LRt 118

Figure 84. Normalized CPU time of a single power flow for different networks with CYME
VEISIONS 1-T5. e 119

12



Figure 85. Normalized CPU time for 1440 series power flows for different networks with CYME

VEISIONS 1-T5. e 120
Figure 86. Main LLine DeteCtion........ccccviviiiiiiiiiiiiiiiic s 122
Figure 87. One-line diagram of the original circuit(left), the reduced circuit with the main line

preserved (middle), and the reduced circuit without preserving the main line (right). ................ 122
Figure 88. Example Monte-Carlo method derived most likely state of a single load tap changer

(LTC) for a temporal parallelization into 5 temporal periods. .......ccccvvviririvivivinininininiiccceenes 124
Figure 89. “Curves” tab of CYME’s Long-Term Dynamic Analysis dialog boX........cccceeveivivinnnnn. 125
Figure 90. Tap change error for the Western network for various acceleration techniques. ............ 126

Figure 91. CPU time for the Western network for various acceleration techniques (logarithmic

Figure 92. Tap change error for the North FEastern network for various acceleration techniques. . 127

Figure 93. CPU time for the Northeastern network for various acceleration techniques

(10@arIthmiC SCALE). ...cuiuiuiiiiiiiiiiicii e 128
Figure 94. One-line diagram of the modified IEEE 34 Node Test Feeder in CYME....................... 129
Figure 95. One line-diagram of the reduced modified IEEE 34 Node Test Feeder in CYME........ 129

Figure 96. Tap position error for the IEEE 34 Node Test Feeder for various acceleration
EECRNIGUES. ..t 131

Figure 97. CPU time for the IEEE 34 Node Test Feeder for various acceleration techniques
(10garithmiC SCALE). ....oviuiiiiiiiiiic s 131

Figure 98. CPU time acceleration factor for the IEEE 34 Node Test Feeder for various
acceleration tEChNIQUES. ....c.cuiiiiiiiiiiiiic bbb 132

Figure 99. Example of reducing a very long simulation to a couple of minutes using circuit

reduction and variable time-step (VIS)...ccoviiiiiiiiiiiiiiciinaes 134
Figure 100. Examples of dramatic reduction in computational time achieved from rapid QSTS

algorithms reducing a 35.5-hour simulation t0 1.3 MINULES. ...cevvuriererrerieerriicerreeeeeeseeeneeeaes 134
Figure 101. Five QSTS Test CILCUILS ...cviviiiiiiiriiiiiiiiiiiciiiciscsscscs s sssssnns 136
Figure 102. CYME QSTS simulations showing percent error and speed improvement. .................. 137
Figure 103. GUI for load variability and diversity modeling. ........c.ccevnieeirniieniniceininicernceenn. 137

13



LIST OF TABLES

Table 1. Computation Times for 1-second Resolution QSTS ........cccovvviviviiinininiiiiiiiiccccceene 20
Table 2. Accuracy metrics for QSTS analysis. .....coviiiiiiiiiiiii s 25
Table 3. Device Operation Comparisons for the Base Case and PV Case. ......cccocveuvviicivniccivincnee 28
Table 4.QSTS Requirements for Simulation Time-Step and Length of Time to be within an

Acceptable Error within the Thresholds ..., 35
Table 5. QSTS Requirements for Simulation Time-Step and Length of Time to have Minimal

BULLOT ot 35
Table 6. Description of the five QSTS teSt CIICUILS. ..vvuiuevririirerriieietriieete et eeseaenens 55
Table 7. Summary of the QSTS teSt CILCUILS. c..vviuiriiiiiiiiiici s 58

Table 8. Speed improvement (times faster than 1-second yearlong brute force simulation) for
cach method on different teSt CIICULLS.....cueviieuiiiiicieirce e 59

Table 9. Expected speed improvement (times faster than 1-second yearlong brute force

simulation) for circuit reduction and Diakoptics on different test CIrCUits .......ccoeevvererirerereririreenee. 60
Table 10. Runtime Reduction and Accuracy for Combination of VQ and VIS-BD..........cccccceuvuaene. 62
Table 11. Steps for Variability and Diversity Load Models. .........ccccviviiinniiiininiicininiccriceiecnens 65
Table 12. Max/min voltage compatison using diversified loads vs. plain loads for multiple QSTS

time resolutions using the IEEE 123-bus test feeder. ..., 70
Table 13. Description and default values for the “Datal.ogging” input structure........ccccvuveevevrurcnenen 93
Table 14. Properties of an original test circuit and its reduced equivalents (with and without the

IMNAIN TNE). cvviiiiieteieteittrtn ettt sttt sttt sttt b bttt b et be bt aes 121
Table 15. CYME Acronym table ... 126
Table 16. CPU time for the Western network for various acceleration techniques..........c.ccecvuevvinnes 126
Table 17. CPU time for the North FEastern network for various acceleration techniques. ............... 127
Table 18. Tap position accuracy for the IEEE 34 Node Test Feeder for various acceleration

techniques (1 Of 2) ... 130
Table 19. Tap position accuracy for the IEEE 34 Node Test Feeder for various acceleration

teChNIQUES (2 OF 2) .ttt 130
Table 20. CPU time for the IEEE 34 Node Test Feeder for various acceleration techniques......... 131
Table 21. Comparison of the new rapid QSTS algorithms to other analysis methods. ........cccc.c..c.. 133

14



This page left blank

15



EXECUTIVE SUMMARY

The rapid increase in penetration of distributed energy resources on the electric power distribution
system has created a need for more comprehensive interconnection modeling and impact analysis.
Unlike conventional scenario-based studies, quasi-static time-series (QSTS) simulations can
realistically model time-dependent voltage controllers and the diversity of potential impacts that can
occur at different times of the year. Traditionally, distribution system analysis and planning tasks
have relied on snapshot analyses of critical periods like the peak load time during the year. For
radial distribution systems with current flowing unidirectionally from the transmission system
through the substation to the load, analyzing the peak load period captured the most important
aspects of voltage drop and thermal loading on distribution system equipment. With the integration
of distributed energy resources and smart grid devices and controls at the grid-edge, distribution
systems can experience reverse power flows, voltage problems and increased variability. This rapid
change in distributed energy resource penetration has led utilities and researchers to perform more
time-series analyses to understand the changes and impacts to distribution systems throughout the
year. Since PV power output can be highly variable during cloud transients which causes significant
fluctuations from one second to the next, the impact of this variability on other aspects of the
distribution system like voltage regulation devices must be understood Modeling and simulations of
the impact of solar PV and other distributed resources on various elements of the distribution feeder
is imperative for their cost-effective integration.

Quasi-static time series (QSTS) simulations are a very effective tool to identify and mitigate the
impacts associated with the integration of distributed energy resources. QSTS are high-resolution
time-series simulations, generally with time-steps on the order of seconds, where each power flow is
dependent on the previous solution. These characteristics enable QSTS simulations to realistically
model time-dependent voltage controllers and the diversity of potential impacts that can occur
throughout the year. However, the adoption of QSTS simulations has been limited by the
computational time requirement, which can be on the order of several days of simulation time for a
single unbalanced distribution feeder; to solve a 1-second resolution QSTS simulation with a
yearlong time-horizon, 31.5 million power flow solutions are required. This significant
computational burden and the lack of measured PV power inputs for such simulations are major
challenges to their widespread adoption.

This report highlights novel solutions for improving the speed of QSTS and addressing the input
data requirements to enable the widespread adoption of QSTS simulation in distribution system
planning. The solutions we developed include accurate and computationally efficient QSTS
methods that could be implemented in existing open-source and commercial software used by
utilities and methods to create high-resolution proxy data sets.

First, several aspects regarding the need for QSTS simulations are discussed, including how these
simulations can be used to assess the potential impacts of PV on the distribution system in a more
comprehensive manner. The discussions include analyses on the various requirements for the input
data to QSTS simulations and the standards for performing QSTS simulations. It was observed that
QSTS simulation standards varied based on the application, but in general, the simulations should be
performed using at least a 5-second time-step resolution and a yearlong time-horizon.

The second section of the report discusses the challenges in reducing the computational time of
QSTS simulations and presents multiple unique approaches for speeding up QSTS computation
using new and innovative methods for advanced time-series analysis, faster power flow solvers,
parallel processing of power flow solutions, and circuit reduction. Overall, 8 methods were
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developed for improving the computational time of the QSTS simulation. To demonstrate the
speed improvement and accuracy of each method, five test circuits were developed with a range of
complexities in size, number of buses, voltage regulation equipment, and amount of input data
required. The rapid QSTS algorithms were evaluated for scalability, accuracy, and robustness on
standard IEEE test circuits and real utility-scale distribution feeders with their low-voltage secondary
networks modeled. There is also a discussion about combining multiple rapid QSTS algorithms for
additional speed improvements.

The third section of the report discusses methods to more easily and accurately create the input data
required for QSTS simulations that represent the high-frequency inputs for all load and PV nodes
on a feeder. The challenge addressed here is that QSTS simulations require additional information
about the temporal variations of customer load and PV generation throughout the year, but load is
often measured at low temporal resolution (and usually only at the feeder head), and PV production
is often not measured at all by the utility. Thus, to ensure accurate QSTS studies, there is a need for
accurate load and PV data generation with high spatial and temporal resolution. PV modeling
methods were presented for (a) creating a simulated high-frequency irradiance time-series based
solely on low-frequency, readily available satellite-derived irradiance, and (b) producing high-
frequency PV inputs at all simulated PV locations on a distribution feeder based on high-frequency
simulated or measured irradiance time-series. With or without additional measurements, the
methods presented here enabled load and PV inputs with representative variability to be generated,
allowing for significantly more accurate QSTS simulations than those using simple load and PV
assumptions.

Lastly, the report discusses how the rapid QSTS algorithms were implemented into three main
software environments. The first is an open-source release of the algorithms in MATLAB, allowing
other researchers to easily test and modify the code for any application. The second is the
implementation of the algorithms into OpenDSS. The OpenDSS integration allows the academic
and research communities that already use OpenDSS to immediately see the benefits of faster QSTS
simulations without having to run any external code. The third is implementation into CYME,
which enables utilities to have access to more powerful algorithms in the software environment that
they are used to.

Overall, the work highlighted in this project report describes rapid QSTS algorithms that drastically
reduced the computational time of quasi-static time-series simulations and presents methods for
simulating PV power inputs from readily available data. The rapid QSTS algorithms are thus capable
of accurately modeling solar PV systems as well as capturing the operation of voltage-regulating
equipment (e.g., number of tap position changes over time).

In the coming years, QSTS simulations will become an integral part of distribution system analysis
and planning tasks for integrating solar PV and other distributed resources. The significant
computational time reduction and the novel methods for generating accurate PV power output
profiles mean that electric utilities can more efficiently and accurately utilize QSTS simulations to
evaluate PV interconnection requests. Beyond PV integration, the ability to perform fast and
accurate QSTS simulations will benefit a variety of distribution system analysis and planning tasks,
such as analyzing demand response controls, conservation voltage reduction, hosting capacity
analyses, and feeder reconfiguration strategies.
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ACRONYMS AND DEFINITIONS

Abbreviation

Definition

ADMS advanced distribution management system
AMI advanced metering infrastructure

ANSI American National Standards Institute

BOI Bus of Interest

BTVTS Back track variable time step

CB Critical bus

CPU Central Processing Unit

CR Circuit reduction

CYME Company that develops the CYMDIST power system analysis tool
DER Distributed Energy Resources

DG Distributed Generation

DLL Dynamic link library

DR demand response

DOE Department of Energy

DWT Discrete Wavelet Transforms

EB Event-based

EMT Electromagnetic transient

EPRI Electric Power Research Institute

ESS energy storage system

EV electric vehicle

GHI global horizontal irradiance

GUI graphical user interface

HC Hosting capacity

HRIA High resolution irradiance algorithm

IEEE Institute of Electrical and Electronics Engineers
I/O Input/output

LDC Line Drop Compensation

LFwP Load Flows with Profiles

LTC Load Tap Changer

LTD Long-term dynamic

LVR Line voltage reguator

MAE Mean absolute error

MATLAB Matrix Laboratory- is a multi-paradigm numerical computing environment
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Abbreviation

Definition

NREL National Renewable Energy Laboratory
NRU Newton Raphson Unbalanced

NSRDB National Solar Radiation Database
OpenDSS Open Distribution System Simulator™
OpenDSS-PM Open Distribution System Simulator- Parallel Machine
OPF Optimal power flow

PDVTS Predetermined variable time step

PF Power Factor

POA plane of array

pu per unit

PV photovoltaic

QSTS Quasi-Static Time-Series

RMS root mean squared

SIND Solar Integration National Database
SOC state of charge

SNL Sandia National Laboratories

SRRL Solar Radiation Research Laboratory
SS Steady State

TWP Technical Work Plan

VDU Voltage drop unbalanced

vQ Vector Quantization

VREG Voltage Regulator

VS Variability score

VTS Variable Time Step

VTS-BD Variable Time Step with Back Tracking
WVM Wavelet-based Variability Model

Xfmr transformer

ZClI zero current injection
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1. INTRODUCTION

Without time-series analysis, many potential impacts of new DER, like the duration of time with
voltage violations and the increase in voltage regulator operations, cannot be accurately analyzed.
Understanding the voltage regulator operations is essential to determine the impact of DER on
these expensive pieces of utility equipment. Furthermore, snapshot study methods that only analyze
peak periods or a peak variability day often lead to over-estimation of normal operating issues.
Paired with accurate load and generation time-series data or models, a QSTS can accurately quantify
the magnitude, frequency, and duration of an impact.

QSTS involves steady-state power flows, but it is distinguished by the dependence on the previous
power flow solution. Each time step of the solution cannot be solved independently because it
relies on the information from the previous time step about the feeder state, regulator taps, control
delays, etc. QSTS simulations specifically model these discrete controls and run the simulation as a
time-series to capture the time-dependent states of any controllable elements. QSTS helps to
understand the impact of a new DER and offers many practical advantages and uses over
conventional tools:

This Office of Energy Efficiency and Renewable Energy systems integration project focuses on
quasi-static time-series (QSTS) analysis to improve grid performance and reliability. The specific
target for this project was to enable the SunShot target of greater than 100% of peak load for solar
penetration on the distribution system by developing tools and methods for detailed and accurate
analysis of distributed energy resource (DER) grid impacts. The use of QSTS analysis by the utilities
has been limited by the available simulation software modeling capabilities, the lack of available
input data, and the computational intensity of the QSTS analysis. The lack of fast and accurate time-
series analysis results in many potential impacts not being studied, such as voltage regulator
operations when variable generation sources are connected to the distribution system. By improving
the computational speed of QSTS, longer time periods can be studied to provide better estimates of
impacts than conservative snapshot or short time period estimates.

The specific challenges we addressed in this project are: data needs and computational burden to
perform QSTS analysis. As seen in Table 1, existing QSTS algorithms back in 2015 could take
anywhere from 10 to 120 hours to perform a 1- year simulation at 1-second resolution. The wide
range in simulation times is due to the variety in circuit complexity, such as the number of buses and
the number of voltage regulators. With the existing methods in 2015, even performing a QSTS
simulation for a single day can take up to 20 minutes.

Table 1. Computation Times for 1-second Resolution QSTS

Simulation Duration

1 Month 1 Year

Existing Methods 1.6 — 20 minutes 0.8 - 10 hours | 10 - 120 hours
Proposed Algorithm Target 3 minutes 4 minutes 5 minutes

The solution includes developing accurate and computationally efficient QSTS methods that could
be implemented in existing open-source and commercial software used by utilities and the
development of methods to create high-resolution proxy data sets. This project demonstrated
multiple pathways for speeding up the QSTS computation using new and innovative methods for
advanced time-series analysis, faster power flow solvers, parallel processing of power flow solutions,
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and circuit reduction. The target performance level for this project was achieved with year-long
high-resolution time series solutions, run in less than five minutes within an acceptable error.

1.1. Background

When this project started in 2015, QSTS analysis techniques and methods for the development of
the appropriate data for PV integration studies had been presented regularly [1] since 2010. Many of
these efforts by the principal investigators in this project [2-10] had shown the efficacy of QSTS
analysis in determining PV impacts over days, months, or even a whole year with varying time steps
from houtly to one second. However, the QSTS analysis techniques required a burdensome amount
of high-resolution load and PV resource data and require long computational run-times. These
QSTS analysis limitations, when applied to PV integration studies, impeded QSTS’s acceptance and
implementation in commercial distribution system analysis software solutions.

Research that compares different methods for shortening time-series power flow simulations based
on reducing the amount of input data and thus the required number of individual power flow
calculations was done in [11]. The author focuses on reducing the time resolution of the input
profiles through down sampling and on finding similar time-steps in the input profiles through
vector quantization. This project extended this proof-of-concept work to include more detailed
distribution system models with voltage regulators and higher resolution data inputs.

In 2015, some commercial vendors had recently implemented basic QSTS functionality into their
software packages, but such implementations are inappropriate for use in accurate PV integration
studies due to the limited length of time analyzed or the time step of the analysis itself. The QSTS
functionality of tools in 2015 needed to be dramatically improved to solve in a timely manner with
more accurate data that represents load and solar variability. One of the key challenges that had not
been demonstrated in 2015, was the development of QSTS methods and tools that could maintain
power flow analysis accuracy while improving speed and being scalable to any type of distribution
system.

This project squarely addresses the two major QSTS analysis limitations for PV integration analysis
identified above, by developing advanced QSTS methods that greatly decrease the required
computational time and burden and by developing high-resolution proxy data sets for QSTS PV
interconnection simulations.

1.2. Project Objectives

The objectives of this project are to accelerate QSTS simulation capabilities through the use of new
and innovative methods for advanced time-series analysis, such as variable time step, vector
quantization, event-based, intelligent sample selection, machine learning, parallel processing of
power flow solutions separable by time and space, and circuit reduction. Each of these methods
contributed to speeding up the QSTS computation. This project demonstrates how to precisely
simulate grid impacts while dramatically reducing the computational time required to solve the
power flow time-series — making QSTS analysis increasingly a preferred PV impact assessment
method.

The project goal was to reduce computational time (10-120 hours) for a complete yearlong QSTS
power flow analysis to 5 minutes or less. The extended computational time for QSTS analysis makes
it unusable by utilities that need an accurate yearlong analysis of the expected PV impacts.
Additionally, the data inputs, inclusive of loads connected to a distribution circuit and power
produced by interconnected PV systems, for QSTS analysis are burdensome for utilities because
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utilities often do not collect and store the necessary data at the required time-resolution. The
outcome of this project was the development of tools and methods implemented in both
commercial and open-source power flow analysis software to allow QSTS to be performed while
maintaining accuracy while improving speed and being scalable to any system size.

The impact of this project helped enable the SunShot target of greater than 100% of peak load for
solar penetration on the distribution system through using more detailed and accurate methods for
analyzing photovoltaic (PV) grid impacts and mitigation solutions. This supports the national goals
of a clean energy progression. With these new improved time-series analysis and tools, many
potential impacts, like the duration of time with voltage violations and the increase in voltage
regulator operations, can now be accurately analyzed with the tools available to utilities. New study
methods using the QSTS results of this project will allow for accurate and cost-effective estimation
of PV-caused issues and thus enhance the adoption of PV and other DER particularly as penetration
of DER increases.

The Technical Work Plan (TWP) for the entire project can be summarized by the activities defined
in 6 major tasks:

» Fast Time-Series Approximations
Improved Power Flow Solution Algorithms
Circuit Reduction

Parallelization of QSTS Analysis

YV V. V V

Implementation of Accelerated QSTS
» High-Resolution Input Data.

The first four tasks focused on improving the computational efficiency of QSTS calculations; the
fifth task integrates and implements successful improvements into commercial and open-source
software, and the last task addresses the need for high-resolution proxy data sets required for
accurately representing PV system impacts.
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2. NEED AND STANDARDS FOR QSTS

To examine the impact of PV on the distribution system, many different types of studies and
analyses can be performed. Commercial circuit analysis tools have historically provided the capability
to perform steady-state power flows to analyze the distribution system at specific snapshots in time,
but PV output is highly variable and the potential interaction with control systems may not be
adequately analyzed with traditional snapshot tools and methods [12, 13]. The challenge of running
only peak periods or a peak variability day is to know how to extrapolate these results accurately to
the full year of operations. Knowing the voltage regulator tap operations caused by solar and load
variability is essential to determine the actual impact of DGPV on these crucial and expensive pieces
of utility equipment. Paired with accurate load and generation time-series data or models, QSTS can
accurately measure these effects.

This chapter discusses several aspects of QSTS simulations and how high time-resolution data can
be used to assess the potential impacts of PV on the distribution system in a more comprehensive
manner. The main advantage of using QSTS simulation is its capability to propetly analyze and
capture the time-dependent aspects of power flow [6, 14-16]. QSTS produces sequential steady-state
power flow solutions where the converged state of each iteration is used as the beginning state of
the next. Examples of the time-dependent aspects of power flow include the interaction between the
daily changes in load and PV output and the impact on voltage regulation equipment. Another
advantage of QSTS is the ability to quantify both the magnitude of an impact as well as the
frequency and duration of the impact [17]. QSTS analyzes the power system by solving a series of
steady-state power-flow solutions with a fast-enough time step to capture control actions with
moderately slow, generally multi-second, response times. QSTS with time steps of 1-60 seconds is
sufficient to capture the response of typical distribution equipment, including voltage regulators [6],
and can be simulated for periods from hours to years.

2.1. Motivation and Need for QSTS

The proposed R&D activities will enable the SunShot targets of greater than 100% of peak load for
solar penetration on the distribution system by using more detailed and accurate methods for
analyzing photovoltaic (PV) grid impacts and mitigation solutions. Without improved time-series
analysis and tools, many potential impacts, like the duration of time with voltage violations and the
increase in voltage regulator operations, cannot be accurately analyzed with the tools currently used
by utilities to model PV impacts. Furthermore, the currently used study methods often lead to over-
estimation of PV-caused issues (which limits the adoption of PV) and are particularly ill-suited for
the analysis of many multiples of PV connections on each distribution circuit, which will become
common in the future as PV penetration increases.

2.1.1. Comparison to snapshot methods

Conventionally, distribution system analysis has focused on steady-state power flow simulations,
harmonic analysis, and system protection studies. These types of studies have traditionally been
sufficient for distribution system engineers’ planning needs such as designing feeder layouts,
planning expansions and upgrades, and determining control settings. However, emerging
technologies and capabilities such as energy storage systems (ESS), electric vehicles (EVs),
distributed photovoltaic (PV) advanced inverters, demand response (DR), and Advanced
Distribution Management Systems (ADMS) are changing the paradigm for distribution system
planning and operations. Commercial circuit analysis tools have provided the capability to perform
steady-state power at snapshots in time, such as the peak load period that was historically the most
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extreme condition. Traditional snapshot tools and methods may not be adequate to accurately
analyze the interactions of new distributed energy resources (DER) being interconnected.

A draft of the IEEE guide on conducting DER distribution impact studies for distributed resource
interconnection discusses four types of special system impact studies: (1) dynamic simulation, (2)
electromagnetic transient (EMT) simulation, (3) harmonic and flicker study, and (4) quasi-static
simulation [18]. Dynamic simulation is practical to simulate stability issues or voltage and frequency
ride-through [18]. EMT simulation is often used for protection design and fault analysis [18, 19].
Harmonic and flicker studies provide insights into the feeder’s power quality [18]. Last, quasi-static
simulation is a versatile study used to understand equipment control operation, voltage regulation,
and reactive power management [18]. In this work, we focus on the quasi-static time-series (QSTS)
simulation to study the impact of various DERs. QSTS simulation is best defined by the IEEE draft
guide:

“Quasi-static simulation refers to a sequence of steady-state power flow, conducted at a time step of no less than 1
second but that can use a time step of up to one hour. Discrete controls, such as capacitor switch controllers,
transformer tap changers, automatic switches, and relays, may change their state from one step to the next. However,
there is no numerical integration of differential equations between time steps.” [18]

QSTS involves steady-state power flows, but it is distinguished by the dependence on the previous
power flow solution. Each time step of the solution cannot be solved independently because it
relies on the information from the previous time step about the feeder state, regulator taps, control
delays, etc. QSTS simulations specifically model these discrete controls and run the simulation as a
time-series to capture the time-dependent states of any controllable elements. QSTS helps to
understand the impact of a new DER and offers many practical advantages and uses over
conventional tools:

1) Analysis is not limited to specific time periods, such as peak load, which may no longer be the
most critical times with high penetrations of DER

2) Enables the study of control algorithms, such as energy storage or ADMS control, and interactions
between control equipment, such as between PV advanced inverter volt-var and distribution
voltage regulators [20]

3) Simulates impacts like voltage fluctuations that are caused by variable resources such as distributed
PV

4) Calculates the interaction between the daily changes in load and PV output and perform energy
and loss evaluations over actual profiles of load and generation

5) Determines the steady-state voltage conditions for quickly changing circuit load and or generation

6) Calculates the time duration of extreme conditions, such as the number of hours a customer is
expected to see an over-voltage condition or the amount of time a conductor or transformer is
overloaded each year

Without time-series analysis, many potential impacts of new DER, like the duration of time with
voltage violations and the increase in voltage regulator operations, cannot be accurately analyzed.
Understanding the voltage regulator operations is essential to determine the impact of DER on
these expensive pieces of utility equipment. Furthermore, snapshot study methods that only analyze
peak periods or a peak variability day often lead to over-estimation of normal operating issues.
Paired with accurate load and generation time-series data or models, a QSTS can accurately quantify
the magnitude, frequency, and duration of an impact.
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2.1.2.  Previous applications of QSTS: Where/When QSTS is Used

The notion of time-series power flow simulations is discussed in the literature for impact studies of
different DER: solar PV [2, 4-6, 10, 14, 16, 21-28], wind [29, 30], electrical vehicles [31, 32], ESS [33,
34], and different load models [35-38]. QSTS simulation is also used for impact studies of control
schemes in different power equipment: smart inverters [16, 22, 25, 39-45], and voltage regulating
devices [4, 46-49]. The common objective for using QSTS analysis is to capture the time-dependent
effects and controller actions on a feeder. QSTS analysis can be used to perform various types of
studies on a feeder, such as studying the impact of DERs or control schemes on the voltage quality
[2, 4-6, 10, 14, 16, 21, 24-26, 32, 39, 47, 48, 50]. The sequential time-series simulation can determine
the range of voltage magnitude as well as the duration of any voltage violations on the circuit. QSTS
simulation is also used to study the operation of voltage regulating devices [2, 4, 5, 10, 21, 22, 24, 20,
32, 51] caused by large power flow fluctuation that certain DER creates. Other types of studies
performed with QSTS analysis includes: equipment loading assessment [30, 33, 52], system losses
[10, 23, 24, 31, 33, 48, 49], or power flow direction [21].

2.2, QSTS Accuracy Metrics

The most important aspect of running a QSTS simulation is to accurately produce a set of output
metrics that will quantify the impacts of PV on a distribution feeder. A set of metrics was developed
to ensure that all quantities of interest are captured, and their acceptable accuracy thresholds are
shown in Table 2. These thresholds have been established in [53]. The motivation for these metrics
comes from [54], where the authors present a detailed discussion on voltage issues arising in feeders
with significant PV penetration.

The accuracy of the improved rapid QSTS algorithms is determined by comparing the below metrics
to the brute-force 1-year at 1-second base case simulation. Each method must maintain a certain
amount of accuracy for each metric, as shown with the accuracy thresholds. These accuracy
thresholds are a working draft set of numbers that have been updated as we moved through the
project, but they should not currently be seen as strict guidelines.

Table 2. Accuracy metrics for QSTS analysis.

Result Metrics for QSTS # of Values ,?;;T;fl};
1. Highest/lowest voltage on the feeder 2 0.005 pu
2. Highest/average/lowest voltage at each node 3 per node 0.005 pu
3. Total number of tap changes per regulator 1 per regulator 10%
4. Total number of switching operations per capacitor 1 per capacitor 20%
6. Time duration that the feeder is above/below ANSI limits 2 24 hours
7. Highest thermal percent loading per component 1 pet line/xfmr 5%
8. Duration of thermal overload per component 1 pet line/xfmr| 24 hours
9. Summation of line losses for the feeder for the yeatr 1 5%
10. Feeder head max/average/min reactive powet 3 100 kVAr
11. VArs produced/consumed by each PV system for the year - 5%
12. Curtailment (kWh) with volt/watt control for each PV system for the year - 5%

2.3. Standards for QSTS

Many motivations and applications for QSTS are discussed in the previous section showing the
efficacy of QSTS analysis in determining PV impacts over days, months, or even a whole year with
varying time steps from hourly to 1 second [4, 5, 7-10, 55-57]. However, there is very little information
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available for the requirements and standards for performing QSTS simulations. This section of the
report provides a novel analysis of the QSTS requirements for the input data time-resolution, the
simulation time-step resolution, and the length of the simulation. The requirements are application-
specific to what is being quantified: voltage regulation device operations (regulators and switching
capacitors), power quality analysis, time outside normal operations, and line losses. Each of these
applications will serve as the evaluation metrics for calculating the errors of QSTS simulations relative
to the yearlong 1-second resolution simulation described in Section III. For each evaluation criteria,
maximum acceptable error thresholds have been set based on feedback from distribution system
engineers on their expectations of the performance of QSTS simulations.

All results in this section are from simulations in the open-source software OpenDSS from EPRI
[58]. OpenDSS is commonly used to model solar on the grid because of its time-series capabilities
[10, 25, 59]. The program was designed to help distribution planners analyze various issues with
distributed generation. All power flows were solved with OpenDSS and the results transferred to
MATLAB through a COM interface [60]. The results shown are from the test circuits described in
Section 3.3.

2.3.1. Data Needs - Input Data Resolution

The application of QSTS simulations requires more data to represent the time-varying PV output
coincident with time-varying load. The necessary data set can become very large depending on the
resolution and length of simulation desired. Any time that large datasets are used, there will be
significant effort required for cleaning, processing, and validating the accuracy of the data. QSTS
simulation introduces new and more complex data requirements for power flow simulation. The
data requirements for QSTS can be divided into three categories: model data, load data, and PV
data.

The implementation of QSTS may require the gathering of additional distribution system model
data, including time delay control settings on voltage regulation devices such as capacitors and
VREGs. The details of voltage regulation controls, such as reset modes and delays, are not necessary
for snapshot power flow simulations, but this information becomes critical for accurate time-series
analysis results.

The most ideal input for PV QSTS simulations is high-resolution irradiance data locally measured at
the feeder time-coincident to the load data measurements, but there are very few 1-second
resolution irradiance data sources in the United States. Commonly, either low-resolution data is used
for the analysis, or high-resolution data from a distance geographical location is transformed to the
study location. Using a basic diurnal PV output pattern, such as a clear sky model [61], could still
provide some valuable insights into potential interactions between the load and PV generation.
When using high-resolution irradiance data, it is important to correctly model the reduction in
variability of the PV power due to the geographical smoothing that will occur over the area of the
PV plant. Methods like the Wavelet-based Variability Model (WVM) can be used to estimate the PV
power output using an irradiance point sensor [62-64].

QSTS simulations require the availability of historical time series load data that is often not easily
available at the required time resolution. It is common for utilities to record load data at 15-minute
or 1-hour resolution, which may be too low to analyze some distribution system impacts that
function on the order of seconds. The most ideal input for PV QSTS simulations is high-resolution
irradiance data locally measured at the feeder time-coincident to the load data measurements, but
there are very few 1-second resolution irradiance data sources. Some previous work has shown that
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high-resolution data (sampled at <1-minute resolution) is more critical for modeling PV than load in
distribution system simulations [65], and that using 1-minute resolution PV data instead of 1-second
resolution can result in up to 18% error in the number of voltage regulator tap changes [66]. Here
we perform a similar study for the errors introduced by using lower resolution input data in QSTS
simulations on the test feeder. The 1-second irradiance data is averaged over the larger sample
periods to represent a standard datalogger and then the QSTS resamples it back to the 1-second
time-step resolution with linear interpolation.

Regulator Tap Changes Capacitor Switching

s
.. 80 e

60 /
£l

4 20

o
o

RMS Error (%)
N £
o o
Error (%)

t’5 10 30 90 300 900 05 10 30 90 300 900

Input Data Resolution (s) Input Data Resolution (s)
Max & Min Voltage Time Outside ANSI
- 20
) B —
8 N I4
*x 4 S 15
2 s /
< £ 10 /
) oo W
s 2 (%)
W E 5
2 y
) o *—o-¢ 0 =
510 30 90 300 900 510 30 90 300 900
Input Data Resolution (s) Input Data Resolution (s)
Line Losses

2 /"/'
(J/

510 30 90 300 900
Input Data Resolution (s)

Error (%)

0

Figure 1. Errors in a yearlong QSTS simulation by using input data at a coarser resolution than 1-
second.

Figure 1 shows the errors for using lower resolution PV irradiance input data. The root-mean-
squared (RMS) error of the number of tap changes for the three regulators is shown in the top left.
The maximum and minimum voltages that occur anywhere on the feeder at any time of the year are
shown in the middle left plot. The middle right plot is the RMS error of both the time below and
time above the ANSI C84.1 allowable voltage ranges. The error for the yearly number of capacitor

switches and total line losses are also shown. For each evaluation metric, the acceptable error
threshold is shown with the dashed black line.

2.3.2. Simulation Duration

Previous research has shown how extended time horizon simulations are necessary to capture the
seasonal impacts of PV on the distribution system. A more detailed discussion on performing PV
interconnection studies and additional analysis examples is shown in [17]. As an example, the feeder
in Figure 2 has a substation LT'C with LDC and two switched capacitors. The substation
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transformer serves a total of four feeders, and the other three feeders were simulated as lumped
loads. This analysis investigates operations of voltage regulation equipment during a 9-month
simulation with the central PV system connected at the furthest three-phase point on the feeder that
could support the PV plant without exceeding conductor ampacity ratings. Coincident feeder load
data and local high-resolution irradiance measurements are used for the simulation. The hypothetical
PV plant has a nominal capacity of 7.5 MVA output at unity PF, which is equal to 100% of feeder
peak load. The simulation was run at 1-second resolution from January 1, 2011 through September
30, 2011. Table 3 shows a comparison of the base case and PV case with regard to L'TC and
switched capacitor operations for the 9-month simulation.

% Fixed Cap

>z Central PV
3.36 miles

LDC

Control Point Switched

Cap1
1200 kVAr

1200 KVAr

Substation

Figure 2. Distribution feeder with one central plant

Table 3. Device Operation Comparisons for the Base Case and PV Case.

Operatia Dperatio Pe
De Base Case > Differentia ange
LTC 459 394 (-65) -14%
Cap 1 12 6 (-6) -50%
Cap 2 16 28 (+12) +75%

The addition of PV resulted in a net reduction in operations observed over the 9 months for the
LTC and Cap 1 (nearest the substation) and an increase in the operations for Cap 2. The substation
LTC is a £8 step device, unlike the more common *£16 step devices, which means that each tap
change results in twice the voltage change per step and fewer operations. Figure 3 shows a column
plot with the total LT'C operations by month for the 9-month simulation of both the base case and
PV case. The differences shown in Figure 3 highlight the periods where PV causes the greatest
decrease in operations, which is during the summer months, and a small amount of additional
operations, which occurs in the winter months.
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Note that the distribution system is connected to a stiff 115 kV transmission system. This means the
number of LTC operations will be lower than an LTC connected to either a weaker grid (low short-
circuit current) or a lower voltage transmission system. The LTC is connected to three additional
distribution feeders, so a high penetration of PV on one feeder may not considerably affect the
substation current or the number of LTC operations. PV variability can have a more significant
impact on distribution system LTC’s for a weaker grid and when there are fewer feeders on the
transformer. This example illustrates the value of doing a yearlong analysis instead of only studying
a 1-month period that could have predicted a significant increase in LT'C tap changes if only January
had been used.

Distribution system analysis depends on the system load and other input data, all of which are heavily
seasonally dependent. In [55], distributed PV was shown to reduce the number of voltage regulator tap
changes some times of the year and increase it during others. In order to capture the seasonal
variations, an extended yearlong QSTS simulation is often required. The necessary length of time for a
QSTS simulation is studied in this section by performing 1-second resolution QSTS simulations of the
test feeder for a subset of the number of days in the year. To study possible different sampling
methods, a Monte Carlo analysis was performed with a random sampling of the 365 days of the year.
The Monte Catlo analysis is performed 100,000 times for each number of sampled days to create a
distribution of error, which is shown in Figure 4. For each Monte Catlo run, random days are selected
throughout the year, and the number of tap changes during those days is used to predict the tap
changes for the entire year. When only running two days, the error in estimated tap changes can be
anywhere from -100% to 350% error. Note in Figure 4 that by selecting more days, e.g. 18 days
instead of 2 days, the mean absolute error (MAE) for the estimated number of tap changes decreases
from 53% to 17%.
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Figure 4. Monte Carlo simulation randomly selecting a few days from the yearlong QSTS
simulation of the IEEE 13-node to predict the number of tap changes for the year.

Other metrics than tap changes can also be investigated using the Monte Carlo simulation to
determine the possible error by running fewer days than the full year, as shown in Figure 5. Note
that some metrics are easier to predict using a fewer number of days, but that even using half the
year (180 days), some of the Monte Carlo simulations always fall outside the allowable error range
shown by the dashed black line. The resulting range of errors demonstrate that there may be some
promising methods to select the best days of the year and be at the bottom of error bars, but the
median value (black dot) is generally consistently high for only doing a simulation for part of the year.
Figure 5 also shows that the time the feeder will be outside the allowable ANSI voltage range during
the year cannot be estimated by only solving part of the year.
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Figure 5. Errors in estimating a yearlong QSTS simulation when only solving a subset of the days
for IEEE 13-node

A 100,000 Monte Catlo simulation was performed for five different distribution systems. For each
simulation, the metrics are predicted based on a subset of the days, and the accuracy is calculated
compared to the yearlong QSTS simulation. Figure 6 shows the error for each type of metric for the
five feeders. In order to bound the error within a reasonable range, Figure 6 shows the maximum
error returned during the Monte Carlo simulations, which represents the worst-case scenario for
error that can be returned by running less than a yearlong QSTS.

31



Capacitor Switching

Regulator Tap Changes
: ~——7

40 40 i
- —@—FeederCO1 - —@—FeederCO1
2 30 FeederCO1_VV| - X 30 FeederCO1_VV | 1
5 IEEE123Bus 5 J1
=20 1 =20 = =—@—IEEE13Bus =
g IEEE13Bus g
0 : ' : : : 0 : ' : : '
365 180 90 30 10 2 1 365 180 90 30 10 2 1
Simulation Duration (days) Simulation Duration (days)
10 Feeder Voltages Time Outside ANSI
% —8—FeederCO1 ? 40 —8— FeederCO1
: FeederCO1_VV g FeederCO1_VV
g_ IEEE123Bus L 30 IEEE123Bus
T 5| = o = - J1 o 5 - —— - J1 o
o IEEE13Bus 520 IEEE13Bus
% s 10
© =
A\ 4 0'
365 180 90 30 10 2 1 365 180 90 30 10 2 1
Simulation Duration (days) Simulation Duration (days)
10 Peak Thermal Loading Time Overloaded
_ u —8— FeederCO1 a0 —8— FeederCO1
,5 FeederCO1_VV g FeederCO1_VV
5 IEEE123Bus I 30 ‘ IEEE123Bus
E 50 mm mm mm == - J1 o 5 P == J1 -
o IEEE13Bus 5 209 IEEE13Bus
©
= s 100
=
0 ' ' ' : ' 0 ' ' ' ' '
365 180 90 30 10 2 1 365 180 90 30 10 2 1
Simulation Duration (days) Simulation Duration (days)
Losses Reactive Power Demand
10 T ; . T T 200 . - - -
. —@— FeederCO1 = ’ —@— FeederCO1
X FeederCO1_VV § 150 FeederCO1_VV| |
5 IEEE123Bus = IEEE123Bus
£ J1 - S 100 _— = - a -
u =
x IEEE13Bus w IEEE13Bus
= X 50
=
365 180 90 30 10 2 1 365 180 90 30 10 2 1
Simulation Duration (days) Simulation Duration (days)

Figure 6. Errors in predicting the operation of different feeders over a year using a subset of the
days for a QSTS simulation.

From the results above, selecting days randomly to represent the year introduces significant error.
In Chapter 3 of the Rapid QSTS method, it is studied if there are more intelligent ways to select a
subset of days [67], and then use machine learning methods to predict the rest of the year from the
sampled days [68-70].

2.3.3. Simulation Time Step Resolution

Voltage regulation equipment includes a controller action delay (typically around 30-seconds) where
the voltage must remain out of a specified band during the delay period before regulation equipment
will initiate an action. This delay function keeps the voltage regulation equipment from reacting to
voltage transients. To capture the response of typical distribution equipment, QSTS simulations
should have time steps of 1-60 seconds to simulate times when the voltage came back in band
during the delay to reset the counter [6]. For any time step longer than the delay, the QSTS
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simulation will not take the control action until the next power flow is solved and the controller
delay has expired. If the simulation time step is long, the state of the system is less likely to still be
out of band when the system is next solved, so the number of operations decreases as the time step
lengths are increased. In [55], it is recommended that the simulation time step should be shorter
than the shortest time variable in the system (e.g. 30-second time step if the time delays are 30-
second).

The requirements for QSTS time-step are studied quantitatively by performing a yearlong QSTS of
the IEEE 13-node at various time steps, and the errors for time-steps longer than 1-second are shown
in Figure 7. The results demonstrate that high-resolution QSTS simulations are not required to
estimate the line losses or extreme voltages, but voltage regulation equipment operations have a
noticeable error at time-steps greater than 5-second resolution and significant error at greater than 20-
second time steps.
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Figure 7. Errors introduced by performing a yearlong QSTS simulation at time step resolutions
greater than 1-second for the IEEE 13-node system.

Each of the five distribution systems was run at increasing length in time step, and the accuracy is
compared to the yearlong 1-second resolution QSTS simulation.
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greater than 1-second of different feeders.

24. Summary of QSTS Standards

In general, it is more important to do longer simulations than higher resolution simulations if limited
by computational power. This is especially true for estimating worst-case voltages and time outside
of ANSI. To demonstrate this, Figure 9 shows the previous error graphs plotted on the same axis of
times faster in computational time. For example, a 2-second yearlong simulation (half of the
computational time) has 0% error for regulator tap changes, while a 1-second time-step simulation

of half the days in the year has a 12% error.
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Figure 9. Comparison of error introduced by doing either larger time-steps or fewer days (mean
error) than a yearlong 1-second resolution QSTS simulation.

Using the established acceptable error thresholds, Table 4 shows the minimum requirements for
QSTS simulation time-step and length of time for each QSTS analysis type. These error results and
requirements can vary depending on the distribution system configuration, input time-series data,
voltage regulation controls, error thresholds, and other system parameters. Thus, Table 4 should be
viewed as rough minimum requirements for having acceptable error for each analysis. Conversely,
based on the simulation results, Table 5 shows the requirements for accurate high-resolution QSTS
simulations with minimal error in each analysis metric. For this analysis, performing higher-
resolution or longer simulations than Table 5 will not provide additional accuracy benefit.

Table 4.QSTS Requirements for Simulation Time-Step and Length of Time to be within an
Acceptable Error within the Thresholds

Pt Wit Required Time-Step Requiref)l Length of Time
(sec) (% of year)
Voltage Regulation Equipment Operations <20-second 220%
Extreme Max / Min Voltages ~15-minute >50%
Time outside ANSI =<30-second =90%
Line Losses ~60-minute >10%

Table 5. QSTS Requirements for Simulation Time-Step and Length of Time to have Minimal Error

Analysis Metric Required Time-Step Require(oi Length of Time
(sec) (% of year)
Voltage Regulation Equipment Operations <5-second >50%
Extreme Max / Min Voltages <1-minute >90%
Time outside ANSI <5-second 100%
Line Losses <5-minute >80%

35



Yearlong high-resolution QSTS analysis is required to adequately model DER impacts on the
distribution system. The total line losses for the year can be accurately estimated using shorter low-
resolution simulations. However, shortening the simulation to even half of the year can result in
extremely high errors for estimating the worst-case voltage magnitudes and hours the feeder will be
outside the ANSI voltage range during the year. The interactions and number of actions taken by
voltage regulation equipment can be modeled with QSTS simulations using a time-step resolution of
up to 5-seconds, but a time-step resolution of 20-seconds or greater begins to induce large errors. In
order to be able to capture all distribution system analysis metrics together accurately, a time-step
resolution of less than 5-seconds and a time horizon of an entire year is recommended.
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3. RAPID QSTS METHODS AND RESULTS

Quasi-static time-series (QSTS) simulations allow for proper modeling of control time delays and
voltage regulation operations for analyzing high PV penetration impacts on distribution feeders.
However, emerging QSTS requirements introduce new modeling and analysis challenges including
new device and controller model development, more profound system details, and more intense data
inputs [17]. The use of QSTS analysis by the utilities has been limited by the available simulation
software modeling capabilities, the lack of available input data, and the computational intensity of
the QSTS analysis. While there are now QSTS capable modeling software options available and
more utilities have the necessary data sets for QSTS simulation of PV data impacts, the
computational time remains a challenge. Therefore, it is highly desirable to reduce the computational
time and complexity of QSTS analysis.

3.1. Challenges to Increasing the Speed of QSTS

In this section, we discuss the challenges in reducing the computational time of QSTS simulations
that is described in detail in [71]. This power system research direction differs from the conventional
research directions (OPF, unit-commitment, etc.) with its temporal aspect and the consideration of
voltage regulating devices. Subsections 1-6 address six major considerations that impact QSTS.

1) 'The first challenge is the fact that the power flow solution can be very fast, but the difficulty
is solving the power flow equations 31 million times for each second of the yearlong QSTS
simulation.

2) The second challenge is the aspects of distribution system modeling that make the problem
nonlinear, discontinuous, and unpredictable due to the circuit complexity.

3) The third challenge is the time dependence between each power flow solution that requires
QSTS simulations to be solved sequentially.

4) The fourth challenge is hysteresis and dead bands in distribution system controls that allow
for several independent states.

5) The fifth challenge is the modeling of the interactions between different controllers and the
cascading error that is caused by slight variations in models.

6) The sixth challenge is the speed challenge created by logging massive amounts of data during
a QSTS simulation and calculating accurate evaluation metrics.

3.1.1.  Challenge 1: Number of Power Flows to Solve

Problem Statement: A yearlong QSTS simulation at 1-second granularity solves 31.5 million static
power flows. No matter how fast the iterative algorithm is at solving the unbalanced three-phase
nonlinear power flow equations, computing it 31.5 million times requires significant computational
power.

Discussion:

Iterative power flow solvers have been researched and implemented since the 1950s [72] [73]. They
are at the core of numerous power system analyses; consequently, significant effort has been
devoted to improving their simulation speed (i.e. reduce the number of iterations and accelerate each
iteration) over the decades. Fast iterative algorithms for distribution systems are already
implemented in commercial software like CYME and in open-source packages like OpenDSS, or
GridLAB-D.
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Two directions can be taken in reducing the computational time of power flow solvers: the time it
takes to solve the set of equations and the number of iterations it takes to converge. Various
iterative techniques such as Newton-Raphson or Fixed-Point method have been applied in the
literature and in commercial programs to solve the power flow equations. Different power flow
solution techniques may offer better computational time per iteration depending on the feeder
characteristics and especially on how they are implemented in a specific coding language. Power flow
approximations are a good way to reduce computational time. On the other hand, significant
computational time reductions of the iterative solver can be theoretically achieved by reducing the
number of iterations, but progress in this direction has already been pursued and solvers have
already been optimized to converge with a small number of iterations within the scope of QSTS
simulations.

Power flow approximations

In order to reduce the computational time, one alternative is to apply approximations to the power
flow equations or their solution methods. Numerous power flow approximation methods are
presented in the literature [71]. However, many of these approximations do not work well with
multi-phase unbalanced distribution systems (e.g. due to their low X/R line ratio), and all power
flow approximations suffer in certain conditions (whether in terms of accuracy or robustness).
Moreover, the interdependency between time-steps of the QSTS simulation requires each time step
to be solved chronologically which furthers the argument that much more important gains can be
obtained by reducing the sheer number of time-steps to be solved as opposed to the CPU time of
individual power flow solutions. Therefore, even with fast iterative solvers, solving the unbalanced
three-phased power flow equations millions of times requires significant computational power.

3.1.2.  Challenge 2: Circuit Complexity

Problem Statement: The set of power flow equations for an unbalanced, 3-phase system is
nonlinear by nature. When considering various controller logics, the QSTS simulation becomes a
discontinuous nonlinear system that can be very complex. Simplifying this system can be very
challenging without having prior knowledge of how it behaves.

Discussion: Size of the distribution feeder

The computational time of the power flow solver is proportional to the number of nodes since each
additional node increases the number of equations required to be solved. This correlation can be
demonstrated by solving a yearlong QSTS simulation at 1-second resolution in OpenDSS using the
KLU solver for three different circuits. The computational time versus the number of nodes is
plotted in Figure 10. Since most distribution feeders have 1000+ buses [74], the size of the modeled
distribution circuit has a significant impact on the speed of a QSTS simulation. Even with fast
iterative solvers, additional work can be done to addtess the size of the feeder to reduce the
computational speed.
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as a function of the number of nodes.

Discussion: System unpredictability

The nature of this discontinuous nonlinear system makes it especially challenging to predict how it
will behave. For instance, the size of a PV system may or may not impact the operation of various
controllers on a feeder. Furthermore, their impact is neither continuous nor linear as shown in
Figure 11.
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Figure 11.Total number of controller actions on a modified IEEE 13-bus test circuit with a
centralized PV system of different sizes.

As shown in the figure above, the correlation between the number of controller actions and PV size
is approximately linear only until it reaches ~1500kW. This is a trend that would have been very
challenging to foresee based on the characteristics of the feeder.

The size of the PV system is not the only factor that causes unpredictability in the system. Its
locations, whether it is distributed or centralized, the controller settings, the location of voltage
regulating devices, their interactions, etc. are a small subset of the factors impacting the operation of
a distribution feeder. The circuit complexity creates a challenge of unpredictability in the system that
makes modeling QSTS simulation without going through each time-step challenging. Therefore, this
nonlinear (power flow equations) and discontinuous (control logic) system cannot be easily
simplified to study its unpredictable behavior.
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3.1.3. Challenge 3: Time Dependence Between Time Steps

Problem Statement: The time dependence in the control logic of certain distribution system
devices requires the QSTS simulation to be solved chronologically. For instance, the delays and
deadbands in the controllers create a hysteresis in the state of the system. This hysteresis can be a
challenge in reducing the computational time of QSTS simulations.

Discussion:

Controller logics in some devices on a distribution feeder can have a time dependence either by
design or by nature. Delays and deadbands are often incorporated in controllers (e.g. tap changers or
capacitor banks) to ignore any short fluctuation in power flow and avoid oscillation in their
operation. Delays can filter out high-frequency variations while deadbands reduce oscillations caused
by their own or other devices’ operation. In addition to distribution voltage regulating devices, there
can be many other devices on the distribution system with time-dependence, such as PV systems
with advanced inverter controls and energy storage systems (ESS) state-of-charge (SOC) controls.

The benefit of the QSTS simulation solving power flow chronologically is that the time dependence
in the different controllers can be modeled. Delays, deadbands, and SOC can easily be modeled
similarly to how they are implemented in the field with if-statements and delay timers. For example,
let us use the basic control logic of a capacitor bank on a distribution feeder. As the voltage at the
point of interconnection varies, the controller logic monitors the voltage and takes an action if the
signal is outside the thresholds once the delay timer has expired. A deadband separates the upper
and lower thresholds to avoid fluctuation from the voltage variation created by the action of the
capacitor switching.

When solving each time step chronologically, this hysteresis is easily modeled through the modeled
logics. As the simulation advances second by second, the time dependence is naturally incorporated
with the previous states and any delay timers. This may become a challenge for some computational
time reduction approaches if the time steps are no longer solved chronologically. The controller
hysteresis may not be accurately modeled or completely ignored which does not realistically
represent the operation and state of the system. Therefore, the logic in some controllers introduces a
time-dependence between time-steps requiring the QSTS simulation to be solved chronologically,
creating a hysteresis in the system states.

3.1.4.  Challenge 4: Multiple Valid Power Flow Solutions

Problem Statement: Without the historical information about previous system states, multiple valid
power flow solutions exist for given power injections on a feeder due to the deadbands and delays in
controller logic. Therefore, correlating these power injections with the states of controllable devices
becomes a challenge.

Discussion:

Deadbands are often incorporated within controllers to reduce the oscillation from their own or
other devices’ operation. As a result, controllable devices on a feeder can have multiple valid states
within their controller limits for a given power injection (e.g. for a given demand). For instance, in
voltage regulating tap changers, system operators design the voltage deadband to include 3-5 tap
positions within the thresholds to avoid oscillation.

A graphical model can be used to illustrate overlapping tap positions for a given demand. Generally
speaking, VregCtrl is not lineatly correlated with the load, however, in most distribution systems
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the error introduced by this linearized model is negligible. When we assume a linear correlation
between VregCtrl and system load, we can model each tap position of the regulator as a solid line,
as shown in Figure 12

When the load increases from L0 to L1, VregCtrl will drop from VO to V1; similarly, when the
load decreases from 1.0 to 1.2, VregCtrl will increase from VO to V2. In fact, as long as the load
maintains within I.3 and 1.4, no tap action will be triggered. However, when the system load moves
beyond L3 and 14, a tap action will be triggered, and the tap will move to the adjacent tap position,
which corresponds to the adjacent lines in the graphic model.

y A Different Tap Positions
regCrl /j \
VregMax
V2
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Figure 12. lllustrative representation of regulator control input voltage vs. system load.

When these solid lines overlap each other, one cannot associate a load level to a specific tap position
without considering its state at a previous time step. In practice, these solid lines will overlap 3-5
times for a given load. This discontinuity in the relationship between load and system states can
become a challenge in approximating control logic models.

Because the deadbands in controllers create a hysteresis in the state of the system, approximating
control logic models can become extremely complex without modeling the actual logic of the
controllers. Models based on power injections cannot be used when controllers are considered since
multiple discrete system states would be valid for the same power injections. This challenge can
present a problem for any new QSTS algorithms that do not track the system states through time.
The most intuitive solution to eliminate the effect of the multiple valid solutions is to introduce time
dependence and time correlation, which itself becomes a new challenge that can be computationally
cumbersome to achieve an accurate representation of the operation of the system. Therefore, the
deadbands in the controllers can have multiple valid states within their limits, making the correlation
between power injections and system states challenging.

41



3.1.5.  Challenge 5: Controllable Element Interactions

Problem Statement: Controllable elements placed on the same phase will interact with one
another. Because of their deadbands, an action in one controller caused by a small voltage
approximation error in the power flow solution can create false oscillations in other controllers
before it can be cleared.

Discussion: Oscillations

Multiple voltage regulating devices can be placed on the same circuit, especially on long radial
distribution feeders. Deadbands and delays in the controller of each device are coordinated to avoid
continuous oscillations between devices. However, their coordination becomes complex when PV
introduces large fluctuations in power injections in the circuit, which can create reverse power flow.
This challenge is illustrated with a modified IEEE 13-bus test circuit with 10% and 40% PV
penetration Figure 13. Two voltage regulating devices are considered: a voltage regulating tap
changer at the substation and a capacitor bank near the PV system.
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Figure 13. Plot of the net load at the substation (normalized to peak load), regulator tap position
and capacitor position over a 2-days period for a system with 10% and 40% penetration of PV. The
regulator has 125 tap actions (instead of 3) and the capacitor band.

As expected, the tap changer will regulate the voltage to follow the daily variation of the demand. In
the 10% simulation, the controller of the capacitor bank does not operate because of its delay being
longer (30 sec.) than that of the tap changer (15 sec.) allowing the voltage to be regulated before the
capacitor bank operates. The daily operation of the controllers is very different when a larger PV
system is considered. In the 40% simulation, the capacitor bank will operate to regulate the voltage
at the end of the feeder. This operation will trigger the tap changer to operate in response to the
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capacitor state because of the reactive power injection variation. Since the capacitor bank is more
sensitive to the PV system, its operation will increase and consequently increase the operation of the
tap changer.

Modeling the interactions between the operations of these voltage regulating devices can be difficult
to predict especially when they interact with one another. The deadbands and delays in the controller
logic are designed to avoid oscillation under specific conditions. However, new interconnections can
disrupt this balance and create emergent behaviors with considerable impacts on the feeder.

Discussion: Cascading error

Another aspect of the challenge with controller interactions is cascading errors. Because of the
deadbands in the controllers, the controllable element may trigger a change and remain in that state
for an extended period of time. As a result, the operation of other controllers can be significantly
impacted by it. For example, the state of a capacitor bank, which is a reactive power injecting device,
can impact the operation of an upstream tap changer. Because of the multiple valid power flow
solutions discussed earlier, under the same power injection conditions, the operation of the tap
changers can increase or decrease dramatically based on the state of the capacitor bank. In Figure 14,
a simulation is conducted where a single regulator action is neglected and as a result triggers the
capacitor to operate. This single error produces a completely different series of controller events
over the following few hours causing the tap changers to record additional actions before returning
to identical system states.
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Figure 14. States of voltage regulating devices over a 24-hour period, demonstrating how the
interaction between devices can create cascading errors with excess actions.
In this simulation, the cascading error only took approximately four hours to disappear, but it could
have easily taken a few simulation days. Speeding the QSTS simulation without going through the
controller logic at each time-step is challenging because of these controller interactions. A small
approximating error in the power flow solution can create a controller action that can impact how
another controller has operated over a period. This is a significant challenge that affects most if not
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all computational time reduction approaches. Therefore, because of controllable element
interactions, an erratic action in one controller caused by a small voltage approximation error can
create oscillations in other controllers before it is cleared.

3.1.6.  Challenge 6: Accurate Analysis for Extended Time-Horizon Simulations

Problem Statement: To characterize the impact of a new resource on a feeder, various metrics (e.g.
number of tap actions or voltage violations) can be computed posteriori based on the time-series
solutions. However, a large amount of data is often required to fully understand its impact. For
instance, monitoring voltage violations would require recording voltage quantities for all the nodes
in the system for all the time points (e.g. 31 million time points times 10k unbalanced nodes). In
addition, the accuracy of each reported metric may be impacted differently based on the approach
taken to reduce the computational burden.

Discussion: Data logging requirement

The amount of data to be recorded is dependent on the objective behind the QSTS simulation,
whether it is to study the impacts on voltage quality or the operation of controllable devices. The
analysis from a QSTS simulation can be categorized into two types of data: discrete metrics or time-
series measurements.

Discrete metrics, such as the number of controller actions or total power losses, can be recorded as
aggregating values at each time-steps or later computed by recording time-series data to process
posteriori. Obviously, there is an advantage for both approaches. Only recording aggregated values
does not have a significant memory requirement but will not allow further analysis besides the final
discrete metric. On the other hand, recording time-series data requires significant memory but
allows post simulation analysis.

Recording data at each time-step can increase the computational time either because of the sheer
amount of data (i.e. voltage magnitude) or because of a necessary logic (i.e. tap change if- statement).
More specifically, recording time-series voltage measurements for large distribution feeders (500+
buses) may not be possible without running the simulation in sequences. When the power flow
solver is contained in its own dynamic-link library (DLL), non-negligible computational overhead
may also result from the transfer of large amounts of data at each time- step between the solver and
the main application.

The purpose behind running a QSTS simulation is to understand the operation of a distribution
feeder under certain conditions. However, it may be challenging to provide a clear understanding of
the system without having multiple metrics and/or time-series measurements to analyze. Data
management can become a challenge based on the approach taken to reduce the computational
time.

Discussion: Metric accuracy

Reducing the computational time of a QSTS simulation can be done in multiple ways: increasing
step size, decreasing time-horizon, circuit reduction, etc. However, the accuracy of some reported
metrics could be negatively impacted in the process. Each approach used to reduce the
computational speed is based on assumptions that may or may not impact the accuracy of a metric.
For instance, the increased step-size approach assumes that a single time-step represents multiple
other time steps, or the shorter time-horizon approach assumes that a portion of the year is
representative of the rest of the yearlong simulation.
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Because approaches can compute metrics differently, the accuracy of certain metrics may be
impacted in different ways. Some metrics can be time-sensitive, voltage sensitive, or neither. For
instance, the total number of controller actions recorded in a yearlong simulation is voltage- and
time-sensitive, while power losses in the system are neither. Power losses can be estimated with
negligible error without having to solve each time-step chronologically or accurate voltage profiles.
Furthermore, the number of controller actions is a discrete metric based on the hysteresis of the
controllers, while power losses are not.

Increasing the time-step size is the most apparent approach in reducing computational time.
Running the yearlong simulation at a 100-second resolution instead of 1-second will provide a 99%
reduction in computational time. However, this approach introduces an error in reported metrics
that is time-sensitive. For example, the total number of controller actions by the tap changer will not
be accurately reported but power losses will see little impact. (Figure 15)
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Figure 15. States of voltage regulating device over a 24-hour period demonstrating how the
capacitor state can create excess actions by the tap changers

The error associated with the larger time-step size is due to the delays in the controllers. As soon as
the time-step size approaches or exceeds the length of the delay, tap actions may or may not be
recorded which can accumulate to poor accuracy in reported metrics (See Challenge 5). Reporting
various metrics accurately is especially challenging given that this temporal system is a discontinuous
and nonlinear system. While considering different approaches to reduce the computational time of
QSTS simulations, it is important to retain an acceptable accuracy in the reported metrics.
Therefore, the accuracy of each metric reported by the QSTS simulation can be impacted differently
based on the approach taken to reduce the computational burden.

This section highlighted the most relevant challenges to reducing the computational speed of QSTS
simulation: the number of power flows to solve, circuit complexity, multiple valid power flow
solutions, time dependence between time-steps, controllable element interactions, and extensive
accurate simulation analysis. The next sections will describe the research efforts in this project to
address these challenges.
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3.2. Methods

Due to the increasing need for studying the impacts of high penetration PV scenarios and the
integration of new smart grid technologies and controls, improving the speed of the QSTS
simulation is a major ongoing research area. While there are many challenges to speeding up QSTS
simulations, significant improvements have already been demonstrated in prototype cases. Ongoing
research in this area includes investigating a variety of approaches such as machine learning,
intelligent sampling, variable time-step, event-based simulation, vector quantization, circuit
reduction, and temporal and spatial parallelization.

As shown in Figure 10, there are three main ways to decrease the computational time of a QSTS
simulation (7,). The total time can be decreased by reducing the time taken by a single power flow
(tpr), reducing the number of power flows solved (INpr), or increasing the computational power (CP)
applied to the overall QSTS solution. Figure 17 shows how the proposed rapid QSTS algorithms
can be grouped into one of those three categories. The time taken by a single power flow (%r) can be
decreased by circuit reduction or power flow improvements. The number of power flows solved
(Npr) can be decreased by using vector quantization, variable time-step, or event-based simulation.
Reducing the time-horizon of the required QSTS solution via machine learning or intelligent
sampling can also decrease Npr. Finally, the computational power (CP) can be increased by using
multiple processors for temporal parallelization or spatial parallelization (Diakoptics).

Time taken by QSTS:
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Figure 16. Total QSTS computational time is a combination of the time per power flow (PF)
multiplied with the total number of PF, divided by the computational power. Each type of rapid
QSTS algorithm is trying to address one of these main pieces of the computational time.
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Figure 17. Categories of Rapid QSTS Algorithms.

The following subsections discuss the unique approach that each rapid QSTS method takes to
reduce computational time while addressing the challenges highlighted in the previous section.

46



3.2.1. Variable Time Step

While large time-steps in QSTS simulation can create significant errors, variable time-step algorithms
can be used to intelligently modify the time-step size around key periods of interest like periods with
high variability or discrete control events. The goal of a variable time-step solver is to focus
computational efforts during the periods of the year when the system state is changing rapidly. For
example, when the net load demand is fairly constant at nighttime, the QSTS simulation can step
forward in time with larger time-steps. For the variable time-step simulation, the input data is
preprocessed to define the periods of interest that exceed a deviation threshold, as shown in Figure
18. The backtrack-based solver proceeds at the max time-step until a system state change is detected,
at which point it steps backward in time to search at high-resolution for when the event occurred.

Advantages:

e Easy to implement as it does not change the solver, only how the simulation progresses through
time

e Works with any type of controls, such as advanced inverters
Limitations:
e May miss the extreme operation time points if the max time step size is too large.

e It is challenging to determine the appropriate thresholds for deviation thresholds, max time
step, and how often to backtrack (especially with a large number of input profiles, some of
which may impact the circuit more than others).
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Figure 18. QSTS Variable Time-Step Algorithm
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3.2.2. Vector Quantization

Vector quantization groups together scenarios throughout the year that produce similar power flow
solutions, thereby limiting the total computations of the non-linear AC power flow equations. The
input variables are quantized, or discretized, and all power flow solutions with the same input
variables are considered the same. So, when a familiar scenario is encountered, the solution can be
pulled from a look-up table rather than recalculating the nonlinear power flow solution. Figure 19
shows a heat map of the number of time steps in a year with similar load and PV multiplier values
when quantized in 101 clusters.

Advantages:

e Very fast for long-term QSTS simulations, and the longer the duration of the simulation, the
algorithm is faster because it is more likely to have previously encountered the solution and
saved it in the lookup table.

e Better performance on larger circuits because the lookup table speed is constant but brute force
power flow computational time increases with circuit complexity.

Limitations:

e The accuracy is based on the discretization level and determining the optimal resolution for
speed vs. accuracy ahead of time is difficult with large numbers of input time-series and
regulating equipment.

e The lookup table size increases with more input variables, so the method may not scale well for
a large number of input time-series, such as AMI data for thousands of customers
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Figure 19. Vector Quantization QSTS Algorithm
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3.2.3. Event-Based

Event-based QSTS simulations use discrete local voltage sensitivity models to detect and predict
when the next state changes, such as a voltage regulator tap change, will occur. Because QSTS
simulations are nonlinear (power flow equations) and discontinuous (controller logic), a
discontinuous linear approximation can be utilized by creating a separate linear model for each
topology and discrete state of the distribution system, as shown in Figure 20. While the time-
dependent nature requires the simulation to be solved in sequential order, a combination of the
linear approximations can be used to solve the time-series via discrete event-based simulation.

Advantages:

Very fast using matrix multiplication of the voltage sensitivity model instead of matrix inversion
of the impedance matrix. The matrix is also generally smaller since it is based on the number of
input variables (load and PV profiles) instead of the number of buses.

System states and the timing of state changes are predicted very accurately for all devices
throughout the year by jumping from event to event. Other quantities can be determined by
post-processing with different time steps depending on the desired accuracy.

Works well with all types of equipment and controllers, including advanced inverters.

Limitations:

Must re-linearize after every state transition (regulator tap or smart inverter mode change).

Nonlinear losses are hard to estimate using linear regression, so the present solution is summing
the differences in power on either end of lines.

The sensitivity matrix size increases with more input variables, so the method may not scale
well for a large number of input time-series profiles, such as AMI data for thousands of loads.
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Figure 20. Event-Based QSTS Algorithm
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3.2.4. Intelligent Sample Selection

Intelligent Sampling uses representative samples from input time-series data to perform a QSTS
analysis. This method first decomposes the year into smaller 6-hour time periods, then characterizes
them using the solar variability index and mean load values. The underlying assumption is that
similar time periods will have closely correlated QSTS results. After running one period, all other
periods are assumed to have the same results, e.g. number of tap changes as shown in Figure 21. So,
by only solving the representative samples, the results can be extrapolated for the whole year.

Advantages:
e Intelligently selects pieces of the year to solve and reduces the computational burden by not
having to solve the entire year.
e Requires less of the year to be solved compared to random sampling (>85% of the year).

Limitations:
e There is significant variation in the power flows (seasonal and daily) so a large amount of the
year must still be run using QSTS to see all possible combinations.
e To maintain accuracy, it was found at least 40% of the year must be solved, with only 2.5x
speed improvement.
e Sclecting the periods of the year to run is critical and using a small percent of the time can lead
to large percent errors.
e FEach period of the QSTS is dependent on the previous periods, so sampling and running
specific time periods in the year adds error because each period may not be initialized correctly.
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3.2.5. Machine Learning

Machine learning algorithms can be trained from the results from a partial yearlong QSTS simulation
to learn the correlation between inputs (load and PV time-series) and the outputs (line losses,
number of tap changes, etc.) as outlined in Figure 22. This approach has produced promising results
(such as in [68, 87, 88]). Several types of machine learning, including ensembles of multiple types,
have been investigated to utilize the brute-force QSTS to initially train the machine learning, which
can then be used to accurately model the distribution system for other times during the year.
However, the training of the NN is feeder specific and requires at least 21% of the yearlong brute-
force QSTS to run.

Advantages:
e Intelligently selects pieces of the year to solve and reduces the computational burden by not
having to solve the entire year.
e Significantly reduces the amount of the year to be solved (only 20% required) compared to

random sampling (>85% of the year) or intelligent sampling (40% of the year) by learning the
correlations.

Limitations:

e There is significant variation in the power flows (seasonal and daily) so a large amount of the
year must still be run using QSTS to generate the training data. To maintain accuracy, it was
found at least 20% of the year must be solved, with only 5x speed improvement.

e Selecting the periods of the year to run is critical. Depending on the training data, there are
sometimes large percentage errors.

e Each period of the QSTS is dependent on the previous periods, so sampling and running
specific time periods in the year adds error because each period may not be initialized correctly.

e A separate machine learning algorithm must be trained to generate each metric, e.g. tap changes
vs. line losses.

Inputs: Input Run Simulation: Output LE]:lE;;zes
Load Profile »| Physical System » Voltage
PV Profile Parameters Transformgr Taps
L
»
Machine Learning:
(training)
Input Output
L J
Machine
+ Learning:
(prediction)

Figure 22. QSTS Machine Learning Algorithm
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3.2.6. Diakoptics

Diakoptics is a technique for tearing large physical circuits into smaller geographical subnetworks to
reduce the modeling complexity, i.e. spatial parallelization [89]. Figure 23 shows an example of a
circuit spatially divided into four different subnetworks. Using modern multi-core computers,
available cores will independently solve a separate piece of the circuit in parallel to find a total
solution. This technique accelerates QSTS simulations by simplifying the power flow problem to
achieve a faster solution at each simulation step. Consequently, the total time reduction when
performing QSTS simulations with Diakoptics will be evident at each time step.

Advantages:
e Most computers have multiple cores, so there is an automatic speed improvement.
e If integrated into the power flow solver, every power flow is faster, not only time-series power
flows.

Limitations:
e Parallel processors must communicate to reach a converged solution for each power flow which
is more complicated to implement.
e Speed improvement is partially limited by the parallel processing implementation and
communication between cores.

e Determining the locations to tear the circuit to separate between processors is challenging; if
each sub-circuit is not the same size as each other, the speed improvement is reduced.

== Regulator

@ Capacitor

900kvar
(controlled)

Figure 23. Diakoptics Algorithm
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3.2.7. Temporal Parallelization

The temporal parallelization method increases the computational power by dividing the total time
horizon of the simulation into different sections and solving those sections simultaneously on
multiple cores of a single computer. Figure 24 shows a visual representation of a yearlong QSTS
simulation divided into four equal parts to be solved concurrently on four separate processors. Since
QSTS simulations contain both “parallelizable” components (e.g. power flow solutions) and “serial”
components (e.g. assigning a time-series multiplier to a load), the relationship between speed
improvement and degree of parallelization is dependent upon both the characteristics of the circuit
and the available computing resources. Due to the time-dependence of QSTS simulations and the
existence of multiple valid power flow solutions, the unknown initial conditions at each temporal
division may introduce errors that can persist through the simulation. The likelihood of these errors
increases with the degree of parallelization because each additional temporal division introduces
another unknown state into the simulation.

Advantages:

e Most computers have multiple cores, so there the potential for a speed improvement without
requiring specialized hardware.

e No modifications to the power flow engine are needed since it is still solving part of the year in
the same way.

Limitations:

e Each power flow in a QSTS simulation is based on the previous power flow, so initializing the
QSTS in the middle of the year without solving the previous periods introduces error.

e Data management collecting results and combining from multiple simulations can be
challenging to implement.

e Some aspects of the simulation, such as I/O, will always be sequential, so speed does not
increase linearly with the number of processors (5 times speed improvement seen with 8 cores).

l tstart1 1 tstartz 1 tstart3 1 tstart4
T T T T T T T

1 2 3 4

T

tend1

| | 1 1 1 | 1 1
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Time 2018

Figure 24. Temporal Parallelization Algorithm
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3.2.8. Circuit Reduction

Circuit reduction creates a physics-based electrically equivalent reduced-order model with fewer
buses, thus reducing the total time taken by the solver at each time step. Key buses of interest (BOI)
and voltage regulation equipment can remain in the reduced model to preserve simulation accuracy
while the total number of buses is reduced. BOI can be user-selected, critical components (voltage
regulators, PV with advanced inverters, switching capacitors, etc.), or kept because they are required
by the algorithm (source bus, topology buses). However, detecting specific buses of interest
algorithmically can be a challenging task given that the lowest and highest voltage extremes can
occur anywhere in the feeder. Figure 25 shows an example distribution circuit before and after it is
reduced.

Advantages:

e Reduces both the computational time (fewer buses in the power flow solution) and the memory
requirements (fewer elements to record).

e Circuit reduction can be applied before implementing other rapid QSTS algorithms.
e Does not introduce error at the buses of interest.

Limitations:

e There is a reduced insight into buses and components that are removed in the reduced-order
circuit. For example, if an extreme voltage occurs at a bus that was not selected as a BOI, the
extreme voltage will not be seen.

e Advanced inverters with nonlinear volt-var curves (such as a deadband), cannot be aggregated
into a fully equivalent reduced order model, meaning all advanced inverters may have to remain
in the circuit.

_ . B User Selected
Distribution Feeder A Capacitor
89,10 ¢ Transformer . —
© Topology Reduced Equivalent Circuit
R 7 8 9 10

Substation
%

Transformer
*ransmission With LTC
1 2

System
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Figure 25. Circuit Reduction Algorithm
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3.3.

Five test circuits were developed for the project to test the QSTS algorithms. Each circuit contains
a yearlong simulation at 1-second resolution with high penetrations of PV.

Test Circuits

Table 6. Description of the five QSTS test circuits.

Peak Length Secondary . Number of
Circuit gl(l)fle:s’ kV Load of System Rf)geli,liit;:g Penel::; tion Ty;)esst:;lls’V Timeseries
(MW) Feeder Modelled M Profiles
3 LVRs with LDC,
16,41 |4 | 43 1.5 km No 1 switching CAP 40% 1 centralized 2
bank
D2 4] 36 |62km | No |'ETCAMOLVRS - sour |1 contralized | s
2969 1 LTC and 3 2 centralized,
546 6, 12| 6.4 |21.4km Yes LVRs, 5 switching 62% 142 6
CAP banks distributed
2969 1 LTC and 3 2 centralized,
546 6’ 12| 6.4 |21.4km Yes LVRs, 5 switching 62% 142 6
CAP banks distributed
1 LTC and 8 g
1‘232’ 12| 63 [181km| Yes |LVRs,3switching| 28% i‘iﬂgﬂﬁz‘; 10
CAP banks

Additional Comments:
LVRs (or VREGs) are single-phase line voltage regulators.

LTCs are 3-phase on-load tap changers installed at the substation transformer. CAP stands for
capacitor.

LVRs and LTCs have 33 taps (except for Feeder J1 where the LTC has 17 taps). Each time series
profile is 1-second, yearlong.

Centralized PV are 3-phase systems rated above 100 kW.
Distributed PV are single-phase systems rated below 100 kW.
All regulating devices have delays and deadbands.

Time series data is synthesized from SCADA and on-field irradiance sensors. IEEE 123-bus
reconfigures during the summer months using sectionalizing switches. Feeder CO1 and J1 are actual
utility feeders located in the U.S.
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3.3.1. IEEE 13 Bus Test Circuit

h50
= Features: mmﬁ (

630
= Peak Load: 4.15 MW 646 645 - 633 }Fy
= Rated PV: Single 3¢, 2 MW system (unity power factor)
* Three 1¢ VREGs (with LDC) at Substation a1l o en 692 s
= One 3¢ switching capacitor bank (600 kVAR) o) J &
= One 1¢ capacitor bank fixed (100 kVAR) 3 2w
* 1 Load profile from actual SCADA data o - -
= 1PV profile based on irradiance data (NREL Oahu) -

* Unique Aspects: R TR

= Fast oscillations between VREG and Capl

PV Profi
- -
:; 4

= PV profile with significant variability o pul !

3 35
Timé (day)

‘ Brute-force QSTS takes around 15 minutes! (1-sec, yearlong) ‘

3.3.2. IEEE 123 Bus Test Circuit

= Features:
* Peak Load: 3.49 MW sy
= Rated PV: Single 3¢, 1.8 MW system (-0.98 Power Factor) ]
= Six 1¢p VREGs (with LDC), One 3¢ Substation LTC (with LDC) '_l SW2 =
i
H

= 4 fixed capacitor banks (non controllable) »

— [\
= 4 Load profiles (by phase) from actual SCADA data r Y \/ ‘

= 1PV profile based on irradiance data (NREL Oahu)

» Unique Aspects: | & |
= Loads on each phase have a unique profile S “fk
!

=  Multi-phase loads have a unique profile as well

Losd Musipier

= PV system at non unity power factor N WY "'a_‘

= Feeder reconfiguration, twice a year

Brute-force QSTS takes around 1.5 hours! (1-sec, yearlong) -
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3.3.3.

CO1 Test Circuit

1,111 residential loads
317 commercial loads
2.71% imbalance

2 Load and 4 PV profiles

¥ Substation

i PVPCC

4 LTCIVREG

A Switching Capacitor

h
PVeo

Power Injection (p.u.)

Power Injection (p.u.)

Residential

Commerical

T T
08 % i g % 1 : % ; 4
06 ;% i H 1
) : id [ LI
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Hour

= Unique Aspects:

Size of feeder
Total number of profiles

Significant voltage imbalance
LV secondary system modeled

PV profiles based on location

s
FS

o
w

o
o

e

o

_Volt-VAR curves for CO1_VV

| Name | Type [ Rating | Quantity |
PV | centralized, 3-phase [ 2500 kW ]
PV.o centralized, 3-phase 500 kw 1
PV distributed, 1-phase | 5 kW each 78
PV | distributed, 1-phase | 5 kW each 64
= Features:
= 21.7 km actual utility distribution feeder with 5469 nodes
= Peak Load: 6 MW
= Rated PV: 3 MW (both 3¢ and 1¢ systems, 144 total)
= Three 1¢) VREGs, One 3¢ Substation LTC
= 5 switching capacitor banks (both 3¢p and 1¢ )
= 4PV profiles (each region) and 2 Load profiles (by customer class)
‘ Brute-force QSTS takes around 29 hours! (1-sec, yearlong)
3.34. CO1_VV Test Circuit
2750 kVA i W Substation
“ PVPCC
4 LTCVREG
A Switching C
1,111 residential loads
317 commercial loads
2.71% imbalance
Ple 2 Load and 4 PV profiles

Features:
21.7 km actual utility distribution feeder with 5469 nodes
Peak Load: 6 MW
Rated PV: 3 MW (both 3¢ and 1¢ systems, 144 total)
Inverters for PV,q, PV,, are in Volt-VAR (VV) mode
Inverter turns off at less than 0.1% real power output
Both PV,4, PV_, are following a unique VV curve

550 kV.
| Name | Type | Rating | Quantity |
PVe1 | centralized, 3-phase [ 2500 kW I
PVeo centralized, 3-phase 500 kW 1
PV, | distributed, 1-phase | 5 kW each 78
PV;o | distributed, 1-phase | 5 kW each 64

Reactive Power
(p.u. of Inverter Rating)

Brute-force QSTS takes around 67.5 hours! (1-sec, yearlong)
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0.95 1 1.05 1.1
Average Terminal PV PCC Voltage (p.u.)

115

Unique Aspects:

Size of feeder
Total number of profiles

Significant voltage imbalance

LV secondary system modeled
VV mode for PV,q, PV,
PV upstream/downstream of VREG



3.3.5. EPRI J1 Test Circuit

= Features:
= Peak Load: 6.3 MW
= Rated PV: 1.77 MW (both 3¢ and 1¢p PV system, 10 total)
= Eight 1¢p VREGS, One 3¢ Substation LTC
= 3 switching and 2 fixed capacitor banks

4

= 3 Load profiles (by customer type)
= 7PV profile based on irradiance data
= Actual utility distribution feeder

PV, = 0475 MW
PV, = 1.235 MW

= Unique Aspects:

= Size of feeder (3433 buses), LV secondary system modeled .

08

= Each PV system has its own unique profile

Load Mulipie
{

= Multiple VREGs in series

v
!

= Substation LTC has larger tap distance

‘Brute-force QSTS takes around 24.3 hours! (1-sec, yearlong)‘ e e s e as  oe e s o

Time Day

3.4. Results

Each rapid QSTS algorithm was run on the test circuits described in the previous section. A
summary of the 5 test circuits is shown in Table 7. For each circuit, a baseline simulation was run in
OpenDSS at 1-second resolution for 1-year, and all QSTS accuracy metrics from Section 2.2 such as
tap change and line losses were recorded.

Table 7. Summary of the QSTS test circuits.

Buses 2969 2969 3433
Single 3-ph Single 3-ph 144 systems 144 systems 10 systems
PV systems (unity PF) (-0.98 PF) (3-ph + 1-ph) (3-ph + 1-ph) (3-ph + 1-ph)
Total
1 Load, 1 PV 4 Load, 1 PV 2 Load, 4 PV 2 Load, 4 PV 3 Load, 7 PV
Profiles
3 LVRs with 1 LTC and 3 1 LTC and 3 1 LTC and 8
Regulating LDC, 1 1 LTC and 6 LVRs, 5 LVRs, 5 LVRs, 3
Devices switching CAP  LVRs with LDC  switching CAP switching CAP switching CAP
bank banks banks banks
Fast regulator Feeder Size, Total Size, multiple
Challenges and cap reconfiguration, profiles, LV Vole VAR for 3- VREGs in series,
. . Phase profiles, ph PV systems
interactions . modeled LV secondary
non-unity PF

After running the baseline brute-force simulation on each test circuit, the rapid QSTS algorithms
were run to compare computational time and accuracy. Table 8 shows the speed improvement
results of the rapid algorithms on each of the test circuits. If the rapid QSTS algorithm did not meet
the accuracy thresholds for a given circuit, the results are not reported. Note that Table 8 does not
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include results for Intelligent Sample Selection or the Machine Learning approaches. Those methods
did not provide significant speed improvement and were unable to validate all QSTS metrics, so
development was discontinued.

Table 8. Speed improvement (times faster than 1-second yearlong brute force simulation) for each
method on different test circuits.

Event-Based 100x 288x 300x 111x 115x
Variable 41x - 53x 56x 42x
Time-Step
Vector 243x - 169x 243x ;
Quantization
Temporal
Parallelization
in OpenDSS 1.5x 5.4x 6.5x 6.2x 5.7x

with 10 Cores

The results in Table 8 show that the Event-Based and Vector Quantization algorithms had the
greatest speed improvements on each of the test circuits while maintaining accuracy within the
predetermined limits. The results also reveal that the Variable Time-Step and Temporal
Parallelization algorithms had a more consistent performance across the test circuits compared to
Event-Based and Vector Quantization. This behavior is expected as each algorithm has its own
advantages and limitations—some of which were showcased by the challenges encompassed in the
diversity of test circuits. Specifically, the algorithms each perform differently on Feeder CO1
compared to Feeder CO1_VV; some performed better in the presence of the advanced inverter
controls in the latter test circuit, while others performed worse. In the case of Vector Quantization,
the volt-var inverter control results in individual power flow times taking longer, so there is higher
speed improvement of bypassing the power flow with the vector quantization lookup table.
Conversely, in the Event-Based simulation, the advanced inverter control actions caused the
algorithm to re-linearize more often with the increased number of inverter states, reducing the
simulation speed. Similarly, the IEEE 13 Bus circuit has fast interactions between regulating
devices, which led to analogous effects on the performance of the Vector Quantization and Event-
Based algorithms.

The performance of the Variable Time-Step algorithm is affected in a slightly different manner
across the test circuits. The backtracking solver in this algorithm is forced to rewind the simulation
and solve the time points in between at a higher resolution whenever the control queue is populated
by a pending action from a regulating device. Therefore, the speed of Variable Time-Step is reduced
as the number of backtracking events increases. In OpenDSS, control actions taken by an advanced
inverter do not appear in the control queue as there are no time delays associated with them, so
those actions would not initiate a backtracking event. Furthermore, since the advanced inverters are
regulating voltage at a faster rate, some control actions from other regulating devices like LVRs or
switching capacitor banks may be avoided. It also follows that the likelithood of a backtracking event
increases with the number of regulating devices in the circuit. Considering the behavior of the
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backtracking solver, it makes sense that the performance of Variable Time-Step is improved from
Feeder CO1 to Feeder CO1_VV and reduced from Feeder CO1 to IEEE 13 and J1.

For Temporal Parallelization, the speed improvement is dependent upon both the characteristics of
the circuit and the available computing resources. QSTS simulations contain both “parallelizable”
components (e.g. power flow solutions) and “serial” components (e.g. assigning a time-series
multiplier to a load). Parallelizable components can be independently handled by multiple
processors, whereas the serial components require access to shared resources like memory or caches.
Therefore, the serial components of QSTS simulations can cause bottlenecks that ultimately affect
the speed of the parallelized simulation. For similar reasons, the size and complexity of the circuit
also have a significant impact on the performance of parallelization. Larger circuits with longer
computation times for power flow solutions typically have better speed improvements because the
processors are spending a higher percentage of time performing computations compared to the time
spent waiting for shared resources. In other words, larger circuits typically have a smaller serial
component, which is more suitable for parallelization. Table 8 shows that Temporal Parallelization
performed better on Feeder CO1 than on J1, even though the latter circuit has more buses. While
the results are close, one possible explanation is that J1 has 10 time-series profiles compared to the 6
in FeederCO1, leading to a larger serial component.

While all results are within the predetermined error limits in Section 2.2, it should be noted that each
algorithm has a different range of errors produced. For example, variable time-step and vector
quantization algorithms contain variables to adjust thresholds for improved speed vs. accuracy. The
results above for variable time-step have been tuned to produce the maximum speed just within the
error thresholds. On the other hand, event-based simulation and temporal parallelization produce
very consistent results with little error. See the references under each algorithm for exact errors
expected for the algorithms on the test circuits.

Table 9. Expected speed improvement (times faster than 1-second yearlong brute force
simulation) for circuit reduction and Diakoptics on different test circuits

2.0x -

IEEE 13 Bus 1.2x
IEEE 123 Bus 1.8x 6.5x 6.46x
Feeder CO1 1.3x 296.9x 9.23x
Feeder CO1_VV 1.3x 296.9x 9.23x
N 7.6x 137.3x 8.37x

Due to the challenge of accurately capturing all necessary simulation metrics when using circuit
reduction and Diakoptics, these algorithms were omitted from Table 8. However, Table 9 provides
an estimate of speed improvements for circuit reduction and Diakoptics on each test circuit. In
Figure 10, it was shown that the computational time of a QSTS simulation is proportional to the
number of nodes in the circuit model. Therefore, we can estimate the speed improvement by
comparing the number of nodes before and after each algorithm is implemented. For Diakoptics,
the sub-circuit with the largest number of nodes was used for the calculation.
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For the OpenDSS reduction column in Table 9, the reduce function was used with both the /azerals
and stubs options and was called repeatedly until no reduction was observed. While performing
circuit reduction directly in OpenDSS is fast and convenient, the level of reduction is rather limited
compared to the GridPV implementation. For Diakoptics, the results show that while there is room
for further improvement (in theory, up to 15x faster with 15 sub-circuits), the circuit tearing
algorithm was successful and can bring about considerable speed improvements. In general, the
results in Table 9 indicate that both circuit reduction and Diakoptics are better suited to larger
circuits (e.g. Diakoptics did not work on the IEEE 13 Bus circuit).

3.5. Combination of Methods

In general, the total solution time for a QSTS simulation has three main components: the
computational time for a single power flow solution (tpr), the total number of power flows solutions
(Npr), and the computational power (CP). Figure 26 describes the formula for the QSTS time and
Figure 27 summarizes the relationship between these components and the total QSTS solution time
while categorizing each rapid QSTS method based on the component it aims to address. Being that
each rapid QSTS method takes a unique approach to reducing the total computational time, it is
possible that further speed improvements could be realized through a combination of methods
either within or across the categories. The ideal outcome of combining any two rapid QSTS
methods would be a multiplication of their individual speed improvements and for any
compounding errors to remain within the predetermined thresholds for all metrics.

Time taken by QSTS:

_ tpr * Npp ~
sol /" cp Total PFs

solved

Time taken Computational
by a single PF Power

Figure 26. (Same as Figure 16—repeated for easy reference) Total QSTS computational time is a
combination of the time per power flow (PF) multiplied with the total number of PF, divided by the
computational power. Each type of rapid QSTS algorithm is trying to address one of these main
pieces of the computational time.

Rapid
QSTS

lcp

Circuit
reduction

Event-Based
Simulation

Variable
time-step

Vector
quantization

Power Flow
Improvements

Temporal
Parallelization

Diakoptics

Figure 27. Categories of Rapid QSTS Algorithms (same categorization as Figure 17 but presented
in a slightly different format).

One possible combination within a single category is between the Vector Quantization and Variable
Time Step algorithms. This combination was explored in [81]. First, Vector Quantization was
implemented in combination with the predetermined time step (PT) solver [98], which would allow
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the algorithm to fast-forward in time until the load or PV value had significant variation. However,
the total number of computed power flows over the time horizon was identical to that of the Vector
Quantization algorithm alone, providing only a negligible reduction in the computational time of the
matrix indexing logic. Vector Quantization was also implemented in combination with the back-
tracking variable time step algorithm (VTS-BD), where large time-steps are taken until a system state
change (i.e. pending control action) is detected. The solver then backtracks to the previous large
time-step instance and proceeds with a small time-step for a period of time until pending control
actions are complete and no pending action is detected, so the large time-step is resumed [76]. The
Vector Quantization subroutine was utilized in place of solving power flows in both the coarse
simulation and the backtracking processes. Table 10 shows the detailed results of this combination
on runtime reduction and accuracy of capturing control events.

Table 10. Runtime Reduction and Accuracy for Combination of VQ and VTS-BD

VTS Large vQ VTS Small # of Unique # of PF # of Tap Changes # of Cap

Time-step # of Cluster  Time-step  PF Solutions  Reduction Regl / Reg2 / Reg3 Switching MAPE
Base Case 31536000 0.00% 7056 / 7233 / 8460 2506 0.00%

15 - 1 1810835 94.26% 0.00% / 0.00% / 0.00% 0.00% 0.00%

- 201 - 212469 99.33% -0.74% / -0.57% / -0.85% -0.72% 0.72%

15 201 1 160316 99.49% -0.74% / -0.57% / -0.85% -0.72% 0.72%

15 201 2 150582 99.52% 0.68% / 0.37% / 0.09% 0.80% 0.49%

15 201 4 142737 99.55% 3.29% /3.14% / 3.19% 6.38% 4.00%

Overall, the combined solution approach of VQQ and VIS-BD provided a speed improvement of
about 33% and an error increase of 3.28% compared to VQ alone. So, while these results do reveal
some potential for combining rapid QSTS methods from within a single category, the magnitude of
improvement is far from optimal compared to multiplying the speed improvements of both
methods together.

Similar results are expected from other combinations within a single category, like in the case of
increasing computational power (CP). The Diakoptics algorithm works by “tearing” a circuit into
multiple sections, solving the power flow of each section on a separate processor, and stitching the
results back together. For Diakoptics to even be considered, the circuit must be fairly large for the
tearing algorithm to yield proper results. Assuming the circuit is large enough, there also exists an
optimal number of torn sections that results in the best speed improvement. For Temporal
Parallelization, speed improvement generally increases with the number of processors being used,
but the magnitude of improvement diminishes with each additional processor [94]. Therefore, it is
conceivable that, given enough processors, some combination of Diakoptics and Temporal
Parallelization exists that outperforms each individual algorithm using that same number of
processors. However, the speed improvement in this scenario is still likely to fall short of an ideal
combination.

The other possibility is to explore the combination of methods from across the categories in Figure
27. Suitable combinations can be narrowed down by qualitatively analyzing the potential interactions
between any two algorithms. For instance, we know that the Diakoptics algorithm requires a large
circuit to work propetly, so Temporal Parallelization would be a better fit when combined with
Circuit Reduction. Following this approach and considering the degree of difficulty in
implementation, six distinct combinations were selected as candidates with a potential for drastic
speed improvements. Figure 28 shows each of these combinations and their corresponding
categories, where each combination is represented by a unique color. For example, the green line
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represents the combination of the Circuit Reduction and Event-Based algorithms, whereas the red
line represents the combination of the Event-Based and Diakoptics algorithms.

tpr Npe CcP

Circuit Variable Temporal
Reduction Time Step Parallelization
Power Flow

Improvements*

Vector . .

/

Event Based

Figure 28. Potential combinations of rapid QSTS methods

*can be applied to any method

In Figure 28, it can be observed that Variable Time Step is the only method from the Npr category
that is combined with Temporal Parallelization. As such, Variable Time Step is also the only method
shown to be combined with an algorithm from each category. The reason for this is that the Vector
Quantization and Event-Based algorithms both rely, in part, on a look-up table of familiar system
states to reduce the number of power flow solutions or other computations. As time progresses, the
probability of encountering a familiar state increases. When combined with Temporal Parallelization,
each divided section must have the ability to read and write to the look-up table for the benefits of
VQ and EB to be preserved. While this feature can be incorporated by adjusting the algorithms to
communicate with a centralized database, adding this capability increases the difficulty of
implementation. In contrast, Variable Time Step can be directly implemented with Temporal
Parallelization. Being that Circuit Reduction is generally more compatible with Temporal
Parallelization than Diakoptics, both VQ and EB are limited to a combination with either Circuit
Reduction or Diakoptics, but not both simultaneously.

To reiterate, Figure 28 does not represent an exhaustive comparison, but rather contains a handful
of suggested combinations expected to provide a significant speed improvement based on a
qualitative analysis of potential interactions between multiple algorithms. Also, the suggested
combinations are based on the current applications of QSTS simulations, which are typically
performed on a single circuit out of a single substation. However, if a model contains a network of
substations with multiple circuits and hundreds of thousands of buses, the combination of Circuit
Reduction and Diakoptics becomes a more viable option. Therefore, combinations outside of the
ones shown in Figure 28 should not be permanently ruled out.

The performance of any individual rapid QSTS method, in terms of runtime and accuracy of all
simulation metrics, is also affected by the number of buses, the number of controllable devices, and
the number of time-series profiles in the circuit model. So, aside from the challenge of combining
multiple methods from an algorithmic standpoint, other impacts must also be considered, like the
increased difficulty of quantifying simulation metrics and/or the compounding of errors introduced
by different methods. The degree to which these issues would inhibit adopting a combinatorial
approach depends on both the underlying circuit and the application of the QSTS simulation.
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4, GENERATING DATA FOR QSTS

Previous sections have discussed methods to increase QSTS simulation speed while maintaining
simulation results that closely match full-fidelity (long-runtime) simulations. The accuracy of the
resulting simulations, though, is additionally dependent on the accuracy of the input data.

4.1. Introduction

While distribution system components (lines, transformers, etc.) are typically well-defined in utility
models and generally are static (i.e., line and transformer settings do not change with time), customer
loads and PV generation are both temporally dependent. This means that load and PV introduce
variability into the system that must be considered. As discussed below, load is often measured at
low temporal resolution and only at the feeder head. PV production is often not measured at all by
the utility. Thus, to ensure accurate QSTS studies, there is a need for accurate load and PV data
generation with high spatial and temporal resolution.

4.2. Load

In the past, for QSTS simulation, the load at every node in a distribution system would likely be
populated with the same load shape as the substation, with just magnitude differences introduced by
distribution factors. However, the load profiles for the nodes in a distribution system are typically
diversified with different patterns and variabilities as the load profiles are driven by customer use
patterns and the specific end-use loads present in each building. Therefore, representing all the
nodes in a distribution system with only one substation load shape cannot effectively capture the
operation characteristics of the system through the use of QSTS simulation techniques. With the
advent of smart meters, some of the utilities have some measurement data at the single customer
level. However, measured smart meter data typically cannot be directly used for simulation, testing,
and algorithm development due to the relatively low resolution of the smart meter data (typically 15-
minute energy usage data at best) and concerns about customer privacy. Thus, in order to enable
accurate QSTS simulations load models were developed that transformed low temporal resolution
data into higher resolution data via a load variability model. Further, a load diversity model was
developed to tune the diversity of loads on a distribution feeder as these load diversity metrics are
typically tracked by utilities for other planning purposes. These two models are described below. Full
descriptions of the techniques used are available in [99] [100].

4.2.1. Variability and diversity modeling approach

The overall modeling approach is summarized in Figure 29. The modeled load profile on each node
is composed of four major parts: 1) the diversity model extracted from the diversity library, 2) the
variability model extracted from variability library, 3) the substation load profile, 4) the distribution
factor for the particular node. Descriptions of how the variability and diversity libraries are
developed are given below.
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Figure 29. Overview of load variability and diversity modeling approach.

As shown in Table 11, the modeling flow is described as three steps: first, the substation load profile
is scaled by the distribution factor for the node (i.e. how much overall load is represented by that
particular node); second, the extracted diversity model will be applied onto the scaled substation
load profile, now the scaled substation load profile will have the certain load pattern defined by the
diversity model. Finally, the variability model extracted from the variability library will be employed
to create the detailed load model for this node. [101]

Table 11. Steps for Variability and Diversity Load Models.

Step 1 Scale substation load profile by distribution factor

Step 2 Extract diversity model from library and apply to scaled
substation load profile

Step 3 Extract variability model from library and apply to the
profile with diversity applied

4.2.2. Load variability modeling results

Multi-resolution discrete wavelet transforms (DWT) are used to extract the variability from actual,
field-collected load data. The idea here is that utilities would collect limited amounts of high-resolution
load data (e.g. 1-second load monitoring) and use this data to populate a variability library that can
then be used for the modeling of entire classes of service within their service territory. The high-
frequency variabilities of the data are extracted out and used to build the variability library. Details of
the construction of the variability library are introduced in [101].

The general workflow of extracting the variability is described as follows: As shown in Figure 30, input
data will be decomposed into detailed and approximate coefficients. al, a2, and a3 represent
approximate coefficients, which are obtained by low pass filter and contain the low-frequency signal.
d1, d2, and d3 represent detailed coefficients, which are obtained by a high pass filter and contain the
high-frequency signal. As shown in (1), the summation of all the detailed coefficients and the
approximate coefficient from the last level of decomposition will reconstruct the original signal. The
coefficients which contain the high-frequency variability will be retained and be used to build the
variability library. Lower frequency detailed coefficients represent lower speed variability components
which are effectively modeled via other means such as the inclusion of 15-minute average energy usage
data from smart meters.
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Figure 30. DWT separation of input load data into wavelets.

The variability library can be used for the creation of an infinite amount of synthetic load variability
load profiles by simply shifting individual, or sets of, wavelet coefficients in time. The variability
library is setup to provide different variability depending on the time of day and the customer class
as these appear to be the main drivers of the expected load variability present at a distribution
transformer level. Further, the obfuscation of the actual load data, which provides the data necessary
to populate the variability library, through the DWT and time-shifting makes the synthetic data non-
sensitive from a privacy standpoint but still allows a reasonably accurate data-driven model.

An example visual representation of the DWT coefficients resulting from the variability modeling is
shown in Figure 31. The original measured load profile is shown on the top line and the
decomposition of the signal into the various relevant frequency ranges is shown. Lower number
coefficients are used to model load variability (e.g. the natural turning on and off of an air
conditioner) whereas the higher coefficients can be modeled instead by simple noise models. This
reduction of the DWT coefficients necessary to implement the load variability model greatly reduced
the data requirements for implementing the model and sped synthetic load generation time.

Example synthetic load data generated using the load variability model are shown in Figure 32 with
the original dataset, used to develop the load variability library, shown for reference. In this case,
there is no expectation that the two load profiles match. In fact, they should not match as one of the
features of the load variability model is the ability to use measured data to populate the variability
library while also not restricting the use, due to privacy concerns, of the synthetic load profiles
generated. As can be observed, the variability during these example 4-hour periods of time during
the Spring, Fall, Summer, and Winter look reasonable. To validate the synthetic time-series load
models an investigation into the distribution of load ramp rates (up and down) was completed.
Figure 33 shows the ramp rate distributions for both the original, measured, load data used to
populate the load variability library as well as the ramp rate distributions for the synthetic load
profiles generated with the load variability model. The distributions match quite well providing
confidence that the load variability model is generating load profiles that have a realistic amount of
load variability.
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Figure 32. Example original and synthetic data set for the four seasons developed.
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Figure 33. Histogram comparison of the original measured load data and synthetically developed
load variability data.

4.2.3. Load diversity modeling results

A certain amount of load diversity naturally resulted from the load variability modeling approach
described above but for instances where 15-minute AMI/smart meter data was not available the
typical modeling approach of scaling a substation load profile by load factor to each individual load
on a circuit resulted in load profiles that were too similar (i.e. low diversity). Thus, a load diversity
modeling approach was developed to add load diversity to such load profiles in addition to load
variability via the modeling approach described above.

Figure 34 shows the basic steps taken to extract load patterns, used to populate the load diversity
library, from the field-measured data. The data, in this case, needs to be collected concurrently
across multiple loads on the same circuit (or at least within the same customer class and in the same
general region). Hour-long periods of load data are clustered, using k-means techniques, in order to
develop a relatively small set of potential load diversity profiles or lower frequency load patterns.
The center profile from each cluster is selected as being representative of that load pattern cluster
and used to build the load diversity library.

Deploy elbow method to decide the number of
clusters (k)

Deploy k-means clustering approach to cluster the
data into k clusters.

Extract the center profiles of the clusters
i

Formulate the load patterns from the center
profiles, and build the library

Figure 34. Load pattern extraction for the load diversity library.
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Figure 35 shows three example load patterns that belong to the same cluster. Even though these real

load profiles are from different loads it is easy to see why they were clustered together as they have
the same general shape.

Figure 35. Examples of load patterns in a single cluster.

After clustering the center of the cluster load patterns is formulated into a load pattern. The concept
is that only load diversity is modeled and the addition of load variability at this step is undesirable.

Thus, as is shown in Figure 35 the load pattern is generated by heavy quantization of the original
load profile.

Figure 36. Load patterns: a) original load profile, b) the generated load pattern for the diversity
library.
The results of the combined load diversity and load variability models applied to three loads is
shown in Figure 37. In all cases and at every point in time, the sum of the load profiles is equal to
the originally measured substation load profile. Even with this constraint, the load profiles with both

diversity and variability modeled appear more realistic than when loads are modeled using just the
substation load profile.
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Figure 37. Example load profiles a) with diversity and load variability modeled and b) the same
load profiles if they are scaled versions of the substation load profile.
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An investigation into the improved QSTS modeling capability was undertaken to provide a baseline
for how the diversity and variability load models might impact typically DER interconnection
planning studies. Table 12 shows the maximum and minimum voltages experienced on the IEEE
123-bus Test Feeder for a month of temporal analysis using various QSTS temporal resolutions
(time-steps) and when modeling diversified loads vs. plain loads (meaning loads allocated via scaling
of the substation load profile. These results indicate that at lower QSTS resolutions the study
differences between using diversified loads and plain loads are relatively small. This should be
expected because lower temporal resolution QSTS is effectively filtering the diversified loads profile,
via low-resolution sampling, thus only the load diversity effects, not the load variability model
effects, remain. Even at these lower QSTS temporal resolutions, there are some differences because
each load on the circuit does not have the same load profile thus the highest and lowest voltages
present on the circuit increase and decrease respectively. At lower QSTS temporal resolution (e.g. 1-
second resolution) the differences in study results are considerable with differences in voltage being
in the range of 1.5-2% p.u. This sort of difference is significant considering the entire standard
voltage range is £ 5% p.u.

Table 12. Max/min voltage comparison using diversified loads vs. plain loads for multiple QSTS
time resolutions using the IEEE 123-bus test feeder.

Maximum Minimum Maximum
Voltage Voltage Ramp (p.u./
() (pu) A9
Diversified 1.0338 0.9379 0.0258
1 d TLoads
secon
Plain Loads 1.0183 0.9720 2.9802x106
Diversified 1.0331 0.9398 0.0258
1omi Loads
-minute
Plain Loads 1.0182 0.9720 1.4764x104
Diversified
10- Loads 1.0299 0.9479 0.0246
minute
Plain Loads 1.0180 0.9720 0.0015
Diversified
30- Loads 1.0286 0.9495 0.0151
minute
Plain Loads 1.0179 0.9720 0.0042

4.3. Irradiance

High-frequency solar variability is an important input to accurate distribution grid integration
studies. Using low-frequency solar variability results in an underestimation of the impact of solar
photovoltaics (PV) on distribution grid operations, as the low resolution of the PV hides its high-
frequency variability. Underestimations of voltage regulator tap change operations of up 20-70%
were found when using 15-minute solar variability instead of 30-second solar variability [66].

However, measurements of high-frequency solar variability are scarce. Sandia has collected a
database of 10 high-frequency (30-seconds or better) irradiance measurements, mostly in the
western United States. Separately, NREL has developed satellite-derived irradiance variability
samples with resolution up to 4-seconds [102] and availability across the United States.
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Figure 38: NSRDB coverage [103].

Work on irradiance modeling within this project had two components: 1) the temporal downscaling
of nationally available data to provide single point irradiance relevant to distribution-level studies
and 2) to develop a model for the spatial relationship of multiple PV systems on the same
distribution circuit which was accomplished using cloud field modeling techniques.

4.3.1. Temporal downscaling

The NREL-developed high-resolution irradiance algorithm (HRIA) is capable of producing irradiance
samples at up to 4-second resolution [102]. 4-second samples are produced based on low-frequency,
satellite-derived irradiance available through the National Solar Radiation Database (NSRDB) [103].
As can be seen in Figure 38, NSRDB measurements, and, hence HRIA 4-second samples, are available
for most of North America. NSRDB irradiance is resolved on a 4 by 4-km grid.

The HRIA predicts the temporal variability for a satellite-derived irradiance pixel using two steps. The
first step is called the SIND Method followed by Further Downscaling as described below.

4.3.1.1. SIND Method (30-minute to 1-minute)

First, the method used for the Solar Integration National Database (termed the “SIND” method)
[104] is used to downscale satellite-derived irradiance to 1-minute resolution. This is done using a
spatial “patch” of satellite data points: both the pixel containing the location of interest plus several
surrounding pixels are used to determine the “Class” of solar variability. Classes roughly range from
low variability to high variability but can also have features related to changing sky conditions (e.g.,
clear to cloudy). Once a class is selected, it is used to model the 1-minute solar variability. Figure 39
gives an overview of the process used to create 1-minute resolution samples.
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Figure 39: SIND method flowchart, showing how 30-minute satellite data is downscaled to 1-
minute resolution [104]. The method uses the cloud index (ci) to classify the irradiance in each
satellite pixel.

4.3.1.2.

Second, the 1-minute samples are further downscaled to 4-seconds using an extension of the Fourier
transform [105], as shown in Figure 40. For each class of sky conditions (as defined in the SIND
method), a library was assembled of 1-second ground measurements from Oahu, Hawaii [106]. The
average Fourier power content was found for each class and then used to fill in the Fourier spectrum
in the 1-minute to 4-second range. 4-second HRIA samples were then created using an inverse Fourier
transform.

Further Downscaling (1-minute to 4 second)

As considerable effort had been expended developing the HRIA, including manual classification of
1000s of hours of irradiance data into different classes of variability, the first work to potentially
leverage the existing methods to use at the distribution scale was to validate the existing method.

4.3.1.3.

Due to the method used to create them, the satellite-derived high-frequency irradiance samples are
not expected to exactly match the ground measured irradiances. Specifically, the timing of clouds
may not match between satellite-downscaled and ground-measured irradiance variability. Instead, it
is important that the overall irradiance variability statistics are captured by the HRIA model. Thus,
direct comparisons using traditional evaluation metrics (e.g., RMSE) which compare measurements
at the exact same timestamp are not appropriate.

Validation

Since the variability samples are most likely to be used to understand the relative impact of solar
variability on electric grid operations, comparison metrics that evaluate the variability over a longer
period of time such as a day, month, or year, are more appropriate [107].

One such metric that will be used for comparison is the daily variability score [66]. The variability
score is a way to quantify solar variability: variability scores are low (0 to 10) for clear conditions that
have low variability and large (>100) for highly variable conditions. Two data samples that have the
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Figure 40: [Top] Clearness index samples: blue measured, orange modeled with HRIA.
[Bottom] Fourier transforms: green 1-minute SIND data, blue 1-second measured, orange
modeled with HRIA based on average of library samples [105].

same variability score have similar solar variability. The variability score is the maximum value of the
quantity ramp rate magnitude (RR, expressed in % of 1000 Wm™) times ramp rate probability,
multiplied by 100 to give an easier to interpret number:

Here, all comparisons are done at 30-second resolution. Since some of the samples in Sandia’s
database were collected at 3-second resolution and so do not have identical timestamps as the HRIA
data, 30-second averages are a fairer comparison. Temporal sensitivity analysis [65] shows at most
around 3% errors in distribution grid simulations when using 30-second irradiance data instead of
higher-frequency, so 30-second comparisons are sufficient for this analysis.

In the initial comparison, days were separated into clear and cloudy with separate analysis of each.
Based on previous experience with the VS [66], values VS<10 are typically clear days. Thus, days
when VS<10 were classified as clear and days when VS>10 were classified as cloudy.

In general, on clear days the HRIA variability score (VS) is similar to the ground VS. As seen in
Figure 41, on clear days the HRIA produces VS values that are close to the ground VS values. In
other words, the HRIA does not produce extremely variable days when the ground measurements
indicated clear days.

However, a trend is seen in Figure 41 whereby the HRIA VS almost always exceeds the ground VS
(i.e., there are more points above the 1:1 line than below).
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Figure 41: Scatter plot of HRIA 30-second variability score (y-axis) versus ground 30-second
variability score (x-axis) on clear days during the year 2013 in Albuquerque, NM.

Figure 42 shows ground measurements and HRIA simulations on a clear day. Even though the
HRIA follows the general clear-sky shape, it has some variability that is not reflected in the ground
measurements. This is the reason why HRIA VS values are slightly higher on clear days than ground
VS values: the HRIA is adding a small amount of variability, even on fully clear days. This is likely
caused by the use of the average Fourier transform for each class, as described in Section 0

A second observation from Figure 42 is that the HRIA simulated irradiance exceeds the clear-sky
values at certain times (e.g., around 13:00). Irradiance should only exceed clear-sky values when
nearby clouds provide reflections, termed cloud enhancement. On fully clear days such as the one
shown in Figure 42, there will be no clouds nearby and so clear-sky values should not be exceeded
by as much as they are in the HRIA simulation.
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Figure 42: Plot of ground measurements (blue)
and HRIA simulated (red) time-series on a clear
day: January 16", 2013 in Albuquerque, NM. 30-
second variability scores are also included in the
top left.

Because of both the slight overestimation of variability during clear conditions and the exceedance
of clear-sky values, a possible modification to the HRIA would be to simply assume a clear-sky
model when the HRIA predicts a fully clear day. However, care should be exercised to make sure
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this method does not then underestimate the variability. Mostly clear days with short variable
periods might be predicted to be fully clear, and hence the variability is underestimated. A mixed
statistical approach whereby e.g., 90% of clear days are fully clear and assigned clear-sky values while
10% of clear days are created using the current HRIA method with small amounts of variability
added could also be investigated.

On some cloudy days, the HRIA was found to underestimate the high-frequency irradiance
variability. A highly variable day is shown in the top plot of Figure 43. On this day, while the HRIA
captured the basic trends in the ground data (e.g., the reduced irradiance around 08:00), but it did
not match the many high-frequency up and down ramps seen in the ground data. Thus, the HRIA
VS (10) did not match the large ground VS (1306).

A partial explanation for this variability underestimation may be the spatial averaging implicit in the
HRIA samples. The training library used for the 4-second algorithms is based on the average of 18
point sensors in Oahu. Thus, there was inherent spatial variability smoothing. The SIND method
may also suffer from this inherent smoothing,

To show the impact of spatial smoothing, the bottom plot in Figure 43 compares the HRIA sample
to a smoothed version of the ground sample that was smoothed using the wavelet variability model
[62] to represent the spatial average over the area covered by the 18 point sensors in Oahu. The VS
of this smoothed sample (31) is closer to that of the HRIA sample, but the HRIA sample still
underestimates the variability when compared to this smoothed sample. Thus, spatial smoothing is
likely only a partial explanation of the underestimation.

Since the HRIA is based on two methods of downscaling the satellite irradiance — the SIND method
from 30-minutes to 1-minute and the further Fourier downscaling to 4-seconds — the variability
underestimation could be caused by one or both methods. For example, if the 1-minute data does
not have sufficient variability, the 4-second data will also not have sufficient variability, regardless of
the ability of the 4-second algorithm to accurately downscale from 1-minute to 4-seconds.
Conversely, if the 1-minute data does have sufficient variability, errors may be in the 4-second
algorithm.

1200

1200

T T T T
=== ground measured = HRIA
—— HRIA HRIAVS30S - 10.35 smoothed ground

1000 - RRdist

T
30s -
ground VSRRdwst =135.95

HRIAVS3S . =10.35
1000 - RRdist

®
=}
S
®
=}
S

IS
o
1<)

N

o

1<)

irradiance [W m'z]
(=2}

8
irradiance [W m'z]
(=2}

8

200 - 200 -

Apr (?3, 00:00 Apr 03, 06:00 Apr 03‘, 12:00 Apr 03‘, 18:00 Apr 04, 00:00 Apr (?3, 00:00 Apr 03, 06:00 Apr 03, 12:00 Apr 03‘, 18:00 Apr 04, 00:00
Figure 43: [Top] Plot of ground measurements (blue) and HRIA simulated (red) time-series on a
cloudy day: April 3", 2013 in Albuquerque, NM. 30-second variability scores are also included in
the top left. [Bottom] Same HRIA sample (red), compared to ground measurements smoothed
over the area covered by the 18 pyranometers in the NREL Oahu sensor network (yellow).
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To help understand the performance at each timescale on this highly variable day, we used a wavelet
decomposition. The wavelet decomposition allows for the resolution of variability at a variety of
timescales [108]. For example, small clouds may cause variability at short timescales (e.g., 30-
seconds), while longer-term weather trends will lead to long-term variability (e.g., 1-hour): these are
resolved as fluctuations in short or long wavelet timescales. Figure 44 shows the wavelet
decomposition of the clear-sky index for both the ground, HRIA, and smoothed ground samples on
April 3rd, 2013 (the day shown in Figure 43). The smoothing applied to create the smoothed ground
sample can be seen to reduce the ground variability at shorter timescales (i.e., the 32s wavelet
timescale).

The ~1h timescale HRIA variability matches well (at least in magnitude) with both the ground and
the smoothed ground variability. Matches vary at other timescales, but in general, the HRIA appears
to underestimate the variability on this day at all timescales less than 30-minutes, even when
compared to the smoothed ground sample. Specifically, the variability underestimation in the ~1m
to ~17m range suggests that the SIND method is largely responsible for the underestimation of
variability on this day.

Possible improvements to better match high-frequency variability on a cloudy day include adding
more data to the library of lookup samples for both the SIND and the 4-second algorithms and
making sure that the library measurements match the spatial diversity of the ground measurements
they are meant to represent.
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Figure 44: Wavelet decomposition showing
variability performance at timescales ranging from
32s to ~1h. Irradiance samples were divided by a
clear-sky model to create clear-sky index values
before performing the wavelet decomposition.
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4.3.1.4. Development of improved techniques

Following the initial validation, it was clear that the existing HRIA was not performing well during
periods of high irradiance variation (i.e. partly cloudy days). Many variables within SIND and the
further downscaling methods were evaluated for sensitivity for generating more accurate, high-
temporal resolution and high-spatial-resolution downscaled data from the NSRDB. For instance,
SIND looked at the clearness index of multiple adjacent 2 by 2-km pixels in order to make a
determination of the “variability class” or “irradiance variability library” which was relevant to the
current atmospheric conditions. As a distribution-system is relatively small the effect of these
calculated “patches” was removed from the SIND algorithm, but no marked improvement was
detected. Further similar investigations were completed such as the attempted correlation of
irradiance variability with other variables available in the NSRDB in order to provide more data for
the decision of what variability conditions were predominant over a 30-minute period. A variable
indicating the “cloud class” was available and appeared to be a potentially promising way of applying
variability libraries for ramp rate generation but further investigation showed that the cloud classes,
while helpful, did not obviously predict all variability conditions. In this work, it was also determined
that the originally defined variability classes (also known as ramp rate libraries) were simply too
smooth. Even though they had been generated from actual 1-second irradiance data from a region
of the U.S. expected to have high levels of irradiance variability, as shown in Figure 45, even the
most variable ramp rate library (denoted as 13), irradiance data from NREL’s SRRL could not
possibly be fully modeled as all the ramp rate libraries ramp rate densities were too low in the
positive and negative ramp tails of the distribution.

Compare Model Ramps to SRRL 2010 Ramps
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Figure 45. Ramp rate density distribution for measured data (SRRL) and the HRIA ramp rate
classes (r0-r3).

As it was clear that the previously developed ramp rate libraries could not be leveraged the
evaluation of three alternative methods was undertaken. These methods include 1) a direct ramp rate
library generation method using nearby collected irradiance data 2) a statistical approach again using
site-specific data to train a “jump process” for variability modeling and 3) a fully statistical approach
using a mixture method and only using NSRDB data as an input.
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4.3.1.4.1. Site-Specific Ramp Rate Libraries

The concept of this approach was to develop ramp rate libraries that could then be used within the
HRIA modeling framework but that correctly binned time periods of irradiance variability
appropriately into variability classes. Similar to some previous tests, the cloud type or cloud class was
used as an indicator of potentially different irradiance variability regimes. Each 30-minute period of
nearby site data (i.e. data from the nearest publicly available high-quality irradiance measurement)
was divided up by the cloud class reported by NSRDB for the same 30-minute period. Each ramp
rate library was then generated by taking the minute-to-minute ramp rates of the entire dataset as
divided by cloud type. Figure 46 shows an example result of this technique. There are 10 cloud types
(0-9) and each is plotted with a different color. While there is some separation of the ramp rate
density by cloud type there are also many cloud types that largely overlap. Some example modeling
using this technique was completed but either the transportability or the lack of a clear correlation
between the amount of irradiance variability with clout type resulted in a not much-improved
implementation of the HRIA, particularly with the additional difficulty of needing a nearby ground
data set to build the variability libraries.

Ramp distributions by cloudtype
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Figure 46. Ramp rate distribution developed by cloud type and using measured irradiance data
from site relatively near areas being modeled using the HRIA.

4.3.1.4.2. Non-Gaussian Mixture Model with Jump Process (based on local
ground data)

A method that used a non-gaussian mixture model for the solar irradiance, along with a jump
process, was evaluated for a method capable of downscaling irradiance data with a reasonable level
of expected variability. The full description of this technique is given in [109]. The approach uses
added variability the amount of which is determined by the empirical history of ramps or excursions
for expected clear sky conditions (driven by nearby irradiance ground data) and a detection method
of when extra excursions from clear sky conditions should take place by calculating the variance
between reported NSRDB data and clear sky expected conditions as shown in Figure 47. When the
two match well, no extra “jumps” are added to the modeled irradiance but when the two depart, and
by how much, “jumps” are added, the number and size again depending on the empirically measured
amount from a local irradiance measurement.
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Figure 47. Variance comparison between NSRDB data and clear sky data for a location in Oregon.

This method produced relatively good results when the modeled data locations were close to, and
the non-gaussian mixture model was tuned to, local irradiance measurement sites. Figure 48 shows
the results of the model (shown in red) when generating synthetic down-sampled irradiance data for
Eugene, OR. Each day shows considerable irradiance variability and the non-gaussian model with
the jump process also shows considerable variability.
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Figure 48. Example simulated/down-sampled irradiance data compared to measured global
horizontal irradiance and calculated clear sky irradiance.

However, the transportability of this model from locations not near the measured irradiance sites or

for regions of highly variable conditions over relatively small geographic distances proved to be a

limiting factor. Thus, a third method was investigated that used only NSRDB data, which is available
nationwide, for irradiance modeling purposes.

4.3.1.4.3. Generalized Linear Framework

A method that uses non-gaussian mixture models and stochastic estimators, instead of the empirical
jump process, was developed and evaluated to try and model high-temporal irradiance data via
downscaling techniques using only NSRDB as a model input. A full description of this irradiance
modeling work is available in [110]. This full non-gaussian mixture model approach, along with the
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non-gaussian mixture model with the “jump process” method described above was evaluated for
modeling the irradiance variability, via down-scaling, for a location on Lanai, HI where high-
resolution irradiance data was available to be used to both train the model as well as compare the
model results. Figure 49 shows the results of such a comparison. Three time-scales are shown in
three different colors (1-minute in blue, 30-minute in red, and hourly in orange). Plotting these
different time scales (representing temporal averaging) helps understand what timescale of variability
the various models presented over- or under-model. The results for both the jump process and the
full mixture model generally appear very similar. The jump process does seem to have better
modeled some of the extra irradiance variability expected on the minute-to-minute timescale.
However, the mixture model performs well considering that no training of a nearby high-temporal-
resolution irradiance measurement was needed. Still, both the jump process and mixture models fall
short of modeling the relatively extreme variability visible in the measure Lanai, HI data.
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Figure 49. Comparisons of modeled vs. measured irradiance for 3 separate days for Lanai, Hl,
showing measured data, NSRDB data, “jump process” data and the full non-gaussian mixture
model data.

4.3.2.

High-frequency solar variability with unique inputs for different interconnection points on
distribution feeders is important to accurate QSTS studies. Using a single PV profile for all
interconnection points results in an overestimation of the PV impact due to the spatial diversity
present in distributed PV (i.e., not all PV systems are covered by the same cloud). In this section, we
demonstrate how synthetic cloud fields that match high-frequency irradiance statistics can be
integrated into distribution grid QSTS simulations. These synthetic cloud fields allow for unique PV
samples at each interconnection point, samples that accurately represent the high-frequency solar
variability statistics while also capturing the spatial decorrelation among distributed PV.

Cloud Fields for Unique Irradiance Profiles
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4.3.2.1. Generation of cloud fields

The synthetic cloud fields method begins by creating random noise at different spatial scales. Next,
each scale of random noise is linearly interpolated to a grid the same size as the finest grid. This
results in a smooth field for the larger scales while retaining the more variable field at the smaller
scales. These interpolated fields are added together to create a cloud field, as shown in Figure 50.
Different weights are applied to the different interpolated fields. These weights are related to the
solar variability at each timescale: longer-term variability (e.g., large, slow passing clouds) will lead to
higher weighting on the coarsely interpolated scales, while shorter-term variability (e.g., small clouds
leading to short fluctuations) will mean higher weighting of the fine scales.

However, this initial cloud field does not look like actual sky conditions: values range from fully
clear to fully cloudy without distinct cloud shapes, as seen in the bottom right “cloud field” in Figure
50.
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Figure 50: Initial cloud field created by summing all the interpolated
fields.

To obtain more distinct clouds, we create a cloud mask, which is based on the expected fraction of
the sky covered by clouds, as seen in Figure 51. This mask is applied by setting all “clear” areas
(green color in top of Figure 51) to 1 (fully clear). Areas in the “cloudy” region of the mask initially
retain their previous values (this was later improved upon — see section 4.3.2.1.3). The resulting
cloud field values range from 0 to 1 and are analogous to clear-sky index samples. They can be
converted to GHI by multiplying by a GHI clear-sky model (e.g., [111]).
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Figure 51: [Top] Cloud mask. [Bottom] Resulting cloud field after
the mask is applied.

Overall, the main factors which affect cloud field creation are:
A) The weighting of fine versus coarse scales — this impacts the variability of the cloud field.
B) The percentage of the area covered by clouds — this determines how many areas are clear
blue sky.

C) The average intensity of clouds — clouds may tend to be opaque or more translucent.

These main factors are best derived from a single high-frequency irradiance sample. In this way, the
single measurement is extended through the cloud field to create unique PV samples at each point
over an area, such as the area of a distribution feeder. In this section, we discuss several
improvements made to the cloud field implementation through the project, which incorporate high-
frequency (e.g., 1-second) irradiance inputs and result in more accurate irradiance statistics across the
synthetic cloud fields. Additional details on the previous (“old”) implementation are available in
[112].

4.3.2.1.1. Scale Weighting

Under the previous implementation, the weighting of fine versus coarse cloud field scales (factor A)
was a monotonic function of the variability score. Scaling weights increased significantly at higher-
otder (coarser) timescales, and thus often resulted in large cloud features dominating leading to
sharp cloud edges and higher than expected solar variability. Additionally, under the previous
implementation only 8 (coarse to smooth) cloud field scales were considered. Improvements
implemented spatial scale weighting based on a wavelet transform of the measurements from a high-
frequency point irradiance sensor and increased the cloud field scales to 12 to be consistent with the
temporal scales computed based on the wavelet transform [108] of the input high-frequency
irradiance. This results in cloud field scale weighting that is not necessarily monotonically increasing
and can better capture variation among the timescales, as seen in Figure 52.
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Figure 52: Normalized scaling of cloud fields using a wavelet
decomposition (black line), showing the enhanced detail versus the
previous simple model (red dashed line).

4.3.2.1.2. Clear-Sky Fraction

The fraction of clear-sky areas (factor B) was previously computed from the average clear-sky index
of the irradiance sample. This often resulted in an over-prediction of the areas of clear-sky. For
example, a fully cloudy period of varying cloud opacities (say from 0.3 to 0.7) may result in an
average clear-sky index of 0.5. Although this period was fully cloudy, the previous method assumed
that 50% of the spatial area was clear-sky. Improvements were implemented to instead account for
clear periods based on the percentage of values in the measured time-series which had a clear-sky
index greater than 0.9. In this way, the percentage of clear-sky pixels was decoupled from the
average clear-sky index.

4.3.2.1.3. Cloud Opacity

Two additional enhancements were made to cloud intensities. First, the new implementation allowed
for cloud enhancement — values greater than 1. Cloud enhancement was programmed to only occur
at cloud edges — the interface between cloudy areas and clear areas (edges of the cloud mask).
Second, the intensity of clouds was scaled to match the average clear-sky index.

Figure 53 compares the ramp rates of the clear-sky index for the improved (“new”) and previous
(“old”) methods to the measured clear-sky index from a high-frequency irradiance sensor in Oahu,
Hawaii. It also shows that the new method outperforms the old method, especially during periods of
large clouds such as hours 10 and 12. Not shown in Figure 53 is that the improved method also
accurately matches ramp rate distributions during very (but not fully) clear conditions during hours
16 and 17 (see Figure 54), while the old method had assumed fully clear conditions and hence that
all ramps had zero magnitude.
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Figure 53: Ramp rate statistics for the measured
clear-sky index, and for the method with
improvements (“new”) and the previous method
(“old”).
Figure 54 shows the cloud fields created with the previous method versus the updated method. Also
included are clear-sky indices derived from the cloud fields compared to the measured clear-sky
index. The new method better matches the clear-sky index trends of the measured data. The updated

method is much better at capturing the long, continuous cloud features such as those present at
hour 6 and hour 10.
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Figure 54: Comparison of cloud fields and clear-sky index samples for the old
method to the new method. The blue line is the measured clear-sky index and
the red line is the modeled clear-sky index.

4.3.2.2. Implementation and Evaluation

Cloud fields using the method which includes all the improvements described in Sections 4.3.2.1.1,
4.3.2.1.2, and 4.3.2.1.3 were applied to produce unique PV power output profiles for use in QSTS
simulations, as outlined in the flow chart in Figure 55. First, the PV locations on the feeder to be
simulated were mapped to the cloud field. Next, the cloud field was advected through time-based on
the cloud speed — a constant cloud speed was assumed for the entire cloud field, and for simplicity
cloud shapes were static (i.e., the is no deformation or creation of clouds). For each PV location, the
passing clear-sky index values were recorded as a time-series. These clear-sky index time-series were
then translated to create a simulated irradiance time-series by multiplying by a clear-sky irradiance
model. Finally, the simulated irradiance time-series were passed through DC (i.e., PV module
characteristics) and AC (i.e., inverter characteristics) power models to create simulated AC power
output at each PV interconnection location.
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Figure 55: Flow chart showing process to use cloud fields to make
unique PV samples across a distribution feeder.

These unique PV power output profiles were applied to distribution grid simulations using the
modeling software OpenDSS. We chose an agricultural distribution feeder with 265 different
transformers with PV interconnections as our test feeder, as shown in Figure 56. As seen in Figure
506, the feeder has a voltage regulator tap changer roughly halfway down its main line, allowing for
direct quantification of the impact of various PV power profiles on voltage fluctuations. So that the
voltage regulator is a better indicator of the PV impact, all PV was located downstream of the
voltage regulator. A total of 2.8MW of PV was connected over the 265 different transformers,
corresponding to roughly two 5kW PV systems installed per transformer. Without PV, the

maximum load through the voltage regulator was 3.6MW. Load from the peak load week was used
for all simulations.

! Substation
LTC/VREG
Switching Capacitor

* PV Location

Figure 56: Test feeder layout showing substation (blue star), voltage regulator (red
diamond), and the 265 PV interconnection locations (magenta dots).
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Two test cases were considered: (a) a comparison of simulations with cloud fields to simulations
using a network of irradiance measurements, and (b) a comparison of cloud field simulations to
simulations based on only a single irradiance measurement. In each case, cloud fields were paired
with QSTS simulations to determine tap change operations, as shown in the flow diagram in Figure

57.
Measured Generated ’E‘ V{ v Ldh |
Irradiance Cloud Field [RCLRIWEIENS LN}
Power Flow Synthetic
Solver Irradiance
J
Voltage
Regulator
Tap Positions
Figure 57: Flow chart showing process to determine tap change
operations using QSTS simulations incorporating cloud-field
generated irradiance.
4.3.2.2.1. Comparison to Measured Sensor Network

To compare the results of the cloud fields to actual measured irradiance, the measurements from the
irradiance network in Oahu, HI were used [4]. There are 19 irradiance sensors in the Oahu network.
However, two of the sensors were found to often have bad data and so were eliminated from the
analysis. The remaining 17 sensors were used and assigned to one of the PV interconnection points
on the feeder. This resulted in many duplicate PV profiles — as there were only 17 unique profiles
but 265 interconnection points — but is the best approximation that can be done with only 17
sensors. To mimic this setup, only 17 synthetic irradiance samples derived from cloud fields were
used.

Results of this simulation for one week are shown in Figure 58. The synthetic irradiance simulation
does a good job of capturing the actual variability of the measured irradiance. The total number of
tap change operations over the week is consistent to within 10% between the measured and the
synthetic irradiance samples, showing good agreement.
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Figure 58: Simulation results when using 17 measured (blue) and 17
synthetic (red) PV inputs. Also included for reference is the no PV
case (black).

4.3.2.2.2. Cloud Fields vs. Single Sensor

Cloud fields are created on the presumption that a single irradiance sensor, even at a high temporal
frequency, does not capture the spatial diversity across a distribution feeder. In other words, a single
irradiance sensor applied as the irradiance profile at all transformers will overestimate the variability
on the feeder. The realization of this assumption is shown in Figure 59, where one irradiance

measurement applied to all transformers is compared to synthetic profiles which are unique at each
transformer.

The difference between the single sensor and the 265 unique profile is clear: the single sensor
applied to all transformers results in nearly double the number of tap change operations as the 265
unique profiles. The 265 unique profiles, although synthetic, are a more realistic representation of
the actual PV impact since they account for the spatial smoothing.
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Figure 59: Simulation results when using 1 measured (yellow) and
265 synthetic (magenta) PV inputs. Also included for reference is
the no PV case (black).

It is also notable how many fewer tap change operations resulted in the 265 unique profile case
(Figure 59) compared to the 17 unique profile case (Figure 58). Although there was smoothing
(compared to the single sensor) for the 17 profile case, there was significant additional smoothing
for the 265 profiles. This emphasizes how important it is to accurately model the number of unique
PV locations — even a relatively dense sensor network (as in the 17 sensor Oahu network) can still
significantly underestimate the spatial smoothing.

4.3.2.2.3. Visualization of Spatial Impacts

While the results in sections 4.3.2.2.2 and 4.3.2.2.3 quantitatively demonstrate the value of synthetic
cloud fields, it is difficult to convey the spatial variation visually across the 265 different PV
locations. In this section, we visually show the impacts on a smaller feeder and across only seven PV
interconnection locations.

The feeder used is a typical rural feeder with many branches. Along some of these branches, PV is
connected. This PV is varied based on cloud field simulations. This PV variation is fed into QSTS
simulations to see the impact on voltage along the feeder. This is shown in Figure 60, where cloud
fields, instantaneous PV power, and instantaneous voltage are shown for two different instants in
time 1-minute apart. By comparing the two instants, we see that changes in the clouds result in
changes in the PV power output, which, in turn, result in changes to the voltage profile along the
teeder. This visually demonstrates the importance of spatially varied PV profiles — this spatial voltage
variation would not be representatively simulated without the cloud field representation of solar
irradiance.
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Figure 60: Synthetic cloud fields, simulated PV output, and feeder voltage. The synthetic clouds fields are
colored blue (clear) to white (opaque). The PV locations are dots colored blue (low power output) to red
(high power output), based on the cloud fields: PV systems under cloudy areas output less power. The

feeder lines are colored by voltage from dark red (voltage 1.05 per unit) to dark blue (voltage 0.95 per
unit). The left image shows 12:06PM while the right images shows 12:07PM, 1-minute later. Changes in
voltage between the two images are due to changes in the cloud fields/PV profiles.

44, Summary

The methods presented in this section describe ways to create representative high-frequency inputs
for all load and PV nodes on a feeder. The value of these methods over the simple assumption of
perfectly correlated load or PV profiles across the feeder can be clearly seen in Figures 37 and 59: by
using these methods variability is more granularly and more accurately represented. However, due to
limited high-frequency validation data, these methods are still being developed and models or
coefficients may be altered slightly as additional measured data is collected. For load modeling,
additional high-frequency measurements of customer load profiles will expand the variability library
and increase the accuracy of the load chosen to represent a feeder. For PV modeling, (a) additional
high-frequency irradiance measurement grids co-located with satellite-derived irradiance will increase
the accuracy of the temporal downscaling, and (b) additional high-frequency irradiance or PV
measurements across a feeder will allow for further validation of variability profiles produced by
synthetic cloud fields. With or without additional measurements, the methods presented here enable
load and PV inputs with representative variability, allowing for significantly more accurate QSTS
simulations than those using simple load and PV assumptions.
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5. IMPLEMENTATION OF RAPID QSTS

The Rapid QSTS algorithms were implemented into three main software environments. First is an
open-source release of the algorithms in MATLAB. This allows other researchers to easily test and
modify the code for any applications. The second is the implementation of the algorithms into
OpenDSS. By integrating the algorithms in OpenDSS, the academic and research community that
uses OpenDSS can immediately see the benefits of faster QSTS simulations without having to run
any external code. The third is implementation into CYME, which allows utilities to have access to
more powerful algorithms in the software environment that they are used to.

Open Source Matlab
Release

OpenDSS Integrated CYME Integrated

e Variable Time-Step e Faster Power Flow Solver e QSTS Long-Term High-
e Vector Quantization e Multi-Rate Time-Step Resolution Study Capable
e Event-based Simulation e Reduction of Switches and * Faster Power Flow Solver
e Detailed Equivalent Circuit Lateral * Circuit Reduction,
Reduction e Temporal Parallelization including GUI
* Irradiance Modelling e Diakoptics * Detailed Variable Time-
Step
e Dynamic Data Pull
| mamas st [
Variable Time-Step
Vector Quantization v
Event-based Simulation v
Circuit Reduction v Simple v
Temporal Parallelization v v v
Diakoptics v
5.1. MATLAB (Open-source Code)

An open-source MATLAB toolbox was created for interacting with OpenDSS and modeling PV on
the distribution system. This toolbox is available online, and the full documentation is provided in
[113]. The majority of the functions are useful for interfacing OpenDSS and MATLAB, and they are
of generic use for commanding OpenDSS from MATLAB and retrieving information from
simulations. A set of functions is also included for modeling PV plant output and setting up the PV
plant in the OpenDSS simulation. The toolbox contains functions for modeling the OpenDSS
distribution feeder on satellite images with GPS coordinates. Finally, example simulation functions
are included to show potential uses of the toolbox functions. Each function in the toolbox is
documented with the function use syntax, full description, function input list, function output list,
example use, and example output.
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OpenDSS (from the Electric Power Research Institute (EPRI) [58]) is used to model the distribution
system with MATLAB providing the frontend user interface through a COM interface. OpenDSS is
designed for distribution system analysis and is very good at time-series analysis with changing
variables and dynamic control. OpenDSS is command based and has limited visualization
capabilities. By bringing control of OpenDSS to MATLAB, the functionality of OpenDSS is utilized
while adding the looping, advanced analysis, and visualization abilities of MATLAB.

GridPV Toolbox is a well-documented tool for MATLAB that can be used to build distribution grid
performance models using OpenDSS. Simulations with this tool can be used to evaluate the impact
of solar energy on the distribution system [114, 115].

The toolbox can be categorized into five main sections:

General QSTS Structures and Subfunctions
Rapid QSTS Methods

Circuit Reduction

Irradiance Modeling

Load Modeling

Visualization

SRR ol S

5.1.1. General QSTS Structures and Subfunctions

QSTS simulations can be utilized for a variety of distribution circuit analyses. Therefore, the output
data required from a particular QSTS simulation is likely to be dependent on the application at hand.
For example, a QSTS study focusing on the impacts of adding a distributed PV system to an existing
circuit would likely need the voltage and loading information of the circuit elements near the point
of interconnection but wouldn’t necessarily need time-series data from every transformer, line, and
bus in the system. Furthermore, if a QSTS study were to be run multiple times to account for
multiple potential scenarios, the results of each study should be output in a consistent format to
simplify the process of analyzing the results. To account for the inherent flexibility of QSTS
simulations and to improve the usability of the toolbox, standardized input and output structures
have been developed and implemented in each of the QSTS simulation functions. Before a QSTS
simulation can begin, a circuit containing time-series profiles must be compiled in OpenDSS and the
proper settings must be applied. The MATLAB toolbox also contains subfunctions to address each
of these concerns.

5.1.1.1. Input and Output Structures

Each QSTS simulation function can accept a “Datal.ogging” structure as an optional input. This
structure dictates what types of data to record as the simulation progresses through the desired time
horizon. Table 13 provides an overview of the options and default values for the “DatalL.ogging”
input structure. It should be noted that any fields in this structure not entered by the user are
initialized to default values automatically. Thus, the user can set as few or as many fields as desired.
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Table 13. Description and default values for the “DatalLogging” input structure
Field Name Default Value Description ‘

Logs voltage mettics such as feeder/node max, min, avg

DataLogging.Voltage True values, and time spent outside voltage limits
DataLogging.Controllers True Logs total nurpbe.r of tap changes per r.egulator z}nd total
number of switching events per switching capacitor
DataLogging.Thermal False Logs max loading on each monitored PDElement
. Logs power metrics such as feeder max, min, avg values,
DatalLogging.Power True DER powers, and losses
DataLogging.VoltageTimeseries False Logs timeseries voltage metrics for each monitored node
DataLogging.Controller Timeseries False Logs timeseries of tap positions and capacitor states for all
regulators and switching capacitors
5 . 5 Logs timeseries thermal metrics for each monitored
DatalLogging. ThermalTimeseries False PDElement
DataLogging PowerTimeSerics False Logs timeseries power metrics for the feeder measurements

and DER powers

Column cell array of strings containing the names of each
Datal.ogging.MonitoredNodes Empty node to be monitored. If empty, voltage timeseries will
return min, max, and avg values for each node

Column cell array of strings containing the names of each
Datal.ogging.MonitoredPDElements Empty PDElement to be monitored. If empty, defaults to all
transformers and lines

Column cell array of strings containing the names of each
Datal.ogging.Monitored DER Empty DER to be monitored. If empty, defaults to all PV,
generators, and energy storage devices

DataLogging.OverVoltageThreshold 1.05 pu Must be a voltage (pu) threshold between 0.5 and 1.5
DataLogging.UnderVoltageThreshold 0.95 pu Must be a voltage (pu) threshold between 0.5 and 1.5
Datal.ogging.OvetloadedThreshold 100% Must be a percentage threshold between 25 and 300%

A standardized output data structure, labeled “QSTS,” has been developed and implemented in each
of the QSTS simulation functions as well. This nested output structure, depicted in Figure 61, contains
all pertinent information relevant to the completed QSTS simulation. Specifically, it contains
information about the circuit in OpenDSS, the system on which the simulation was executed (e.g.
MATILAB version, OpenDSS version, computer type, etc.), simulation settings, and simulation results.
The results section contains sub-structures for different types of results (such as voltage, power,
loading, and controller data), a copy of the “DatalLogging” input structure, and an array of time points
that were solved during the simulation. The voltage, power, loading, and controller subsections each
contain both time-series and summatized data (e.g. minimum/maximum values or total state changes
for controllable devices). To ensure continuity, each field in Figure 61 will appear in the “QSTS”
output struct regardless of whether it contains data or not. Overall, the structure is organized such
that the results from any given simulation can be easily identified and analyzed.
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Figure 61. Hierarchy diagram of the standardized “QSTS” output function

5.1.1.2. QSTS Subfunctions

In QSTS simulations, time-varying circuit components like load and PV generation each have
profiles associated with them, consisting of a series of multiplier values. These time-series profiles,
ot loadshapes, are typically created from actual measured data and dictate how the components
change through time. Before a QSTS simulation begins, it is important to ensure that each loadshape
has the same time-step resolution and time horizon. If not, the loadshapes will be interpolated to
meet the requirements of the simulation by the “getLoadshapes()” subfunction. For example, if
the user wants to run a QSTS simulation at a 1-second time-resolution, each loadshape will be
interpolated from their current time-step resolution down to 1-second. Similarly, if the length of a
given loadshape is less than the time horizon of the simulation, that loadshape will be repeated until
its length is the same. By default, the loadshapes will each be interpolated down to the minimum
time-step resolution of all the loadshapes and extended to the same length as the longest time
horizon of all the loadshapes. While this process is similar to how OpenDSS would handle the
loadshapes, implementing it as a pre-processing step saves computational time during the QSTS
simulation.

The “getl.oadshapes()” subfunction also returns warnings and error messages when necessary. First,
the subfunction checks that every load and PC Element has a loadshape assigned to it and displays
an error message for any elements that do not. Likewise, if a loadshape contains any NaN values, an
error message will appear as OpenDSS will not accept NaN values. Upon completion, all loadshapes
will be consistent according to the desired (or default) time-step resolution and time horizon.

Once the loadshapes have been addressed, the QSTS initialization process can begin. QSTS
simulations require specific settings in OpenDSS for proper execution; this process is handled by the
“initQSTS( )” subfunction. First, the simulation is initialized to the beginning of time by setting
“hour=0" and “sec=0.” Next, the solution mode is set to “duty” mode, which tells OpenDSS to
follow the time-series multipliers stored in the loadshapes as time progresses.

Some circuits may be prone to oscillations at the beginning of a QSTS simulation as controllable
devices interact with one another (e.g. an L'TC changing its tap position causing a capacitor bank to
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open). To alleviate these potential artifacts, the “initQSTS()” subfunction will first perform a power
flow solution using the “static”” control mode, where time does not advance and all control actions are
taken until there are none left in the control queue. Once the devices have settled to their appropriate
states, the control mode is set to “time,” where control actions are only taken when the time for the
pending action is reached or surpassed, i.e. when the device’s time delay has expired. At this point, the
“reset” command is issued to clear any data associated with the initialization process and the circuit is
ready for a QSTS simulation.

In addition to applying the appropriate settings, the “initQSTS()” subfunction also contains several
other safeguards. First, this subfunction analyzes the results from “getLoadshapes()” to ensure that
the time-step and time horizon are within acceptable ranges for QSTS simulations, according to [53].
Lastly, “initQSTS()” parses the optional “Datal.ogging” input structure to assign default values
where necessary and initializes the “QSTS” output structure.

5.1.2. Rapid QSTS Methods

The following subsections provide details about each of the rapid QSTS algorithms that have been
implemented in the MATLAB toolbox. Specifically, the available algorithms include variable time-
step, vector quantization, event-based, and temporal parallelization.

5.1.2.1. Variable Time-Step

The function “QSTS_VTS()” runs a rapid QSTS simulation using the variable time-step algorithm
[77]. First, a sensitivity analysis is conducted to see which loadshapes have the most impact on the
controllable devices (normalized to each controller’s deadband). The variable dbPercent sets the
deviation threshold for pre-determining time points in terms of “percent of deadband.” In other
words, this variable tells the algorithm how sensitive to be when pre-determining time points.
Acceptable values are between 0-100%, while typical values are in the range of 5-50%. For example,
if dbPercent=10%, the algorithm will analyze the loadshapes for any time periods that would cause a
10% change in the control voltage of a controllable device. Therefore, this variable is inversely
correlated with solution time and accuracy. The variable max]ump sets the largest time-step (in
seconds) the algorithm will take when moving through time. Typical values range from 60s to 300s.
This variable is also inversely correlated with solution time and accuracy. The results from the
sensitivity analysis and the max][ump variable are used to pre-process the loadshapes and output time
points of interest. The algorithm then begins the QSTS simulation by solving these time points
sequentially until the control queue is populated, which indicates the presence of a pending control
action. The algorithm then backtracks to the last solution and proceeds forward at a finer time-step
resolution. The advantage of the variable time-step algorithm is that it can move quickly through
periods of time that have low variability and move slowly through time periods of high variability.
Opverall, this algorithm is roughly 50x faster than the brute-force QSTS simulations while keeping
errors below the acceptable limits [77].

To run a rapid QSTS simulation with the “QSTS_VTS()” function, the user must pass in a
compiled OpenDSS circuit object, DSSCircOlbj, and settings for the dbPercent and maxJump variables.
The function also accepts the optional Datal ogging structure and #imelnd variable, which is used to
set the desired time horizon of the simulation. Upon completion, the function will output the QST
structure containing the results from the simulation.
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5.1.2.2. Vector Quantization

The function “QSTS_VQ()” runs a rapid QSTS simulation that bypasses most of the time-
consuming non-linear 3-phase unbalanced AC power flows by directly assigning the power flow
solution based on similar power flows that occurred previously in the simulation, based on the
algorithm described in [78]. Because each time step is solved chronologically, controllable elements
with hysteresis can still be accurately modeled. First, the function performs a sensitivity analysis like
the “QSTS_VTS()” function. Then, the function discretizes the loadshapes based on the results of
the sensitivity analysis. As the precision of the profiles is reduced through vector quantization, the
number of unique power flow solutions computed will decrease. The proposed quantization
algorithm provides real-time data compression for memory management by only storing unique
solutions in the solution space matrix and the solution index as a time-series vector. The time-series
matrix can easily be reconstructed ex-situ without having to run the QSTS simulation again to
compute any metrics of interest.

To run a rapid QSTS simulation with the “QSTS_VTS()” function, the user must pass in a
compiled OpenDSS circuit object, DSSCircOlj, and setting for the dbPercent variable. The function
also accepts the optional Datal ogging structure, timeStep, and timeEnd variables, which are used to set
the desired time step and time horizon of the simulation. The user can also choose from three
different quantization methods, using the optional I'Qmethod parameter. Upon completion, the
function will output the QST structure containing the results from the simulation.

5.1.2.3. Event-Based

The function “QSTS_EB()” runs a rapid QSTS simulation by exploiting the state-based linear
sensitivity model described in [84]. The algorithm relies on creating a local linearization of the power
flow manifold to quickly estimate the nodal voltages and branch currents in the circuit. The local
linearization is done using the ordinary least squares estimator. In order to get an accurate estimate
of the manifold, the algorithm first performs a sensitivity analysis to estimate the size of the
neighborhood around the linearization point, using the same type of sensitivity analysis as the
“QSTS_VTS()” function. Once the sensitivity analysis is complete, the algorithm starts estimating
models for each node in the circuit. Using these models, the algorithm can estimate the control
voltages of different controllers and their corresponding states at each time instant. In case of an
event (such as a tap change or capacitor bank connection/disconnection), the algorithm updates the
models for all the nodes either by creating a new local linearization or if the state has been observed
before, extracting model parameters from a lookup table. Once the models are estimated for each
observed state for the given time horizon, the algorithm then reconstructs the voltage and current
profiles. This resolution of reconstruction is defined by the user via the reconstructionTimeStep variable,
which can range from 1 second up to 15 minutes. The advantage of the Event-Based algorithm is
the significant speed reduction it can achieve while maintaining high accuracy to estimate the QSTS
impact metrics. Overall, this algorithm is roughly 110x faster than the brute-force QSTS simulations
[84].

To run a rapid QSTS simulation with the “QSTS_EB()” function, the user must pass in a compiled
OpenDSS circuit object, DSSCircObj, and settings for the dbPercent and reconstructionTimeStep variables.
The function also accepts the optional Datal ogging structure, timeStep, and timeEnd variables, which
are used to set the desired time step and time horizon of the simulation. Upon completion, the
function will output the QST structure containing the results from the simulation.
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5.1.2.4. Temporal Parallelization

The function “QSTS_Parallel()” runs a rapid QSTS simulation by dividing the total time horizon of
the simulation into multiple sections and solving those sections simultaneously on multiple
processors of a single computer. First, the compiled circuit object is copied onto multiple “actors”
using the “clone” function in OpenDSS-PM (EPRI’s more modular, flexible, and scalable version of
OpenDSS for parallel processing), based on the required input num.Actors. This variable determines
how many logical processors will be utilized for the simulation. Each actor created by OpenDSS-PM
runs on a separate processor (if possible) using separate threads and has its own assigned core and
priority. The total number of actors available for a parallelized QSTS simulation is limited by the
number of logical processors available on the computer. However, to prevent the computer from
becoming unresponsive, it is recommended that at least one processor is left unused by the
simulation. Once the actors have been established, the “QSTS_Parallel( )” function initializes each
of them for a QSTS simulation by setting their start and end times accordingly and adds monitors to
various circuit elements based on the optional Datal ogging input structure. Upon completion, the
function gathers the data from each monitor and adds it to their corresponding locations in the
QOSTS output structure. The speed improvement from this algorithm is based on the size of the
circuit and the number of processors being used. Overall, temporally parallelized QSTS simulations
were shown to have a speed improvement of up to 8.156x faster when using 16 cores [94].

To run a rapid QSTS simulation with the “QSTS_Parallel()” function, the user must pass in a
compiled OpenDSS circuit object, DSSCircOlbj, and setting for the num.Actors variable. The function
also accepts the optional Datal ogging structure, timeStep, and timeEnd variables, which are used to set
the desired time step and time horizon of the simulation. Upon completion, the function will output
the QST structure containing the results from the simulation.

5.1.3. Circuit Reduction

The simulation time of power flow solvers is dependent on the size of the circuit’s incidence matrix
and each bus entry adds one row and one column to the matrix. Any reduction in the total number
of buses will dectrease the size of the incidence matrix and reduce simulation time. The bus reduction
algorithm presented in this work is able to remove non-vital buses without loss of accuracy on the
remaining buses. However, with this reduction meaningful data is only saved for buses that are
designated as buses of interest (BOI).

Buses of interest are divided into two categories: automatic BOI and user-selected BOI. Automatic
BOI are necessary for the circuit reduction algorithm, as these cannot be reduced while maintaining
accuracy. Automatic BOI include capacitors buses, buses that are part of the transmission system,
buses with meters and monitors, transformer buses with LT'C and voltage regulators, and the source
bus. On the other hand, the user-selected BOI are buses the user has designated as significant. Any
bus can be a user-selected BOI. Lastly, once the list of automatic and user-selected BOI is
constructed, the algorithm adds topological buses and important in-line buses to ensure the circuit is
connected and reduction is possible.

Open-source GUT’s are provided for selecting the BOI either in generic form (Figure 62) or custom
bus selection (Figure 63). After selecting the BOI, the circuit reduction process is run through
MATLAB functions to remove 1) empty buses, 2) laterals without BOI, and non-BOI load buses |7,
95].
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5.1.4. Cloud Field Modeling

Cloud field modeling was integrated into MATLAB in a format consistent with the GridPV toolbox.
For best integration with OpenDSS simulations, the cloud field code reads the PV locations from a
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GridPV circuit object. It additionally needs weather inputs: one high-frequency irradiance time-series
(can be either measured or synthetic based on the temporal downscaling methods described in the
section above) and the measured or estimated cloud speed. The output from the cloud fields code
includes the PV power load shapes, the number of points in the load shapes, and the time interval
between the data points — all the values needed to create a new PV loadshape in OpenDSS. Thus,
OpenDSS simulations can be easily updated to include the cloud-field-generated PV power profiles
by editing the PV systems to use these new irradiance loadshapes. This process is illustrated in

Figure 64.
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Figure 64. lllustration of “Cloud_Fields” MATLAB function which implements PV profiles based on
cloud fields into OpenDSS simulations.

5.1.5. Load Modeling

The methods developed for variability and diversity modeling to increase the effective temporal
resolution of commonly available distribution feeder data were implemented in MATLAB. This tool
can develop load profiles for multiple loads on a single circuit, with a target diversity factor, and can
add load variability up to a 1-minute temporal resolution, all while maintaining the overall feeder
load at the aggregate level (i.e. at the start-of-circuit level often available via utility SCADA). This
MATLAB tool is provided in a complied executable form as it includes high-resolution load data
used within the project to develop the load variability models. This data is included in the complied
form to protect its source while still allowing the inclusion of this base (or example) load variability
library. The tool is also capable of developing custom load variability models as appropriate for use
in areas with significantly different climates and load use patterns as the provided example variability
library. A screenshot of the load modeling tool is shown in Figure 65.
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Figure 65. Screenshot of the Load Modeling Tool developed in MATLAB.

5.1.6. Visualization

Visualization techniques have been developed to facilitate the analysis of QSTS simulation results
[116]. Once a QSTS simulation has finished, there remains the task of analyzing the results to
understand the impacts of different DER or control strategies. After each power-flow solution, a
new system state is reached with potentially tens of thousands of data points depending on the size
of the circuit being solved, and millions of steady-state power-flows are solved during a single
yearlong QSTS simulation. For every time step of the simulation, copious amounts of data can be
probed from the simulation including voltages at every bus and node, loading information from
power delivery elements (e.g. lines and transformers), active and reactive power injections from
distributed generators or energy storage devices, controller states and time delays (e.g. regulator tap
position or time until a switching capacitor changes state), and active and reactive power losses.
Therefore, the ability to organize and visualize the results of QSTS simulations is critical for
analytical purposes. It should be noted that all figures in the following subsections are shown for the
test circuit “Feeder CO1,” but can be generated for any circuit after a QSTS simulation has been
executed using the open-source MATLAB code by simply passing the standardized “QSTS” output
structure to one of the plotting functions (also included in the open-source code).

5.1.6.1. Circuit Plots

Conventional circuit plots based on GPS coordinates of devices show the geometry and orientation
of a distribution circuit. These plots are useful for understanding where certain components are
located with respect to one another and are typically used to show voltages or power flows at an
instant in time, commonly referred to as snapshot analyses. While these methods are useful in
certain cases, they cannot provide any insights into the time-dependent nature of the system.

With QSTS, circuit plots can be infused with additional data from simulation results, making them
more powerful. Each circuit element in Figure 606 is assigned a unique symbol, making them easy to
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see. For example, in Figure 66, clicking on the voltage regulator symbol shows the total number of
tap position changes that occurred throughout the year, or clicking on a PV system shows the total
amount of energy produced. Other information that can be accessed includes the number of
capacitor state changes, feeder minimum and maximum active and reactive powers, line loading, etc.
QSTS circuit plots can be generated by calling the “plotQSTS_Circuit()” function and sending in
the OpenDSS circuit object and QSTS output structure as inputs.
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Figure 66. Feeder CO1 QSTS circuit plot with coloring based on the maximum voltage each node
reached throughout the year

The lines in the circuit plot can also be colored according to QSTS results. In Figure 66, the lines are
colored by maximum voltage. This figure reveals that the highest voltages were not recorded near
the substation, but near the middle of the feeder, due to the high penetration of PV systems in that
area. Line colors can also be assigned by other QSTS results like loading.
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Figure 67. Feeder CO1 in Google Earth with coloring based on maximum voltage each node
reached throughout the year

If the model contains real coordinates, the circuit can be plotted in Google Earth using color
schemes based on QSTS results. The advantage of Google Earth is that the circuits can be plotted
exactly where they are located, giving a better representation of the circuit. In many areas, the “street
view” feature in Google Earth is available, making it possible to see actual photos of the circuit
components, such as the pole-mounted transformers, voltage regulators, or capacitor banks. Figure
67 shows the same type of circuit plot as Figure 66 but in Google Earth.
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5.1.6.2. Voltage Profiles Along a Feeder

Maintaining voltage levels between acceptable thresholds is crucial for distribution circuits. Typically,
the voltage along a feeder drops as the distance from the substation is increased. In modern
distribution circuits, there can be multiple devices that contribute to voltage regulation on a single
circuit. Voltage profile plots show the feeder voltages as a function of distance from the substation
at specific points in time. Symbols representing DER or voltage regulating equipment can be plotted
on top of the voltage profile to explain what may be contributing to sudden changes.

It is also possible to take a closer look during times at which the circuit experienced high variability
or extreme conditions, e.g. when the heaviest overloading occurred or when the feeder experienced
its maximum and minimum voltages during the year. Since all the system states throughout the year
are known, it is easy to “rewind” to any specific time, 7 First, the regulator tap positions and
switching capacitor states are set to where they were at time #and held constant in those positions.
Then, the loads and generators are assigned their injections according to their profiles at time 7
Lastly, the power-flow is solved. This procedure can be accomplished by calling the
“20ToQSTSTimelndex()” function followed by the “plotVoltageProfile()” function.

The procedure described above was implemented to generate the voltage profiles in Figure 68 for
two distinct time points. The top subplot represents the time point when the maximum voltage
occurred anywhere on the feeder throughout the simulation, i.e. the yearly global maximum node
voltage, and the bottom subplot represents the time point when the minimum voltage occurred
anywhere on the feeder throughout the simulation, i.e. the yeatly global minimum node voltage. The
voltage magnitudes at each node are plotted as a function of the distance from the substation. The
vertical dashed lines represent the service transformer and low-voltage secondary network that often
has a large per unit voltage drop over a short distance. In Figure 68, the profile at maximum voltage
shows that the voltage increased steadily from the substation and reached a maximum near a cluster
of PV systems’ PCC.
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Figure 68. Feeder voltage profile at the time point when the yearly global maximum node voltage
occurred (top) and at the time point when the yearly global minimum node voltage occurred
(bottom)
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5.1.6.3. Time-Series Data

In QSTS simulations, the converged state of a power-flow solution serves as the initial state of the
next sequential power-flow. After each solution, data on the state of any circuit element can be
collected. Plotting this data against the time point it was taken from gives a very detailed, time-series
representation of the system states. Figure 69 shows an example of this, where the tap position of
the substation transformer’s LTC and tap position of three voltage regulators along the feeder are
plotted against time. These types of plots are helpful in determining minimum and maximum values
and understanding the relationships of various circuit elements, e.g. interactions between two
voltage regulators or between a voltage regulator and a smart inverter with reactive power control.
However, underlying trends may still be difficult to identify. These plots can be generated by calling
the “plotQSTS_Timeseries()” function.
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Figure 69. Regulator tap position time-series

5.1.6.4. Aggregated Time-Series Data

Data aggregation is one method for extracting useful information from time-series datasets and may
help to identify the underlying trends in the data. The length of the aggregation window can be
adjusted to any size based on the variability of the element being analyzed or the desired resolution.
For QSTS simulations with a constant time-step, data aggregation is straightforward. First, the time-
series data is reshaped into a matrix, then a function is applied along one dimension, e.g. taking the
sum or finding the average value. For QSTS simulations with a variable time-step, the data must
cither be interpolated down to a constant time-step and reshaped or aggregated by looping through
each window individually, which can be computationally intensive when using small window sizes.

By aggregating the regulator tap position time-series data (Figure 69) into monthly totals (Figure 70),
it is easier to see how each regulator operates over time with respect to the others. For example, in
January, “Reg1” had the most tap changes, but steadily declined until June when it had the least.
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Figure 70. Monthly totals of tap position changes

Another example of data aggregation can be seen in Figure 71. This figure shows the monthly
energy production of the two centralized PV systems. In terms of analyzing distributed generation,
this type of plot could give insight into the various PV systems on the circuit, such as their sizes or
relative tilt and azimuth angles. These figures can be generated using the
“plotQSTS_AggregatedTimeseries()” function.
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Figure 71. Monthly energy production of the two centralized PV systems

5.1.6.5. Temporal Raster (Heat Maps)

Time-series data can also be characterized in a temporal raster plot where the data is organized into a
matrix and the color of each pixel represents its value for that point (or aggregated points) in time.
By adding this extra dimension, the diurnal trends in the data manifest themselves through color.
These plots could also be represented on three-dimensions axes, where the variable’s magnitude is
plotted on the third axis. Figure 72 shows an example temporal raster plot, using a one-hour
aggregation window, of the energy production of the centralized PV systems with Volt/Var function
turned on. While PV_C1 is roughly five times larger, the advanced inverter on PV_C2 consumed a
greater amount of reactive power and did so more often. The specific impact of the Volt/Var
function can be explored by looking at the feeder’s time-series data and aggregated data. The
addition of advanced inverters on the two largest PV systems helped to reduce the feeder’s yearly
maximum voltage by 0.0031 per unit, increase the feeder’s yearly minimum voltage by 0.0048 per
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unit, and decrease the number of operations of every voltage regulator and switching capacitor in
the circuit.

Another benefit of QSTS analysis is the ability to quantify losses in a distribution circuit. Figure 73
shows a raster plot, using a 10-minute aggregation window, of the line losses in the circuit. Thus,
each pixel represents the maximum line losses (in kW) that occurred over the aggregation window.
This figure shows that the line losses were mostly less than 100 kW throughout the year, with the
exception of a few days. Since a 10-minute aggregation window was used in Figure 73, the pixels
appear much smaller and capture more detail than the 60-minute aggregation window used in Figure
72. These figures can be generated using the “plotQSTS_Raster()” function.
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Figure 72. Temporal raster plot with one-hour aggregation of energy production real power
produced (top), reactive power produced (middle), and reactive power consumed (bottom) of the
two centralized PV systems
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Figure 73. Temporal raster plot of line losses using a 10-minute aggregation window

5.1.6.6. Box Plots

In QSTS simulations, time-varying circuit components like load and PV generation each have
profiles associated with them, consisting of a series of multiplier values. These time-series profiles,
or loadshapes, are typically created from actual measured data and dictate how the components
change through time.
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Figure 74. Box plot of 1-second resolution time-series profiles (1,314,000 data points per box)
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Figure 74 shows the distribution of multipliers at each hour of the day for three different
loadshapes: one for residential loads, commercial loads, and one of the PV profiles. The bottom and
top edges of the boxes represent the 25" and 75" percentiles, respectively. The red line inside the
box is the median value, while the whiskers extend to the most extreme data points not considered
outliers (red crosses). All loadshapes used in these QSTS simulations represent yearly time-series
data at a 1-second resolution for a total of 31,536,000 data points per loadshape. This data must first
be reshaped before the box plots can be generated. Each hour of the day contains 3600 data points
and the time horizon of these loadshapes was 365 days, so each individual box represents 1,314,000
data points. The time-series data can be reshaped in several different ways, depending on what
information is important to the user. This would result in days or months being on the x-axis instead
of hours. Each loadshape could also be represented in a single box, such that all loadshapes would
appear side by side in a single figure. These figures can be generated using the “plotQSTS_BoxPlot(
)”” function.

5.1.6.7. Shaded Percentile Plots (Density Plots)

Shaded percentile plots can show how statistical distributions change over time. In these plots, the
denser areas of the distribution appear as darker colors and the red line represents the median value.
In Figure 75, each vertical slice represents the distribution of the daily minimum voltage each node
recorded. These daily minimum values are then sorted to find the values of the various percentiles.
For example, in Figure 75, the 75th percentile voltage on the first day of the year was 1.0126 per
unit. So on January 1st, 75% of the nodes in the circuit had a minimum voltage of less than 1.0126
per unit. This figure also shows that the distribution of percentiles stays relatively constant
throughout the year, except for a few periods of time in late summer. The benefit of this type of plot
is that it gives insight into the severity of certain extreme circuit conditions. For instance, the lowest
node voltage throughout the year, which occurred on Sept. 27th, was 0.9013 per unit—well below
the predetermined threshold for this simulation of 0.95 per unit. However, on that same day, 90% of
the nodes on the feeder remained above 0.9408 per unit.
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Figure 75. Distribution of daily minimum node voltages (5,469 nodes)

Shaded percentile plots are particularly useful when analyzing a large number of elements at once,
such as the 5,469 nodes in Figure 75. Circuits with thousands of nodes would also have a large
number of power delivery elements (lines and transformers) to connect those nodes. Thus, we can
use shaded percentile plots to analyze the loading characteristics of power delivery elements as well.
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Figure 76 shows the daily maximum loading of all 2,970 power delivery elements in the test feeder.
In this case, overloading is not an issue. In fact, 90% of the power deliver elements experienced a
maximum loading of less than 40%, which indicates (from a capacity standpoint) there is room for
load and PV growth. These figures can be generated using the “plotQSTS_ShadedPercentile()”
function.
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Figure 76. Distribution of daily maximum loading of every transformer and line in the test feeder
(2,970 elements)

5.1.6.8. Cumulative Distribution Functions

Cumulative distribution functions, or duration curves, show the proportion of time for which a
variable exceeds a certain level. For example, Figure 77 shows a duration curve for the real and
reactive power of the feeder. For over 80% of the time, the feeder had more than 5 MW of power
flowing through it, and it only had more than 15 MW of feeder power consumption for 0.1% of the
time (less than 9 hours). These figures can be generated using the “plotQSTS_Duration()” function.
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Figure 77. Duration curves of feeder real and reactive power into the feeder

Duration curves of maximum and minimum voltages can show how much time the feeder spent
outside its predetermined operating limits, for example, ANSI C84.1. In Figure 78, the x-axis of the
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duration curve is shown in terms of hours instead of as a percentage of total time. From this figure,
it is clear that the maximum and minimum feeder voltages had very different characteristics. The
feeder’s minimum voltage reached violations of nearly 0.050 per unit, while the feeder’s maximum
voltage reached violations of only 0.015 per unit. However, the minimum voltage spent only 130
hours outside its threshold (intersection at x-axis), while the maximum voltage spent 195 hours
outside its threshold. These figures can be generated using the “plotQSTS_Violation()” function.
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Figure 78. Duration curve of feeder voltage violations anywhere on the feeder

5.1.6.9. Controller States

One major benefit of QSTS simulations is the ability to model discrete controls and capture the
time-dependent states of controllable elements like switching capacitors and voltage regulators.
These expensive devices tend to operate more frequently in the presence of increased variability,
such as in circuits with a high penetration of PV. Therefore, understanding their activity is a critical
component of distribution system analysis. In Figure 79, the percent of time each capacitor spent
switched on is represented as a stacked bar graph. This figure shows that “Cap2” was switched on
for more than 95% of the time. Analysis of the data also shows that this capacitor switched states
146 times throughout the year. These results suggest that investing in a static capacitor bank near
that location could be beneficial to reduce the number of operations of “Cap2.”
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Figure 79. Stacked bar graph of capacitor states

Voltage regulators adjust their tap positions over time to help maintain line voltages within
predetermined limits. Understanding how they operate throughout the year can help distribution
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system engineers find ways to minimize maintenance costs or prolong the lifetimes of the devices. In
Figure 80, the x-axis of the subplots shows the available tap positions of each regulator, and the y-
axis shows the total amount of time spent in those positions. One interesting thing to note is that
only the substation transformer’s on-load tap changer (Sub_LTC) spent the majority of its time
boosting the voltage. These plots can be generated using the “plotQSTS_CtrlStates()” function.
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Figure 80. Total time spent at each tap position

5.2. OpenDSS

The following subsections highlight the improvements made to OpenDSS in support of reducing
the computational burden associated with high-resolution QSTS simulations. The Open source
Distribution System Simulator (OpenDSS) is a comprehensive system simulation tool for electric
utility distribution systems. The program supports nearly all RMS steady-state (i.e. frequency
domain) analyses commonly performed for electric utility distribution system planning and analysis.
In addition, it supports many new types of analyses that are designed to meet future needs. Many of
the features found in the program address the needs of distributed generation analysis, such as the
ability to model the time-varying and time-dependent circuit components. OpenDSS also has several
solution and control modes available to the user for performing QSTS simulations. By integrating
the rapid QSTS algorithms into OpenDSS, the academic and research community that uses
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OpenDSS can immediately see the benefits of faster QSTS simulations without having to run any
external code.

5.2.1. Power Flow Solution Improvements

QSTS simulations require a power flow solution to be computed for each time step in the given time
horizon. For high-resolution simulations, millions of power flow solutions will be performed.
Several key improvements have been implemented in OpenDSS that address the minimum number
of iterations required before convergence, add functionality to time reporting, and reduce hard drive
interactions.

5.2.1.1. Reducing Minimum Iterations

To solve a power flow solution, OpenDSS uses a standard Nodal Admittance formulation of the
circuit model that can be found documented in many basic power system analysis texts. This simple
iterative solution has been found to converge quite well for most distribution systems that have
adequate capacity to serve the load, which is the case for most distribution systems. While
performing QSTS simulations, the solution at the present time step is used as the starting point for
the solution at the next time step. Unless there is a large change in load, the solution will typically
converge in 1 or 2 iterations. It has been found that the first guess at the next time step (when the
time step size is small) is often good enough. Therefore, the Minlterations option has been added to
OpenDSS to give the user the ability to reduce the default value of 2 iterations down to 1, and
additional iterations will be executed automatically, if needed, for better convergence. In QSTS
simulations, setting Mznlterations to 1 results in a 1.7x speed improvement.

5.2.1.2. Solution Process Timing

Improving the computational speed of QSTS simulations requires an accurate accounting of all
associated process timings. To address this concern, timer functionality has been incorporated in
OpenDSS to record the time required for the different segments of the power flow solution. The
power flow solution in OpenDSS involves three main stages: solution, sampling, and simulation.
The solution stage solves the circuit for a single time step and updates the injected currents from
loads and generators until the circuit solution converges. The sampling stage contains a routine for
sampling the meters and monitors distributed by the user on the circuit. This action involves
dynamic memory allocations and, possibly, disk file I/O. If there are no monitors/meters defined
on the circuit this stage should not require much time.

There are three options for accessing the timer data using the ger command. ProcessTime is a read-only
value that measures the duration of the solution stage. TzzeStep is a read-only value that measures the
duration of the time step including the power flow solution and sampling all the meters and
monitors placed on the circuit. Lastly, Toza/lime is a cumulative value that captures the duration of a
QSTS simulation, including both stages 1 and 2. The user can reset the simulation timer by issuing
the “set Totallime=0" command. The first two timers, ProcessTime and TimeStep, can be captured at
each time step using monitors in mode 5, where the sum of TimeStep at each simulation step would
equal the value stored in Totallime.

5.2.1.3. Reducing I/O Operations

As mentioned in the section above, part of the power flow solution in OpenDSS contains a routine
for sampling the Monitor and EnergyMeter elements present in the circuit model. The Monitor element
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has long employed in-memory file streams to make this operation as fast as possible. However, the
EnergyMeter element would write up to 5 text files to disk at each time step, adding significant
overhead to QSTS simulations. The EnergyMeter element has been modified to write samples directly
into RAM in native binary format using byte streams, virtually eliminating I/O operations to the
hard drive during the simulation. The content of the memory is then flushed to the hard drive in
text form once the simulation is over, generating the same files that the earlier version of OpenDSS
would deliver. Upgrading the EnergyMeter element to use the in-memory byte stream has been shown
to have a computational time reduction in 89.3% of simulation steps. The user can now also
override the default behavior of sampling the EnergyMeter element at the end of the solution loop
with the SampleEnergyMeters options.

5.2.2. Multi-Rate Control Mode

The “multi-rate” control mode aim to reduce the systematic error added when performing QSTS
simulations at different step sizes, keeping the simulation fidelity in accordance with the QSTS
parameters set by OpenDSS users [117]. The controlmode teature in OpenDSS defines the way control
actions will take place during the simulation. This is also conditioned by the simulation step size
chosen by the user when performing the simulation. As a result, the combination of these
parameters can speed up the simulation but at the same time, introduce a considerable error when
performing time-based simulations. For example, if a simulation is performed in OpenDSS using the
time control mode and 1-s step size, the results will differ in a certain percentage for the same time
instants when compared with a simulation performed using 1-minute step size. However, this
situation depends directly on the need for control actions during the simulation and if these control
actions will generate new actions to be performed in later simulation steps.

In classic control modes, the control actions are performed after a simulation step solution is
performed, which causes the control actions generated by the latest control actions performed to be
executed in the next solution step. This will delay the effect generated by the control actions
resulting in an error between simulations performed at different step sizes. The multi-rate control
mode deals with this issue by solving all the control actions that fit within the time window
determined by the simulation step size.

With the multi-rate control mode, OpenDSS will check for the control actions within the time
window defined by the step size. Once a power flow solution is performed and the control devices
sampled within the normal simulation cycle of OpenDSS, the solution algorithm will enter the do
control action routine. When sampled, the control devices will store their next control actions into a
queue called the control guene. Then, these control actions will be executed by the do control action
routine if the control action was programmed to be executed before the next time step. However, as
mentioned previously, this control action may trigger new control actions, which are also stored in
the control quene to be performed after the next solution step. As a difference with respect to the
existing control modes, the multi-rate control mode will evaluate whether the new control actions
generated by the latest actions executed fit within the actual step size. If so, OpenDSS will solve the
system and sample the control devices looking for control actions still within the time window. This
process will be performed iteratively until there are no more control actions to perform or when the
next control action in the control queue exceeds the time window. In this case, the control action
will remain in the control queue to be performed in the next solution step.

One major benefit of the multi-rate control mode for rapid QSTS simulations is its ease of use.
Once OpenDSS is set up to run a QSTS simulation, the user only needs to change the controlmode
setting to multirate and adjust the #imestep setting to a coarse value (e.g. a value greater than or equal to
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the longest time delay of any controllable device). Overall, multi-rate control mode enables speed
improvements for QSTS simulations by maintaining simulation fidelity at coarse time steps,
particularly on circuits with multiple controllable devices.

5.2.3. Circuit Reduction

In OpenDSS, circuit reduction can be performed on a compiled circuit in memory via the Reduce
command. Being that the reduction algorithms are implemented as part of the EnergyMeter object,
the user can choose to reduce the entire circuit at once or reduce specific sections of the circuit by
placing energy meters accordingly. Additionally, the circuit reduction algorithm can be modified
through several available options using the “Ses ReduceOption=...” command. To prevent specific
buses from being eliminated, the user can mark those buses using the Keeplist option.

The reduce Shortlines option merges line objects with less positive-sequence impedance than the
value specified by the Zmag option with the downline Line object, meaning the bus between the two
lines is eliminated. Zmag may be set on the same command line as a ReduceOption command. In most
cases, the Load, P1/System, and Storage elements on the eliminated bus are moved to the upline bus of
the merged line. If the identified short line is at the end of a branch, the load elements are moved to
the downline, or “to”, bus. If the bus that would be eliminated is marked as a ‘keep’ bus or has
cither a shunt capacitor or shunt reactor, no merge is performed. Similarly, if the short line identified
has a Control element or is being monitored by another element, no merge is performed. Thus,
controls and monitors are preserved.

The reduce Laterals option can be used to quickly eliminate all 1-phase laterals to achieve a dramatic
reduction in node count on circuits where the main planning interest is on the 3-phase sections. If
the Keepl oad option is set, all loads and other shunt elements are moved to the corresponding node
on the bus at the head of the lateral, and voltage bases are adjusted, if necessary. It is possible, and
likely, that there could be dozens of Power Conversion (PC) elements on the same node. This is not
a conceptual problem for OpenDSS because each element simply contributes its compensation
current to the main current array and there is no limit on the number of PC elements and other
shunt elements that may be connected to a node. While there will be some overhead in the solution
algorithm to collect all the individual current contributions, this will likely be offset for large circuits
in which hundreds of 1-phase buses and corresponding nodes are eliminated and removed from the
System Y matrix. One downside of this reduction algorithm is that the losses in the single-phase
lateral are no longer represented in the analysis.

Controlled and monitored elements are removed or moved when using the Laferals option, which is
the opposite of what happens in the reduce ShortLine option. Any 1-phase Capacitor or Reactor
elements present on the lateral are also moved and their contribution to reactive power is preserved.
These elements are linear, so they are completely modeled in the System Y matrix and do not
contribute to the main current array. In the future, it may be possible to merge all single-phase PC
elements of the same class to save computational effort, but there are complications with this with
respect to OpenDSS loadshapes, irradiance shapes, and storage controllers.

5.24. OpenDSS-PM

The classic OpenDSS program is a simulation platform built for execution in a single, sequential
process. Each procedure/function is called from each object sequentially to petrform a QSTS
simulation. The performance that can be achieved is based on the structure of the low-level routines,
the simplicity of the routines, and the efficiency of the compiler.
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In order to improve the speed of OpenDSS, EPRI has evolved OpenDSS into a more modular,
flexible, and scalable parallel processing platform called OpenDSS-PM (Now OpenDSS v8 and later)
based on the following guidelines:

1. The parallel processing machine will be interface-independent

2. Each component of the parallel machine should be able to work independently

3. The simulation environment should deliver information consistently

4. 'The data exchange between the components of the parallel machine should respect the
interface rules and procedures

5. The user handle of the parallel machine should be easy and support the already acquired
knowledge of OpenDSS users

To create the parallel machine, OpenDSS-PM uses the actor model [118-121]. Each actor is created
by OpenDSS-PM runs on a separate processor (if possible) using separate threads and has its own
assigned core and priority (real-time priority for the process and #me-critical for the thread).

The interface for sending and receiving messages from other actors will be the one selected by the
user—either the COM interface, the Direct DLL API, or a text script using the EXE version of the
program. From this interface, the user will be able to create a new actor (instance), send/receive
messages from these actors, and define the execution properties of the actors such as the execution
core, simulation mode, and circuit to be solved, among others. This concept is shown in Figure 81.

Using the existing interfaces, the user can do the same things he can do with the classic version plus
the operations related to parallel processing, such as:

1. Request the number of available cores and the number of physical processors available.
2. Create/Destroy actors
3. Execute the simulation of each circuit concurrently and in parallel (hardware dependent)
4. Assign the core where the actor will be executed
5. Modify the simulation settings for the active actor
6. Set the name of the circuit that will be simulated
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Figure 81. Operational scheme proposed for evolving OpenDSS into a parallel processing
machine based on actors

114



As can be seen in Figure 81, the interface will work as the communication medium between the
different actors on the parallel machine. This feature enables several simulation modes inspired by
parallel computations such as temporal parallelization and Diakoptics, among others. These types of
simulations will be driven by an external program that will handle the actors within the parallel
machine, in keeping with the actor concept as a message-driven state machine.

5.2.41. Temporal Parallelization

Temporal parallelization of QSTS simulations can be performed using the functions within
OpenDSS-PM, by assigning different sections of the desired time horizon to be solved in parallel by
multiple actors. The user can check to see how many cores and CPUs are available for a parallelized
simulation by issuing the “gez NumCores” and “get NumCPUs” commands, respectively. To prevent
the computer from becoming unresponsive, it is recommended that at least one CPU is left unused
by the simulation.

Once a circuit has been compiled, the user can issue the c¢ore command to copy the circuit onto
additional actors. After the new actors have been established, the ActveActor will be set to 1 by
default, meaning any commands issued will be directed to that specific actor. The user can send
commands to any individual actor, N, by issuing the “set ActiveActor=N" followed by any other
desired command. The user can also send commands to all actors at once by using “sez
ActiveActor="*"" So, any settings common to all actors, like 7ode and controlmode, can be assigned all at
once, followed by individual settings for each actor, like the start time or assigning its corresponding
CPU.

After each actor has been propetly initialized for a QSTS simulation, the user can reset the
ActiveActor to 1, set “Paralle/=true)” and call SolveA/. While the simulation is underway, the user can
check the progress of the actors by using the ActorProgress function. The user can also elect to call the
Wait function, which will block any new commands from executing until all actors have finished
their assigned solutions. By using this function, it is probable that the user may not be able to see
updates on the summaty/results tab, but it is a very good mechanism for synchronizing all the actors
within the parallel environment and make classical scripts compatible with OpenDSS-PM.

Upon completion of a parallelized QSTS simulation, the user can set the ConcatenateReports option to
enable/disable the report concatenation of the monitor’s content. When disabled (default) the user

needs to specify the actor to gain access to the monitor’s data using the commands show or export.
When enabled, this option allows summarizing all monitor content with the same name working at

different actors into a single file.

5.2.4.2. Diakoptics

Diakoptics is a technique for tearing large physical circuits into a number of sub-circuits to reduce
the modeling complexity and accelerate the solution of the power flow problem using a computer
network. Each computer will handle a separate piece of the circuit to find a total solution. Using
modern multi-core computers, this technique can be used for accelerating QSTS simulations by
using the actor model as a framework for coordinating the interactions between the distributed
pieces proposed in Diakoptics. Actor-based Diakoptics, or A-Diakoptics, seeks to simplify the
power flow problem to achieve a faster solution at each simulation step. Consequently, the total time
reduction when performing QSTS will be evident at each simulation step with A-Diakoptics. This
technique has been implemented in OpenDSS-PM and includes automated circuit tearing and other
tools to execute and debug the method step by step. An important feature of the simplified A-
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Diakoptics algorithm proposed here is that even small-scale circuits will obtain simulation time
reduction

To activate A-Diakoptics, there must already be a circuit compiled into memory in Actor 1 (default)
and the circuit needs to be solved once in szapshot mode. When enabled, A-Diakoptics will partition
the system using the number of sub-circuits specified with “sez num_subcircuits=INS”, where NS is the
number of sub-circuits. Then, the sub-circuits will be compiled and loaded into memory for the
simulation. After activating A-Diakoptics, OpenDSS-PM will deliver an output describing the result
of the initialization including statistics to help the user to understand and estimate what to expect
from the circuit tearing. Each compiled sub-circuit will reside in a subfolder inside the original
circuit model folder in the hard drive. OpenDSS-PM will create a subfolder called Torn_Circuit that
contains the models for each zone and the interconnected circuit separately.

At this point, the system is ready to solve in A-Diakoptics mode. To solve the circuit, make sure that
the active actor is Actor 1, then set the simulation mode and the simulation features for QSTS
accordingly. Finally, execute the so/ve command. The following considerations need to be fulfilled:

1. No monitors or energy meters can be created in Actor 1. Actor 1 is the simulation
coordinator and it hosts Y4 and the vectors for calculating Ic. Actor 1 also hosts the
admittance matrix of the interconnected circuit. The total voltages are transmitted to Actor 1
from other actors when the simulation step is completed, however, control actions are
performed on the sub-circuit actors, making it difficult to monitor those actions from Actor
1. This is a feature on which development is continuing. Nevertheless, voltages, powers, and
currents can be extracted from Actor 1 to visualize the variations in the system. The control
actions can be monitored using the sub-circuit actors.

2. Actor 1 is the simulation coordinator; the othets are slaves of the coordinator.

3. The number of actors depends on the number of sub-circuits configured by the user. If the
number of sub-circuits set by the user surpasses the number of CPUs — 2 in the local PC, the
Initialization algorithm will force the number of sub-circuits to the number of CPUs — 2.

4. The CPUs are assigned automatically. If the user wants a better performance (e.g. 1 thread
per core) it is necessary to do the redistribution manually.

5. The algorithm is only implemented for the standalone OpenDSS.EXE version; once there is
a stable version it will be implemented in the other interfaces.

6. DO NOT use the wait command when using A-Diakoptics, the simulation coordinator will
use it internally with some variations. Instead, use the gez ActorProgress command to check the
simulation progress.

5.3. CYME

The R&D executed throughout the QSTS Project by CYME and the project partners resulted in
numerous key findings and improvements allowing greatly accelerated QSTS simulations. Some of
these improvements were later implemented in existing (CYME 8.1) or future commercial versions
of the CYME power system analysis software.

Newton-Raphson Unbalanced power flow engine

The efficiency of CYME’s Newton-Raphson Unbalanced (NRU) power flow engine has been
improved by around 55 to 60% for networks without voltage regulators and transformers with load
tap changers (LTCs), and up to more than 80% for networks with multiple voltage regulators and
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transformers with L'TCs. Improvements ranged from augmented flat start initialization techniques to
improved code optimization, calculations, and models.

Voltage Drop Unbalanced power flow engine

While most of the early focus of this project was on improving the NRU power flow algorithm, the
implemented accelerated QSTS solution also works with CYME’s Voltage Drop Unbalanced (VDU)
power flow algorithm. An improvement was made for the convergence of systems with smart
inverters with advanced control functions (damping).

Load Flow with Profiles module

It was initially assumed that the accelerated QSTS solution in CYME would be based on CYME’s
existing Load Flow with Profiles (LFwP) module. This ended up not being the case, but multiple
improvements had already been made to LFwP in the first year of the project. These improvements
will still benefit users running the LFwP module, for instance for batch power flows. Improvements

ranged from improved initialization, enhanced data flow, and allowing single iteration solutions
using NRU.

Long-Term Dynamics

It was decided during the course of the project that the accelerated QSTS simulation in CYME
would use the existing Long-Term Dynamics (LTD) module. Several modifications were made in
the final 2 years of the project to allow for use of the LTD module. Improvements ranged from new
timer functions, new initialization solutions, enhanced data exchange, and implementation of
variable time step approximation methods.

5.3.1. Faster Power Flow Solver

Computing a power flow solution in a commercial-grade environment does not only consist of the
solution of the power flow equations. Database access, data exchange between the solver and the
main application, initialization, and reporting of results all add up to a significant part of the
computational time. Significant savings in CYME (sometimes more than 60%) are reported in [122]
for the solution of individual power flows by optimizing various aspects of the algorithm. When
applying these improvements to QSTS simulation, 10-fold reductions of the total simulation time
have been observed. Although significant improvements have been made around the power flow
solver and its implementation, there is still a need for additional speed improvements outside of how

individual power flows are solved. The number of time-steps is still a challenge in speeding up the
QSTS simulation.

The objective of this task is to reduce the CPU time necessary to execute a single power flow using
CYME’s Newton-Raphson Unbalanced (NRU) engine. To clearly demonstrate the results of this
research, a new and incremental version of CYME (e.g. CYME-QSTS.v01) is created for each
improvement, i.e., each new version includes all the previous improvements. Figure 82 shows fifteen
versions that were created. And shows the CPU time to solve a single power flow of the base-case
CKT5 network (2998 nodes) for each version. This total CPU time is further split into segments of
the code represented by the colored lines. The major changes affecting the CPU time are displayed
in Figure 82

The total CPU time to solve 1440 time-series power flows of a modified IEEE 34 Node Test Feeder
using LEP is presented in Figure 83; segment splits are also included. The major changes affecting
the CPU time are also displayed in Figure 83. The modified IEEE 34 Node Test Feeder includes
five PVs with high-resolution data (1 s) and a specific lower-resolution profile (5 min.) per load.
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Figure 82. Simulation time for a single power flow of CKT5.
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Figure 83. Simulation time for 1440 power flows of a modified IEEE 34 Node Test Feeder using

LFP.

The CPU times of the 4 networks for a single NRU power flow are presented in stack bar form for

the first and last CYME-QSTS versions in Figure 84. For each network, the CPU times are
normalized with respect to the initial CPU time (with CYME-QSTS.v01). For a given version, the
proportion of the timings of the different segments are fairly consistent between networks.

All the reported CPU times include the “Create segment” part of the code. It is necessary to execute
this part of the code to solve a load flow; however, “Create segment” is also necessary to execute any
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type of analysis in CYME. It could therefore be seen as computational overhead intrinsic to
commercial-grade software such as CYME. If we remove the “Create segment” section from our CPU
times, we achieve the following reductions:

o CKT5: 70%.

o IEEE 123 Node Test Feeder: 70%.
o IEEE 8500 Node Test: 69%.

o Large customer network: 64%.

The improvements in LFP are even more important. For the IEEE 34 Node Test Feeder (1440 time
steps), the CPU time decreased from 21.32 to 1.43 s, which is equal to a reduction of 93%.

The improved LFP analysis was also tested on other networks. The following reductions were
achieved (again with 1440 time steps):

o Modified IEEE 123 Node Test Feeder: 93%.
o Modified CKT5: 79%.

The CPU times of the 3 networks for the 1440 series power flows are presented in stack bar form
for the first and last CYME-QSTS versions in Figure 85. For each network, the CPU times are
normalized with respect to the initial CPU time (with CYME-QSTS.v01). It is interesting to note
that the “Get results” segment takes a good proportion of the CPU time with CYME-QSTS.v15.
Significant savings could be obtained by only querying and sending back the information of interest
to the user (e.g., number of tap changes).

Split CPU Time of a Single Power Flow for Different Networks
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Figure 84. Normalized CPU time of a single power flow for different networks with CYME versions
1-15.
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Split CPU Time of 1440 Series Power Flows for Different Networks

T T T T T T T T T

I Create Segments
IEEE 34 IEEE 123 CKT5 I Adjust Devices
T [ Data Exchange
[ initialization
[ISolve System
[ IGetResults =

o
©
T

Normalized CPU Time
S
T
1

N
~
T
|

vO1 v15 vO1 v15 v01 v15
CYME-QSTS Version

Figure 85. Normalized CPU time for 1440 series power flows for different networks with CYME
versions 1-15.

5.3.2. Circuit Reduction

Quasi-static time-series (QSTS) simulations are used to understand the long-term behaviors of
distribution systems, which involve a series of load-flow solution of the distribution feeder. This
analysis is also useful for distributed energy resource (DER) planning. In general, a QSTS simulation
has a small time-step (typically in seconds) and a long duration (typically in hours up to years) to
simulate. When the distribution feeder contains thousands of buses/nodes, it can take a lot of
computation efforts to carry out the simulation.

The objective of this part of the project is to implement a circuit reduction technique that is
applicable to QSTS simulations. The reduction procedure will handle circuit configurations such as
multiphase connections (i.e., 3 phases to single-phase), unbalanced loads, mutual coupling between

lines, line charging, etc. The reduction procedure needs only to be performed once before running
QSTS simulations.

One possible solution is to reduce the number of buses in the distribution feeder to reduce the
simulation times, while differences in bus voltages, currents, and powers are minimized between the
original and the reduced circuits. In CYME, a network reduction tool already exists. The tool derives
a reduced circuit by linearizing the circuit around one operating point based on load flow solutions.
However, the approach is less applicable to QSTS studies, as the operating points (time-series data
of load profiles) could vary significantly in QSTS simulations and the reduced circuit needs to
dynamically adapt to any change in operating points (different load profiles). Finally, the error
differences between the original and the reduced circuits should be minimal.

The circuit reduction approach is based on the algorithm developed by Pecenak et. al [123], with
some modifications in order to include line charging and to improve reduction accuracy. A CYME
design including an adapted version of [123] for commercial implementation was produced in April
2018.

As of September 2018, the circuit reduction technique was not directly implemented in the CYME
code. However, it has been implemented as a Python script/prototype, which can open and modify
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CYME networks, yielding reduced networks in the desired format. The prototype can also
automatically preserve the circuit main line if desired, which will create a larger network but allow
monitoring abnormal conditions on a larger number of sections and devices. The main line can be
defined and customized using CYME’s existing “Main Line Detection” feature, which is shown in
Figure 86.

The reduction algorithm starts by topology detection of the original circuit and specifies a set of
critical buses (CB), which are the buses that should not be reduced from the original circuit and
form the main tree in the reduced circuit. Then all buses or laterals that are off the main tree and do
not include any CB are removed, and the connected loads are aggregated to the closest bus on the
main tree. The final step is to reduce all buses that are between CB on the main tree and allocate the
corresponding loads onto the adjacent CB according to line impedances.

To quickly highlight the benefits of the proposed method, a test circuit from the Western United
States with medium PV penetration is considered. The number of nodes and different device types
of the original (unreduced) circuit are presented in Table 14. The table also contains the same
information for two reduced versions of the given circuit: with and without the main line. It is seen
that the number of nodes is considerably reduced, by factors of 7 and 18 with and without the main
line, respectively. It is also observed that the number of PVs is identical. This is a design choice,
wherein we decided not to aggregate generators (and motors). It would however be possible, under
certain circumstances, to aggregate generators similarly to what is done for loads. Finally, an
overview of the one-line diagrams of the three versions of the network is presented in Figure 87.

Table 14. Properties of an original test circuit and its reduced equivalents (with and without the

main line).
Network
Original Reduced (With Main Reduced (Without
Line) Main Line)
Nodes * 1937 277 108
Lines/Cables 1932 273 104
Photovoltaics 50 50 50
Protective Devices 529 6
Regulators 3 3
Spot Loads 862 170 65
Transformers 1 1 1

* Here, and throughout this document, we use CYME’s definition to count nodes. In CYME, a series section always contains
2 nodes; however, a section may contain up to 3 devices (e.g., a line, a switch, and a regulator). This results in a higher number
of effective nodes than what is counted by CYME.
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Figure 86. Main Line Detection

Figure 87. One-line diagram of the original circuit(left), the reduced circuit with the main line
preserved (middle), and the reduced circuit without preserving the main line (right).

5.3.2.1. Limitations of the Circuit Reduction Method

The limitations of the circuit reduction methodology are the following:

1. The circuit can only contain one source node.

2. Only one section exists between any pair of nodes/buses (cannot reduce loops).
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3. Buses hosting special devices (voltage regulator, transformer, shunt capacitance, etc.) cannot
be reduced.

4. Only constant PQ (fixed) generations or motor loads can be aggregated. Generators and
motors with varying powers should be considered as special devices and not reduced.

5. Reduction is performed sequentially (only one bus can be reduced at a time), resulting in
prolonged reduction time if the original circuit contains a large number of buses; however,
such reduction time is a one-time cost.

Detailed test cases highlighting the impact of circuit reduction on QSTS simulation efficiency
and accuracy are presented in the validation part of the report.

5.3.3. Variable Time-Step Methods

In the final year of the project, two variable time-step (VIS) methods were implemented in the
development version of CYME: the pre-determined variable time-step (PDVTS) and backtracking
variable time-step (BTVTS) techniques. These methods were originally developed by other team
members and presented in [75] and [124] . Minor modifications to these methods for commercial
implementation were done by the CYME team.

As of September 2018, the two VTS methods were not yet directly available through CYME’s Long-
Term Dynamic (LTD) analysis dialog box, instead, these methods can be activated and
parameterized through CYME’s configuration file using the flags and variables. All other features of
LTD (e.g., reports, curves, disabling delays, ...) still work with the VTS methods. Results using the
VTS methods are presented in the validation part of this report.

5.3.4. Temporal Parallelization Using CYMEServer

A CYMEServer environment was set up with a total of 20 individual licenses or “agents” for use as
a prototype testbed for completing temporal parallelization using CYME. The approach taken was
very similar to the temporal parallelization efforts completed earlier in the project using OpenDSS.
First, the input files for each of the temporal divisions (or slices) needed to be separated from the
large, yearlong, input data files for PV irradiance profiles and load profiles. Secondly, the many
individual agents needed to be initialized and then allowed to complete the requested analysis.
Finally, the data from the many agents are accumulated to determine the overall results of the
yearlong analysis.

CYME uses Microsoft Access databases for input data to its power flow engine and thus an
automatic workflow was developed to populate individual Access databases with a subset of the data
needed for each temporal slice (up to 20 — limited by the number of concurrent licenses).

As described in earlier sections the error introduced by temporal parallelization occurs due to the
discontinuity of memory-containing states of the solution. These states are namely the state of
automatic voltage regulation equipment contained within the distribution feeder model (i.e. voltage
regulators, LTCs, and automatic switching capacitors). To reduce the error introduced by temporal
parallelization and allow higher levels of temporal parallelization, as the error introduced is directly
related to the number of time divisions implemented, a Monte-Carlo method was developed to try
and determine what the most likely states for the memory-containing states at the beginning of every
temporal division. The implemented method, which is fully described in [92] used a relatively small
number of snapshot power flow solutions to populate a distribution of potential memory states (i.e.
automatic voltage regulation equipment states like tap position and on/off for capacitors). This
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distribution was then used to choose the most likely initial state for that particular piece of modeled
distribution equipment. Figure 88 shows example distributions for a single memory state, an LTC
position in this case, for a temporal parallelization using 5 divisions or slices. For reference, the
mean, median, mode, combined mode, and actual correct value (derived from a non-temporally
parallelized yearlong simulation) are shown in the figure as well. As can be seen, the selection of this
initial condition is often best selected using the most likely state as determined via the Monte-Carlo
method developed. The method doesn’t always identify the correct initial state, as shown in the data
presented for parallel run number 4, but is more reliable than using other statistically derived values
as the initial condition (i.e. using the mean for instance). For the CYMEServer temporal
parallelization framework, the above described Monte-Carlo method of selecting the most likely
initial condition was implemented and the whole system tested for multiple temporal test cases that
were previously developed.
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Figure 88. Example Monte-Carlo method derived most likely state of a single load tap changer
(LTC) for a temporal parallelization into 5 temporal periods.

The primary goal of the CYMEServer temporal parallelization was to investigate the possibility of
using the existing CYMEServer product as the parallelization engine. The work completed within
this project showed that it could be used for temporal parallelization (or any other form of
parallelization as well) and the setup of the framework was highly valuable to CYME itself as it was
representative of how customers might approach fast QSTS implementation. Considerable amounts
of time and effort were spent just getting the CYMEServer environment set up but once the license
availability and application connection issues were identified and addressed with the expert help of
the CYME team, the CYMEServer temporal parallelization framework operated reliably.

5.3.5. Long-Term High-Resolution Studies

e In the most recent commercial version of CYME, QSTS studies (using the LTD module) can
only be run for a maximum of a single-day period, with input profiles entered manually or read
from text files. The former obviously prevents running long-term QSTS simulations, whereas
the latter may significantly increase the computational effort for large files due to the cost of
parsing them.

e In the internal development version of CYME, it is now possible to read load and irradiance
profiles from binary files, which removes the computational overhead associated with parsing
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text files. This uses a plugin (a DLL) called through CYME’s new Dynamic Data Pull module.
Moreover, when reading profiles from binary files, the 24-hour period limit is automatically
bypassed, allowing yearlong — or even longer — QSTS simulations.
These modifications fit within an overhaul of CYME’s time-series simulations currently in
progress. As of September 2018, the plugin is hardcoded in CYME and can be activated through
a flag in CYME’s configuration file. The plugin can read any binary file stored in “single” format
and requires a data point configuration file. The mapping between the profiles and the spot
loads and PV systems is done through CYME’s Curves tab of the LTD analysis dialog box (see
Figure 89) and specific variables defined in the data point configuration file.
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Figure 89. “Curves” tab of CYME’s Long-Term Dynamic Analysis dialog box
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5.3.6. Validation- Simulation

Several combinations of the acceleration methods were then tested on two North American circuits
with PV systems for a period of one month. In the first network, the western network, the 31 days
were simulated in as short as 30 seconds, with a tap change error of around 5%. This translates to a
yearlong simulation in approximately 6 minutes, compared to more than 100 hours for the base case,
yielding an acceleration factor of over 1000. An acceleration factor of 50 is achieved in the second
network (the North Eastern Network) while maintaining a tap change error below 10%. The
improvements are smaller with this network due to the large presence of distribution transformers in
the model — which cannot be reduced — as well the higher number of tap changes.

Table 15. CYME Acronym table

BTVTS+PDVTS Combination of the BTVTS and PDVTS methods. The specific parameters vary
for each test case.

BTVTS BTVTS method only. The specific parameters vary for each test case.
CR+ML Circuit reduction preserving the main line.
CR Circuit reduction without any specific preservation of the main line.

5.3.6.1. Western Network

;I'gp change error (%) for a 31-day QSTS simulation using VTS and circuit reduction techniques
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Figure 90. Tap change error for the Western network for various acceleration techniques.

Table 16. CPU time for the Western network for various acceleration techniques.

CR+ML & CR &
Base BTVTS+ CR+ML &
BTVTS+ BTVTS+
Case PDVTS BTVTS
PDVTS (VAR
CPU Time 512.6 12.6 4.26 2.75 0.930 1.57 0.500
7 (min)
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CPU time for a 31-day QSTS simulation using VTS and circuit reduction techniques
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Figure 91. CPU time for the Western network for various acceleration techniques (logarithmic
scale).

5.3.6.2. North Eastern Network
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Figure 92. Tap change error for the North Eastern network for various acceleration techniques.

Table 17. CPU time for the North Eastern network for various acceleration techniques.

CR &
Base Case BTVTS+PDVTS BTVTS CR & BTVTS
BTVTS+PDVTS
CPU Time 417 50.3 11.5 38.4 8.71
(min)
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Figure 93. CPU time for the Northeastern network for various acceleration techniques (logarithmic

scale).

128



5.3.7. Yearlong QSTS

In this section, we validate accelerated yearlong QSTS simulations in CYME. To have a more
manageable base case, we consider a modified version of the IEEE 34 Node Test Feeder [125] with
a 300 kW PV system added on node 840. Its one-line diagram in CYME is reproduced in Figure 94.
The acronyms and metrics defined at the beginning of Section 5 are also used for this validation
case.

We consider two profiles: one for loads with a 1-minute time interval, and another one for solar
irradiance with a 1-second interval. We also only do a “full” circuit reduction, i.e., we do not reduce
the network while explicitly preserving the main line. This is because the main line comprises the
majority of the original network. The one-line diagram of the reduced version of the feeder is shown
in Figure 95.

To better highlight the compromise between accuracy and efficiency, we run the BTVTS method
with two different values of Azn.: 300 sec and 120 sec. These are referred to as BTVTS(1) and
BTVTS(2), respectively. The BTVIS+PDVTS method is run with APm. = 1kW.
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Figure 94. One-line diagram of the modified IEEE 34 Node Test Feeder in CYME
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Figure 95. One line-diagram of the reduced modified IEEE 34 Node Test Feeder in CYME

The number of regulator tap changes for the modified IEEE 34 Node Test Feeder with different
combinations of acceleration techniques is presented in Table 18 and Table 19. The error count is
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larger than the simulations in the previous section described above, but this is due to running the
simulation for a longer period. To get a better comparison, the overall tap change error computed
using the modified mean absolute error is plotted in Figure 96. The error varies significantly as a
function of the acceleration techniques but remains below 10% for all but CR & BTVTS(1). In that
specific case, the error is only slightly above 10%.

Table 18. Tap position accuracy for the IEEE 34 Node Test Feeder for various acceleration
techniques (1 of 2).

Base
BTVTS+PDVTS BTVTS(1) BTVTS(2)

Case

Device Nb. Tap Nb. Tap Error Nb. Tap Error Nb. Tap Error
Changes Changes Changes Changes

Reg. 1-A 5316 5024 292 5044 272 5256 60
Reg. 1-B 2832 2690 142 2736 96 2796 36
Reg. 1-C 3073 2961 112 2937 136 3041 32
Reg. 2-A 7426 6993 433 6556 870 7264 162
Reg. 2-B 5933 5661 272 5321 612 5795 138
Reg. 2-C 6399 6095 304 5697 702 6191 208

Table 19. Tap position accuracy for the IEEE 34 Node Test Feeder for various acceleration
techniques (2 of 2).

CR & BTVTS+PDVTS CR & BTVTS(1) CR & BTVTS(2)
Device Nb. Tap Nb. Tap Error Nb. Tap Error Nb. Tap Error
Changes Changes Changes Changes
Reg. 1-A 5316 5350 34 5300 16 5544 228
Reg. 1-B 2832 3012 180 3066 234 3142 310
Reg. 1-C 3073 3028 45 3032 41 3146 73
Reg. 2-A 7426 9252 1826 8816 1390 9746 2320
Reg. 2-B 5933 5548 385 5280 653 5636 297
Reg. 2-C 6399 6292 107 5863 536 6421 22
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Tap %::2hange error (%) for a yearlong QSTS simulation using VTS and circuit reduction techniques
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Figure 96. Tap position error for the IEEE 34 Node Test Feeder for various acceleration
techniques.

Table 20. CPU time for the IEEE 34 Node Test Feeder for various acceleration techniques.

CR &

Base BTVTS+ CR & CR &
BTVTS(1)  BTVTS(2) BTVTS+
Case PDVTS BTVTS(1)  BTVTS(2)
PDVTS
CPU Time 145.5 14.9 9.47 6.23 12.4 7.08 491
(min)

%:PU time for a yearlong QSTS simulation using VTS and circuit reduction techniques

10°F
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EBTVTS(1)
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Figure 97. CPU time for the IEEE 34 Node Test Feeder for various acceleration techniques
(logarithmic scale).
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CPU time acceleration factor for a yearlong QSTS simulation using VTS and circuit reduction technique
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Figure 98. CPU time acceleration factor for the IEEE 34 Node Test Feeder for various acceleration
techniques.

In conclusion, the CYME acceleration methods were compared on a validation test case network, a
modified version of the IEEE 34 Node Test Feeder. In this case, the simulation was run for an
entire year. By combining circuit reduction and BTVTS with a fairly large maximum step size (5
minutes), we were able to run a yearlong QSTS simulation in 4.91 minutes with a tap change error
of 9.26%, thereby achieving the objectives set at the beginning of the project.
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6. CONCLUSIONS

Understanding the impact of distributed solar photovoltaic (PV) resources on various elements of
the distribution feeder is imperative for their cost-effective integration. High-resolution quasi-static
time series (QSTS) simulations are an effective tool to identify and mitigate these impacts. However,
the significant computational burden associated with running such simulations and the lack of
measured PV power inputs for such simulations are major challenges to their widespread adoption.
The work presented in this project report develops rapid QSTS algorithms that drastically reduce the
computational time of quasi-static time-series simulation and presents methods for simulating PV
power inputs from readily-available data. The rapid QSTS algorithms are thus capable of accurately
modeling solar PV systems as well as the operation of voltage-regulating equipment (e.g. number of
tap actions).

The rapid QSTS algorithms are evaluated for scalability, accuracy, and robustness on both standard
IEEE test circuits and real utility-scale distribution feeders, with low voltage secondary side
modeled. Table 21 shows how the new rapid QSTS algorithms can accurately capture all potential
PV impacts on a distribution system while reducing the computational time significantly. Several
algorithms have also been implemented in MATLAB as open-source functions, in updated versions
of OpenDSS, and CYME software.

Table 21. Comparison of the new rapid QSTS algorithms to other analysis methods.

Regulators Time
Extreme Thermal & Capacitor

. Computation
outside Losses P

Switching ANSI Time?

Tap

Voltages  Loading G

Snapshot Good Good - - - - <1 sec

Hourly Timeseries Great Great - - Good Great 5 sec

1 day QSTS Poor Poor Decent Decent Poor Poor 5 minutes

1 year QSTS Great Great Great Great Great Great 36 hours

New Rapid QSTS
Algorithms

Great Great Great Great Great Great 30 sec

An example of how to get these several orders of magnitude in speed improvements is shown in
Figure 99. The original simulation time is demonstrated with the length of many red wait bars at the
top of the figure. This computational time is 127760 seconds, or 35.5 hours! In order to decrease the
computational time, circuit reduction is performed on the circuit, which takes roughly 19 seconds to
process and create the new reduced-order circuit. The QSTS simulation is run with the variable
time-step algorithm that must process through the time-series to establish the time points of interest,
which takes roughly 11 seconds of processing. Finally, the QSTS simulation is run with variable
time-step on the reduced circuit, which takes 49 seconds. The total time is 1.3 minutes instead of
35.5 hours. This speed improvement demonstrates the QSTS simulation running roughly 1600 times
faster. The magnitude of this speed improvement is shown in Figure 100 where that is the
equivalent of compressing the entire Eiffel Tower into the size of a volleyball. It is also roughly the
number of drops of water in 21 gallons. While the exact numbers of speed improvement varying
slightly from circuit to circuit, the rapid QSTS algorithms can significantly decrease the amount of
computational effort and time while maintaining a high level of accuracy.
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Baseline QSTS Computational Time

Baseline QSTS

Example Rapid QSTS Computational Time 127760 sec
Reduce Circuit QSTSwithVTSon 35 5 hours vs. 1.3 minutes!
~19 sec Reduced Circuit
Setup VTS ~49 sec 1600x faster!
~11 sec

Figure 99. Example of reducing a very long simulation to a couple of minutes using circuit
reduction and variable time-step (VTS).

35.5 hours vs. 1.3 minutes! 1600x faster!

Eiffel Tower
(1063 ft)

.~y Volleyball
~ (8.1 inches)

‘A1 Drop of
21Gallons = =~ =~ = ~ l:> “~> WatFe)r

of Water = = = = =

Figure 100. Examples of dramatic reduction in computational time achieved from rapid QSTS
algorithms reducing a 35.5-hour simulation to 1.3 minutes.

PV modeling methods were presented for (a) creating a simulated high-frequency irradiance time-
series based solely on low-frequency, readily available satellite-derived irradiance, and (b) producing
high-frequency PV inputs at all simulated PV locations on a distribution feeder based on high-
frequency simulated or measured irradiance time-series. These methods were generally found to
match the solar variability of ground measurements, specifically to lead to an accurate number of tap
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change operations when integrated into QSTS simulations, though additional refinement of the
algorithms is required to increase the accuracy.

In the coming years, QSTS simulations will become an integral part of the distribution system
analysis for solar PV impact studies. The significant computational time reduction and the presented
methods to simulated PV power profiles mean that electric utilities can more efficiently and
accurately utilize QSTS simulation to evaluate PV interconnection requests. In addition, the ability
to perform fast and accurate QSTS simulations has widespread applications to demand response
control, conservation voltage reduction, locational hosting capacity, and feeder reconfiguration
strategies.

6.1. Final Deliverables:

The Final Deliverables for the project were the following:

e New and innovative methods were developed to improve the accuracy and speed of QSTS and
implemented into commercial and open-source software.

e Temporal parallelization implemented in OpenDSS using open-source tools and on CYMServer
as detailed in a report.

e Develop an IEEE QSTS distribution test feeder.

e Implemented accelerated QSTS analysis into CYME Long-Term Dynamics commercial
distribution system analysis software package and OpenDSS and demonstrate solution times of
5 minutes or less for year-long simulations using at least three complex feeder types.

e DPublic release of user interfaces for the HRIA and load data models.

6.1.1.  Temporal parallelization implemented in OpenDSS using open-source
tools and on CYMServer

Temporal parallelization was implemented in OpenDSS for all versions since v8.0. The user manual
has been published online with the software “User Instructions for Parallel Processing”. On online
video tutorial “Introduction to OpenDSS Parallel Machine - Parallel Processing with OpenDSS” is
also available at http://resourcecenter.icee-
pes.org/pes/product/education/PESVIDWEBGPS0008.

Temporal parallelization in CYME was developed and demonstrated. Research tools for temporal
parallelization were developed in CYME Server for 20 instances/licenses, and improvements were
made to the parallelization structure.

The parallelization publications from the project include:

= D. Montenegro, R. C. Dugan, and M. J. Reno, “Open Source Tools for High Performance
Quasi-Static-Time-Series Simulation Using Parallel Processing,” IEEE Photovoltaic
Specialists Conference (PVSC), 2017.

* R. Hunsberger and B. Mather, “Temporal Decomposition of Distribution System Quasi-
Static Time-Series Simulation,” IEEE PES General Meeting, 2017.

* D. Montenegro and R. C. Dugan, "OpenDSS and OpenDSS-PM open source libraries for
NI LabVIEW," 2017 IEEE Workshop on Power Electronics and Power Quality Applications
(PEPQA), 2017.

= A Latif, B. Mather, “Monte Carlo Based Method for Parallelizing Quasi-Static Time-Series
Simulations,” IEEE Int. Conf. Prob. Methods Appl. Pwr. Sys., 2018.
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= J. A. Azzolini, M. J. Reno, D. Montenegro, “Implementation of Temporal Parallelization for
Rapid Quasi-Static Time-Series (QSTS) Simulations,” IEEE Photovoltaic Specialists
Conference (PVSC), 2019.

= A Latif, B. Mather, “Monte Carlo Based QSTS Parallelization Tool for the CYME Server
Application,” [Submitted], 2019.

6.1.2. Develop an IEEE QSTS distribution test feeder.

Five test circuits were developed for the project to test the QSTS algorithms. Each circuit contains
a yearlong simulation at 1-second resolution with high penetrations of PV. The five QSTS test
circuits are shown in Figure 101.

IEEE 13-Bus IEEE 123-Bus EPRIJ1
650 ‘Subatation
VREG 25 | Sw7 ps |
| 630 — A Swa o A5 kW
646 645 633 7 634 | - 1L1EW 20 kw
632 3 ; L — 1 —j ]
Cap1 '_l WS r
611 684 671 692 675 T
i L .4 |F. 1 e
" I
:url:u:‘?ulum ‘ | ]—\I — ,_W |
PV Site
L ] PV, = 0475 MW
' < PV, = 1.235 MW
652 680 .
Feeder CO1 Feeder CO1_VV
G g 2750 kv ’ g
PVey # LTCIVREG PVel | A + LTCVREG
A A Switching Capacitor v L - F— A Switching Capacitor

2.71% imbalance

7 :ﬁg‘ 1,111 residential loads
i—-—"“ PVLEQ 317 commercial loads

4
2 Load and 4 PV profiles Pvl"z
[ Name Type Rating Quantity |
PV centralized, 3-phase 2500 kW 1
PV | centralized, 3-phase 500 kW 1
PV distributed, 1-phase | 5 kW each 78
PVyo | distributed, 1-phase | 5 kW each 64

Figure 101. Five QSTS Test Circuits

6.1.3. Implement accelerated QSTS analysis into CYME Long-Term Dynamics
commercial distribution system analysis software package and
OpenDSS and demonstrate solution times of 5 minutes or less.

The CYME Long-Term Dynamics (LTD) solver is now able to perform yearlong 1-second
resolution simulations. CYME demonstrated speed improvements in power flow solver (roughly 10x
faster), circuit reduction (CR), predetermined variable time-step (PDVIS), and backtrack variable
time-step (BTVTS).
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Figure 102. CYME QSTS simulations showing percent error and speed improvement.

In OpenDSS, combined with algorithms implemented in MATLAB, a yearlong high-resolution
simulation with <10% tap change error was solved in less than 5 minutes.

6.1.4. Public release of user interfaces for the HRIA and load data models.

The user interface shown in Figure 103 was developed for the load variability and load diversity
models in MATLAB for public release on the PVPMC website. Variability and diversity example
data (training) is also provided. The algorithms can generate sets of diversity-related load data (size
depends on the depth of input data). A user manual for the algorithm and GUI is available.

The most recent HRIA down-scaling methods code (in R) was developed and will be included in
PVPMC. This algorithm ingests the latest data format of NREL’s NSRDB and uses the improved
30-minute data segment interpolation. A wrapper for running the HRIA can also be developed for
MATLAB to make all tools “runnable” from the MATLAB framework

Distribution System Load Modeling Tool

Figure 103. GUI for load variability and diversity modeling.

6.2. Inventions, Patents, Publications, and Other Results

The journal papers published as part of the project were:
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Z. K. Pecenak, V. R. Disfani, M. J. Reno, and J. Kleissl, “Multiphase Distribution Feeder
Reduction,” IEEE Transactions on Power Systems, 2017. [90]

D. Montenegro, G. A. Ramos and S. Bacha, “A-Diakoptics for the Multicore Sequential-
Time Simulation of Microgrids Within Large Distribution Systems,” in IEEE Transactions on
Smart Grid, vol. 8, 2017. [89]

J. Deboever, S. Grijalva, M. J. Reno, and R. J. Broderick, “Fast Quasi-Static Time-Series
(QSTS) for Yearlong PV Impact Studies using Vector Quantization,” Solar Energy, 2018.
178

D. Montenegro, G. A. Ramos and S. Bacha, “An Iterative Method for Detecting and
Localizing Islands Within Sparse Matrixes Using DSSim-RT,” in IEEE Transactions on
Industry Applications, vol. 54, 2018. [90]

M. U. Qureshi, S. Grijalva, M. J. Reno, J. Deboever, X. Zhang, and R J. Broderick, “A Fast
Scalable Quasi-Static Time Series Analysis Method for PV Impact Studies using Linear
Sensitivity Model,” IEEE Transactions on Sustainable Energy, 2019. [84]

W. Zhang, W. Kleiber, A. R. Florita, B-M. Hodge, and B. Mather, "A Stochastic
Downscaling Approach for Generating High-Frequency Solar Irradiance Scenarios," Solar
Energy vol. 176, pp. 370-379, 2018. [110]

Z. K. Pecenak, V. R. Disfani, M. J. Reno, and J. Kleissl, “Inversion Reduction Method for
Real and Complex Distribution Feeder Models,” IEEE Transactions on Power Systems,
2019.197]

X. Zhu and B. Mather, "Data-Driven Distribution System Load Modeling for Quasi-Static
Time-Seties Simulation," IEEE Trans. on Smart Grids, 2020. [100]

Z. K. Pecenak, H. V. Haghi, C. Li, M. J. Reno, V. R. Disfani, J. Kleiss "Aggregation of
Voltage-Controlled Devices During Distribution Network Reduction", IEEE Transactions
on Smart Grid, 2020. [126]

The conference papers and technical reports published as part of the project were:

M. Lave and A. Weekley, “Comparison of High-Frequency Solar Irradiance: Ground
Measured vs. Satellite-Derived”, IEEE Photovoltaic Specialists Conference (PVSC), 2016.
[127]

M. Lave, J. E. Quiroz, M. J. Reno, and R. J. Broderick, “High Temporal Resolution Load
Variability Compared to PV Variability”, IEEE Photovoltaic Specialists Conference (PVSC),
2016. [65]

M. J. Reno and R. J. Broderick, “Predetermined Time-Step Solver for Rapid Quasi-Static
Time Series (QSTS) of Distribution Systems”, IEEE Innovative Smart Grid Technologies
(ISGT), 2017. [98§]

J. Deboever, X. Zhang, M. J. Reno, R. J. Broderick, S. Grijalva, and F. Therrien “Challenges
in reducing the computational time of QSTS simulations for distribution system analysis,”
Sandia National Laboratories, SAND2017-5743, 2017. [71]

D. Montenegro, J. Gonzalez and R. Dugan, “Multi-rate control mode for maintaining fidelity
in Quasi-Static-Time-Simulations,” 2077 IEEE Workshop on Power Electronics and Power Quality
Applications (PEPQA), 2017. [117]

D. Montenegro and R. C. Dugan, “OpenDSS and OpenDSS-PM open source libraries for
NI LabVIEW,” 2017 IEEE Workshop on Power Electronics and Power Quality Applications
(PEPQA), 2017. [128]
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X. Zhang, S. Grijalva, M. J. Reno, J. Deboever, and R. J. Broderick, “A Fast Quasi-Static
Time Series (QSTS) Simulation Method for PV Impact Studies Using Voltage Sensitivities of
Controllable Elements,” IEEE Photovoltaic Specialists Conference (PVSC), 2017. [82]

F. Therrien, M. Belletéte, J. Lacroix, and M. J. Reno, “Algorithmic Aspects of a Commercial-
Grade Distribution System Load Flow Engine”, IEEE Photovoltaic Specialists Conference
(PVSC), 2017. [122]

J. Galtieri, M. J. Reno, “Intelligent Sampling of Periods for Reduced Computational Time of
Time Series Analysis of PV Impacts on the Distribution System,” IEEE Photovoltaic
Specialists Conference (PVSC), 2017. [67]

M. Lave, M. J. Reno, R. J. Broderick, “Creation and Value of Synthetic High-Frequency
Solar Simulations for Distribution System QSTS Simulations”, IEEE Photovoltaic
Specialists Conference (PVSC), 2017. [112]

M. J. Reno, R. J. Broderick, and L. Blakely, “Machine Learning for Rapid QSTS Simulations
using Neural Networks,” IEEE Photovoltaic Specialists Conference (PVSC), 2017. [68]

J. Deboever, S. Grijalva, M. J. Reno, X. Zhang, and R. J. Broderick, “Scalability of the Vector
Quantization Approach for Fast QSTS Simulation for PV Impact Studies,” IEEE
Photovoltaic Specialists Conference (PVSC), 2017. [79]

D. Montenegro, R. C. Dugan, and M. J. Reno, “Open Source Tools for High Performance
Quasi-Static-Time-Series Simulation Using Parallel Processing,” IEEE Photovoltaic
Specialists Conference (PVSC), 2017. [93]

B. Mather, “Fast Determination of Distribution-Connected PV Impacts Using a Variable
Time-Step Quasi-Static Time-Series Approach,” IEEE Photovoltaic Specialists Conference
(PVSC), 2017. [70]

M. J. Reno, J. Deboever, and B. Mather, “Motivation and Requirements for Quasi-Static
Time Series (QSTS) for Distribution System Analysis”, IEEE PES General Meeting, 2017.
53]

R. Hunsberger and B. Mather, “Temporal Decomposition of Distribution System Quasi-
Static Time-Series Simulation,” IEEE PES General Meeting, 2017. [91]

M. Chamana, B. Mather, “Variability Extraction and Synthesis via Multi-Resolution Analysis
Using Distribution Transformer High-Speed Power Data,” IEEE Intelligent System
Applications to Power Systems, 2017. [101]

L. Blakely, M. J. Reno, R. J. Broderick, “Decision Tree Ensemble Machine Learning for
Rapid QSTS Simulations,” IEEE Innovative Smart Grid Technologies (ISGT), 2018. [69]
W. Li, B. Mather, J. Deboever, M. J. Reno, “Fast QSTS for Distributed PV Impact Studies
using Vector Quantization and Variable Time-Steps,” IEEE Innovative Smart Grid
Technologies (ISGT), 2018. [81]

A. Latif, B. Mather, “Monte Carlo Based Method for Parallelizing Quasi-Static Time-Series
Simulations,” IEEE Int. Conf. Prob. Methods Appl. Pwr. Sys., 2018. [92]

X. Zhu, B. Mather, “DWT-Based Aggregated LLoad Modeling and Evaluation for Quasi-
Static Time-Series Simulation on Distribution Feeders,” IEEE PES General Meeting, 2018.
[99]

M. U. Qureshi, S. Grijalva, and M. J. Reno, “A Fast Quasi-Static Time Series Simulation
Method for PV Smart Inverters with Var Control using Linear Sensitivity Model,” IEEE
Photovoltaic Specialists Conference (PVSC), 2018. [84]

M. Lave, M. J. Reno, and R. J. Broderick “Implementation of Synthetic Cloud Fields for PV
Modeling in Distribution Grid Simulations,” IEEE Photovoltaic Specialists Conference
(PVSC), 2018. [129]

139



J. Deboever, S. Grijalva, M. J. Reno, and R. J. Broderick, “Algorithms to Effectively
Quantize Scenarios for PV Impact Analysis using QSTS Simulation,” IEEE Photovoltaic
Specialists Conference (PVSC), 2018. [80]

e M. J. Reno, J. A. Azzolini, and B. Mather, “Variable Time-Step Implementation for Rapid
Quasi-Static Time-Series (QSTS) Simulations of Distributed PV,” IEEE Photovoltaic
Specialists Conference (PVSC), 2018. [77]

e W. Zhang, W. Kleiber, A. R. Florita, B.-M. Hodge, and B. Mather, "Modeling and
Simulation of High-Frequency Solar Irradiance," IEEE Journal of Photovoltaics, vol. v. 9,
pp. 124-131, 2018. [109]

e J. A. Azzolini, M. J. Reno, and D. Montenegro, "Implementation of Temporal Parallelization
for Rapid Quasi-Static Time-Series (QSTS) Simulations," IEEE Photovoltaic Specialists
Conference (PVSC), 2019. [94]

e J. A. Azzolini, M. J. Reno, and M. Lave, "Visualization Methods for Quasi-Static Time-Series
(QSTS) Simulations with High PV Penetration," IEEE Photovoltaic Specialists Conference
(PVSC), 2019. [110]

e M. U. Qureshi, S. Grijalva, and M. J. Reno, “A Rapid Quasi-Static Time Series Method for

Evaluating Current-Related Distributed PV Impacts including Feeder Loading and Line

Losses,” IEEE PES General Meeting, 2019. [85]

6.3. Path Forward

Although the rapid QSTS algorithms discussed provide attractive computational speed, there are
several research opportunities to further improve the performance of the algorithms. Namely,
combining different fast time-series algorithms can provide additional computational time reduction
as discussed in Section 3.5. This will especially become more important with larger circuits for
distribution systems over larger areas or combined transmission and distribution systems. All test
circuits analyzed were single feeders, so the computational effort will increase when simulating an
entire substation or larger areas. The computational requirements for QSTS are also expected to
continue increasing in the future with more detailed distribution system models, more complex
controls like demand response, and higher penetrations of distributed energy resources.

Extensive work was done on improving the speed of QSTS and demonstrating a practical and
robust distribution system simulation tool. By making quasi-static time-series simulations practical,
there are vast research opportunities for the application of this simulation tool. The applications
discussed focused on the impact analysis of new solar PV interconnections, but other distributed
energy resources could also be studied. For instance, wind turbines could be connected to medium-
voltage distribution feeders and their impact should be studied prior to their connection.
Furthermore, this fast time-series algorithm could also be used to determine appropriate settings in
different controllable devices on distribution feeders.

The results from the fast QSTS simulations could also be used to improve the hosting capacity (HC)
estimates. Existing methods used by electric utilities to estimate the HC involves fixing the states of
VR devices to their nominal positions (or in some cases extreme positions). Without any regulation,
the amount of solar PV that can be installed at a particular node in a distribution feeder is usually
limited by the overvoltage constraint. As a result, the existing HC estimates are extremely
conservative and unnecessarily limit the PV integration. On the other hand, rapid QSTS algorithms
accurately track the states of VR devices through time, and the impact of the number of tap changes
can also be included into the hosting capacity analysis. This can lead to more realistic HC estimates
that are specific to the feeder loading conditions.
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Lastly, the algorithm developed in this work can be used to determine the optimal smart inverter
settings. Previous research done in this domain uses a very coarse resolution brute-force QSTS,
mainly due to the computational time constraints [130]. However, the fast QSTS algorithm
overcomes this limitation and allows for high fidelity time series simulations to be used for such an
analysis.
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