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Abstract: The purpose of this research was to measure the equation of state for additively 

manufactured (AM) and forged 304L stainless steel using a novel experimental technique. 

An understanding of the dynamic behavior of AM metals is integral to their timely adoption 

into various applications. The Hugoniot of the AM 304L was compared to that of the forged 

304L at particle velocities where the material retains a two-wave structure. This 

comparison enabled us to determine the sensitivity of the equation of state to microstructure 

as varied due to processing. Our results showed that there was a measurable difference in 

the measured shock velocity between the AM and forged 304L. The shock wave velocities 

for the AM 304L were found to be ~3% slower than those for the forged 304L at similar 

particle velocities. To understand these differences, properties such as densities, sound 

speeds, and texture were measured and compared between the forged and AM materials. 

Our results showed that no measurable difference was found in these properties. 

Additionally, it is possible that differing elastic wave amplitudes may have an effect on 

shock velocity. DOE/NV/03624--1049. 
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1. INTRODUCTION 

Additive manufacturing (AM) is a new process for manufacturing metals in an efficient and 

robust manner which shows great promise for real-world applications. AM materials are 

becoming more prevalent in various fields because they offer some advantages over 

conventionally manufactured materials. For example, using AM parts can be printed to near net 
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shape in a relatively short time with minimal machining, which can accelerate the process of 

producing prototypes. It is also relatively easy to make changes to part designs on the fly using 

AM. However, there are new challenges associated with AM especially related to determining 

the suitability of the materials generated in this process to actual applications. While there has 

been a plethora of research to characterize the microstructure and mechanical properties of AM 

materials as a function of strain rate [1-3], there have only been a handful of studies investigating 

the dynamic properties such as spall strength and equation of state [4-8] of AM materials. These 

complex loading regimes that subject AM materials to extreme mechanical loads are of potential 

interest to various applications. The goal of this work is to systematically measure the shock 

velocity of additively manufactured 304L stainless steel (SS). 

In the past few years, tremendous efforts have been made to investigate the microstructure and 

properties of additively manufactured metals [9, 13]. Many groups have investigated the yield 

strength and failure mechanisms in AM steels using quasi-static mechanical tests and have 

coupled them with a thorough characterization of the microstructure [1-13]. Specifically, Carlton 

et al. [14] performed tensile tests to establish relationships between pre-existing porosity and 

fracture mechanisms in austenitic SS. This work showed that cracks during failure initiated at pre-

existing voids in AM materials with large porosity distributions. Similar work to establish 

relationship between pre-existing defects and properties were also performed by Yasa, Verlee, 

and Cherry [9-11]. Aref Yadollahi et al. [15] studied formation of tensile damage evolution in 

AM SS and noted that the coalescence of voids was the main mechanism of damage in AM parts, 

an effect that was more pronounced at higher levels of initial porosity. They also quantified the 

mechanical behavior and parameterized an internal state variable based plasticity damage model 

to demonstrate relationships between damage and the microstructure. Rottger et al. [16] 
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investigated the effect of processing parameters on the resulting microstructure and mechanical 

properties during the selective laser melting process (SLM) and compared it with samples that 

were subjected hot isostatic pressing to reduce porosity. More recently, Thoma et al. [17] have 

developed a high-throughput approach to investigate the relationships between build parameters, 

microstructure and properties for SLM. They have developed a dimensionless parameter to 

correlate process parameters to the expected density of components without need for extensive 

modeling or experimentation [18]. In addition to build parameters, the orientation of the build 

can also affect tensile properties of materials as shown by Simonelli et al. [19]. There are 

multiple examples of such studies using various AM techniques in many materials to explore 

structure-property relationships [20]. 

While many studies exist to understand the specific microstructure and the resulting properties at 

low strain rates, there are only a handful of studies on the dynamic behavior of AM materials [4-

7, 21]. Gray et al. [7] performed spall experiments on AM 316 L SS and found that while the 

spall strength of these materials was higher than their wrought counterpart, there was also a 

change in the damage morphology between the two materials. This work also investigated the 

effect of annealing on the dynamic response of AM materials and showed that post-processing of 

materials can drastically alter mechanical properties. Jones et al. [6] investigated the spall 

strength of AM Ti-6Al-4V and found the spall strength to be dependent on the sample 

orientation with respect to the build layer thickness. Specifically, the spall strength was much 

higher when samples were loaded parallel versus normal to the AM build layer interfaces. Fadida 

et al. [22] studied Ti-6Al-4V and examined the effects of initial porosity on dynamic strength, 

finding that denser samples displayed greater strength, while ductility remained comparable 

whether the samples were dense or porous. Jones et al. [5] also investigated the spall strength of 
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AM tantalum and found that while the AM materials had a higher Hugoniot elastic limit their 

spall strength was lower than wrought tantalum (Ta). This was attributed to the change in the 

microstructure of the AM Ta that led to the creation of a higher amount of void nucleation sites. 

As shown above, the majority of the published work has focused on investigating failure in AM 

materials. To our knowledge the only previously published study to investigate the equation of 

state of AM metal under dynamic loading is that of Wise et al. [8] which investigated the 

equation of state of AM 304L and found no measurable differences in the shock stress of AM vs. 

wrought 304L. However, Wise et al. did not report directly measured or calculated shock 

velocity in the stainless samples. This scarcity in experiments investigating the equation of state 

of AM materials is possibly related to the fact that prior research has shown that equation of state 

is fairly insensitive to changes in grain size [23], texture and orientation [21, 24]. 

The goal of this work is to fill this gap in knowledge by performing systematic experiments on 

AM 304L SS. The rest of the paper is organized as follows. Section 2 presents the experimental 

methods used in this work. The results are presented in Section 3 followed by a discussion of 

results in Section 4. Finally, a summary of the results is presented in Section 5. 

2. EXPERIMENTAL METHODS 

To perform dynamic measurements of AM 304L SS, this work used conventional shock 

compression techniques along with a top-hat method to accurately determine the shock velocity. 

This top-hat method uses z-cut quartz below its Hugoniot elastic limit as the “brim” so that a 

single wave travels through the quartz and breaks out at the free surface creating a sharp timing 

fiducial. Because the metal studied was manufactured with a directional printing technique, this 

design also allowed for dependence of the equation of state on the orientation of the samples 

w.r.t the build direction. To achieve this goal, samples were obtained from a manufactured plate 
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in multiple directions as will be discussed later. This section describes the manufacturing process 

in more detail and elaborates on the experimental techniques used to carefully measure shock 

and particle velocities. 

2.1 Material and AM processing 

Metallic samples can be manufactured by various AM techniques. For example, lasers can be 

utilized to melt wire samples and build up bulk samples by laying down weldments. This process 

is very similar to metal inert gas welding methods. Additionally, powder bed method to laser 

fuse metallic powders with a rastering technique can also be used to manufacture AM materials. 

This is the method that was used in this work to manufacture samples. For this method to work 

well, it is necessary to start with pure powder with insignificant surface oxide or any pre-existing 

defects [25]. Process parameters like laser power and hatch spacing must also be optimized to 

produce samples that are close to full density [17]. Any AM process produces artifacts in the 

sample that influences crystallographic and grain morphology. For example, there can be an 

orientation of grains along and normal to the direction of rastering when the powder is fused. In 

some cases, columnar grains can also be produced. In this way, AM grain structures differ from 

those observed in samples produced by conventional casting and/or forging methods, which tend 

to be equiaxed and have a random texture. Anisotropy is more pronounced in AM metals and can 

result in highly directional response for some properties. The effect of this anisotropy on shock 

properties is still under study. 

A single lot of pedigreed micro-melt 304L SS powder (termed ADET powder) manufactured by 

Carpenter Powder Products in Sweden was used for manufacturing the AM material. A detailed 

chemistry analysis of this powder is shown in Table 1. 
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Table 1. The measured chemical composition of the 304L SS powder. 

Element wt% Element wt% 

C 0.015 N 0.05 
Si 0.53 O 0.019 

Mn 1.5 Cr 18.4 
P 0.012 Ni 9.8 
S 0.003 Fe Balance 

The powder had a chromium-to-nickel equivalent ratio of 1.70, apparent density of 4.20 g/cm3, 

and tap density of 4.80 g/cm3. The plates fabricated on the GmbH Electro Optical Systems 

(EOS) M 280 were built on a 50.5 mm thick AISI 304L baseplate in the vertical and horizontal 

directions as shown in Figure 1. The processing parameters used were the EOS-developed PH1 

20 µm settings. This license from EOS was developed specifically for SS and uses rotational 

rectilinear hatching with 20 µm layer heights. However, due to the proprietary nature of the 

fabrication method, the only detail that was known during the fabrication was the layer height. 

 
Figure 1. (left) Optical photograph of EOS builds on 304L SS baseplate. (right) Schematic of 

plate 2 and locations from which samples were obtained for dynamic experiments. 

 
The plate from which samples for the current work were obtained was manufactured by the 

Sigma Division at Los Alamos National Laboratory (LANL), with raster directions set at 0, 90, 
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and 45 degrees. Plate 2 depicted in Figure 1 (left) was used to obtain samples for the current 

study. Figure 1 (right) depicts plate 2 and shows the locations from which samples were 

obtained. These included two large samples in the z-direction and many smaller samples at 

various orientations. The specific samples studied here are Z1a, X1, XY1(+45), and XY2(+45). 

The microstructure of the samples used in this study was characterized using Electron 

backscatter diffraction (EBSD) [26] and light optical microscopy. Sample preparation consisted 

of grinding on SiC paper with increasingly finer grit, followed by mechanical polishing with 

0.3µm alpha alumina slurry and then a mixture of 5:1 by volume of 0.04µm colloidal silica and 

hydrogen peroxide. Optical microscopy images were acquired at various magnifications using a 

Zeiss Axio Imager M2m optical microscope of the starting microstructures and those following 

incipient spallation testing. In preparation for EBSD analysis, the samples were electropolished 

and very slightly electroetched in a solution of 60% nitric acid and 40% water, at 6V and 3V, 

respectively. EBSD analysis was performed with a step size of 0.25 µm on a Phillips XL30 FEG 

SEM, using the TSL Data Collection and Analysis software. The microstructure of these AM 

samples along with a reference microstructure for wrought 304L is shown in Figure 2. 

 

Figure 2. EBSD micrographs for a) AM 304L XY3 +45, b) AM 304L XY4 +45, c) AM 304L 

Z6B, d) AM 304L Z7C, and e) forged 304L SS. 
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Figure 2 contrasts the microstructure produced on the EOS powder bed AM machine using the 

pedigreed 304L SS powder with the microstructure of the forged 304L SS. It also shows 

micrographs for the various sample orientations used in this work. The overall microstructure of 

the EOS build material is observed to be significantly finer macroscopically than that of the 

forged material. An equiaxed polycrystalline microstructure typical of many recrystallized 

metals and alloys is evident in the forged 304L SS. No ferrite phase was observed in the EOS 

build plate. Figure 3 shows the texture maps associated with the microstructures in Figure 3, 

expressed in multiple of random (MRD). 

 

Figure 3. Texture associated with a) AM 304L XY3 +45, b) AM 304L XY4 +45, c) AM 304L 

Z6B, d) AM 304L Z7C, and e) forged material. 

All the AM 304L samples have a weak <100> texture. However, the texture for the four AM 

samples had similar intensities of 2.4MRD, 2.8MRD, 2.7 MRD and 2.3 MRD, respectively. This 

is similar to the 2MRD texture observed in the forged sample. 

2.2 Hugoniot measurements 

Before performing dynamic experiments, it is important to measure certain initial material 

properties such as sound speed and density in the as-received materials. These measurements 
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help in the design of the dynamic experiments – choice of impactor, sample thickness etc. A 

pulse-echo technique was used to measure the longitudinal and shear sound speeds. Density was 

characterized using immersion techniques. Sound speeds are estimated to be accurate within 

0.5%, while immersion densities are estimated to be good to better than 0.5%. Sample 

thicknesses were measured after the samples were lapped flat and parallel to within 5 to 10 μm. 

These values are shown in Table 2. 

Table 2. Measured thicknesses, densities, and longitudinal and shear sound speeds of 

the samples. 

Experiment 

number Material 

Thickness 

(mm) 

Density 

(g/cm3) 

Sound speed 

(km/s) 

Longitudinal Shear 

172 Forged 2.010 ±0.010 7.86 ±0.03 5.78 ±0.08 3.15 ±0.06 
173 AM-XY1 1.997 ±0.010 7.87 ±0.03 5.77 ±0.08 3.10 ±0.06 
174 AM-Z1a 1.999 ±0.010 7.87 ±0.03 5.72 ±0.08 3.20 ±0.06 
176 AM-XY2 2.001 ±0.010 7.90 ±0.03 5.80 ±0.08 3.12 ±0.06 
177 AM-X1 1.996 ±0.010 7.83 ±0.03 5.80 ±0.08 3.16 ±0.06 

Shock velocities were measured using a top-hat design with a z-quartz baseplate and stainless 

sample, with z-, xy-, and x-directions of the AM 304L SS material as shown in Figure 1. For 

these experiments, the impactor was a z-quartz disc backed by syntactic foam bonded directly to 

the projectile nose. The target was a quartz baseplate with the same dimensions (35 mm diameter 

by 2 mm thick) as the impactor, and with the sample material (304L) with the same nominal 

thickness (2 mm) and a smaller diameter (10 mm), bonded to the quartz baseplate using a thin 

glue bond. Finally, a sapphire window (10 mm diameter by 12 mm thick) was glued to the back 

of the target to reduce elastic-plastic wave interactions due to reflectance from the free surface. A 

sketch of this experimental design is shown in Figure 4. These target dimensions were carefully 

chosen to be sure edge releases (lateral releases) did not affect the velocimetry measurements at 
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the sample/window interface during the desired measurement timescale. This is particularly 

important because of the use of a sapphire window, a material that is well known to have high 

wave speeds. 

The projectiles were launched at a nominal velocity of 400 m/s. Four 2-fiber photonic Doppler 

velocimetry (PDV) probes [27] were placed at opposite sides around the brim of the quartz 

baseplate. These four probes not only acted as accurate timing fiducials for the arrival of the 

shock wave at the back surface of the 304L sample, but also provided cross-timing information. 

Because quartz remains elastic in the stress regime of this study, only a single wave propagates 

into the stainless sample. It is important to note that this technique is limited to stress states 

below which quartz stays elastic; for z-cut quartz, this is ~8.5 GPa. Timing information from 

these four ‘brim’ probes is used to calculate the time of shock wave entrance into the center of 

the stainless sample. Two additional 2-fiber probes illuminated the center of the sample through 

the sapphire window to provide information regarding the timing of the elastic and plastic waves 

exiting the sample, one in the center, and one offset by 2.5 mm. The difference between the 

entrance and exit times of the shock wave provides the transit time for the shock to travel though 

the sample. This information, coupled with the thickness of the samples, provides measurements 

for the shock velocity with an accuracy of about one percent (1%). 

This quartz top-hat technique is similar to the 13-pin method used by Mitchell and Nellis [28], 

but at much smaller stress states where there is both two-wave structure, and long risetime plastic 

waves. Their work used six pins around the base instead of four. Mitchell and Nellis also used an 

additional pin in the center of the upper surface to determine impactor bow. However, because of 

the “gentle” nature of the gas drive on the lower performance launcher, it was possible to do 

without a measure of impactor bow, allowing the placement of just one more PDV probe in the 
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center of the top level of the target, rather than needing another set of six (or four) data points on 

the top. To improve on the previously reported version of this technique [21], the baseplate 

material was changed to quartz and a sapphire window was added to the target for the current set 

of experiments. Both changes contribute to a higher level of accuracy in the experimental results 

for low stress states. 

 
Figure 4. Quartz top-hat experimental design. The projectile and target plates are shown in gray. 

Affixed to the front of the projectile is the syntactic foam backing (orange) and the quartz 

impactor (purple). The target is centered on the target plate and is comprised of a quartz 

baseplate (purple), the 304L sample (blue), and a sapphire window (yellow). A single 

collimating probe measures the projectile velocity. There are two 2-fiber probes in the center, 

one slightly offset from the center of the target, and four additional 2-fiber probes that circle the 

quartz baseplate at a fixed radius (11.25 mm). The design also includes a single piezoelectric pin 

(green) that serves as a diagnostics trigger. 

3. RESULTS 

The measured shock velocity for the forged and AM 304L SS samples is shown in Table III. Due 

to anisotropy in the microstructure of the AM 304L SS, measurements were performed in 

samples that were orientated along the various directions w.r.t the build direction as shown in 

Figure 1. 
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Table 3. Impactor velocity (UD), particle velocity (up), and shock velocity (US) measurements 

from the quartz top-hat experiments. 

Experiment  

number Material 

Velocity 

(km/s) 

Impactor, UD Particle, up Shock, Us 

172 Forged 0.399 ±0.003 0.128 ±0.002 4.77 ±0.05 
173 AM-XY1 0.400 ±0.003 0.131 ±0.002 4.68 ±0.05 
174 AM-Z1a 0.400 ±0.003 0.132 ±0.002 4.64 ±0.05 
176 AM-XY2 0.400 ±0.003 0.132 ±0.002 4.66 ±0.05 
177 AM-X1 0.395 ±0.003 0.130 ±0.002 4.59 ±0.05 

Figure 5 shows velocity-time plots extracted from all experiments, and from experiments 172 

(forged 304L) and 177 (AM 304L, X1). The velocimetry curves are plotted such that the elastic 

waves are aligned in time. This figure shows that the plastic wave arrives earlier in the forged 

sample because of the higher shock velocity, Us 

 
Figure 1: Velocity-time plot from (left) experiments 172 (forged 304L) and 173 (AM XY1), 174 

(Z1a), 172 (XY2) and 177 (AM X1) with aligned elastic waves. (right) Velocity-time plot for 

experiments 172 (forged) and 177 (AM X1) highlighting differences between forged and AM 

304L SS. 

Figure 6 shows an example of the wave profile in the quartz baseplate. The time when the shock 

enters the sample is determined from this type of data. The front of the velocity-time profile, 
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where there is a shape rise in the velocity above the background, marks the time of impact 

between the quartz impactor and baseplate. The signal then plateaus, which indicates that during 

this time, the wave is traveling through the baseplate. The sharp drop at the end corresponds to 

the time at which the wave exits the baseplate; for the current work, this point in time is 

designated as the timing fiducial. 

 
Figure 6. Velocity-time profile in the quartz baseplate. The sharp rise in the velocity occurs 

when the shock wave enters the quartz baseplate, and the sharp drop in the velocity allows us to 

determine accurately when the shock leaves the baseplate and enters the target sample. The drop 

is sharp enough to allow timing to be determined within 1–3 ns. 

By averaging the exit times from the four probes, the timing associated with when the wave exits 

the center of the quartz can be determined with an accuracy of 1 to 2 ns. Another way of 

determining an accurate exit time is to plot the exit times from each of the four probes versus the 

angle at which the probe sits with respect to the center of the target, then fit those points to a sine 

wave. The equation for the sine wave is 

𝑦 = 𝑦0 + 𝐴 sin(𝑓𝑥 + 𝜑) , (1) 
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where A is the amplitude of the wave, f is the frequency, and φ is the phase. The constant, y0, is the 

midline of the sine curve and corresponds to the time at which the shock enters the front of the 

target. An example fit is shown in Figure 7. 

 
Figure 2. Sine fit of the exit times taken from the outer probes for experiment 177. 

The particle and shock velocities presented in Table III are plotted along with the extrapolated 

shock Hugoniot for 304L SS from work performed at Los Alamos Scientific Laboratory (LASL) 

[29] and shown in Figure 8. The LASL Shock Hugoniot Data is a compendium of Hugoniot data 

released by LASL (LANL’s predecessor) in 1980 and is considered a standard reference. The 

shock velocities in this work were calculated by using the average of the exit times from the 

quartz baseplate collected by the four PDV probes and subtracting that time from the plastic 

wave arrivals at the back of the target, then dividing it into the thickness of the target, as shown 

by 

𝑈𝑆 =
𝑥target

𝑡steel − 𝑡quartz
, (2) 

where US is the shock velocity, xtarget is the thickness of the target, and tsteel and tquartz are the times 

the plastic wave exits the steel target and quartz baseplate, respectively. Particle velocity was 
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calculated using the measured shock speed in the target and the known Hugoniot for quartz to 

impedance match between the quartz and the steel target [30]. Uncertainties associated with the 

calculations are estimated to be between 1.0% and 1.5%. 

Figure 8 shows that there is a noticeable difference between the AM 304L shock velocities and 

the data derived from the LASL Hugoniot data [29]. The LASL data, however, does match the 

shock velocity measured from the forged 304L quite well, lying well within the estimated limits 

of error. All the AM shock velocities are lower than the forged metal. The error in shock 

velocities was estimated by using the sum of the squares of the error in determining the travel 

time of the plastic wave and in measuring the thickness of the samples, such that 

∆𝑈𝑠

𝑈𝑠
= √(

∆𝑡

𝑡
)
2

+ (
∆𝑥

𝑥
)
2

, (3) 

where Us is the shock velocity, t is the time, x is the sample thickness, and ΔUs, Δt, and Δx are the 

errors in those values. The error in determining the travel time was estimated to be from 3 to 4 ns 

out of ~440 ns and the error in measuring the thickness of the sample to be around 10 μm out of 

2000 μm (2 mm). This gives an overall error of less than 1%, with the major contribution to the 

error coming from determining wave transit times. The relatively long rise time for the plastic 

(shock) wave because of the relatively low shock stress, in addition to the uncertainty involved in 

choosing the time of arrival for the midpoint of that rise, contributes significantly to timing 

uncertainty. The difference between forged 304L result and the value derived from the LASL data 

for roughly the same particle velocity is around 0.5%, which is within the estimated error bar. The 

differences between the shock velocities measured from the AM samples and the values obtained 

from the LASL data range between 1.7% and 3.6%, falling well outside the estimated errors. 
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Figure 8. Shock velocity as a function of particle velocity also known as the Hugoniot equation 

of state from quartz top-hat experiments with 1% error bars plotted over the extrapolated shock 

Hugoniot for 304L SS from the LASL Shock Hugoniot Data [29]. 

4. DISCUSSION 

Prior Hugoniot research on type 304L SS [29] established an Us-up Hugoniot that was extrapolated 

to lower particle velocities as shown in Figure 8. Because of the manufacturing process used in 

this prior research, these samples were full density, which was reported as 7.903 gm/cm3. 

However, alloys are composed of solid solution mixtures of several elements, and the precise 

amounts of these components (chemistry) can vary somewhat, leading to a potential for more 

scatter in the initial density than is typical for elemental material samples. This means that caution 

must be applied when comparing alloys used in experiments from different research groups and 

from different sources. In addition, when alloy samples are manufactured using an AM process, it 

is possible that small amounts of porosity from the manufacturing process are present. Post 

processing methods can help to minimize this, but this possibility must be considered. The effect 

of even relatively small amounts of porosity on shock velocity is known to cause it to be slower 

than for full density samples. This is due to the mechanics of the dynamic void collapse process, 

and the resulting increase in thermal energy. In fact, it has been shown by previous research on 
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porous materials that even a 1% drop in density for certain metals can lead to drop in shock velocity 

of more than 2% [31, 32]. This highlights the importance of initial density measurements. As 

observed in Table 1, the initial densities for samples used in these experiments show no clear trends 

that are aligned with the differences in measured shock velocities. Based on this data, we conclude 

that porosity cannot be clearly identified as the factor leading to the measured differences in the 

shock velocity. Another hypothesis is that the grain size and morphology differences between the 

AM and the forged samples could be causing a 3% decrease in the shock velocity. However, 

previous work by Yang et al. [23] on aluminum to investigate the effect of grain size on measured 

shock velocities has clearly shown that grain size does not alter the shock velocity. Work by Choi 

et al. [33] on Nickle also shows no measurable differences in the equation of state of single crystal 

Nickle measured through molecular dynamics and the experimental equation of state from 

polycrystalline Nickle. However, these studies were performed at particle velocities where the 

plastic wave was over-driven and as such the material microstructure did not matter. In contrast, 

the regime of the current experiments is much lower where the measurements exhibit two-wave 

structure. Systematic experiments where only the grain size is varied in a metal, in the elastic-

plastic regime (<600 m/s), would be required to conclusively prove this hypothesis. 

Another possibility for the observed variations in shock velocity could be the difference in 

texture between the AM and wrought materials. This was chosen as a possibility because 

atomistic simulations using molecular dynamics (MD) have hypothesized an effect of orientation 

on the shock Hugoniot especially in the particle velocity regimes where materials retain its 

elastic plastic behavior. MD simulations by Bringa et al. [34] hypothesized that different 

orientations of single-crystal copper may have different shock Hugoniots in the regime where the 

material has a two-wave structure. However, Figure 3 clearly shows that texture changes 
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between materials remain minimal and are possibly not the cause of the differences in the shock 

velocity. It is also important to note that there have been experimental efforts by Chau et al. [24] 

to measure differences in the shock velocity as a function of orientation in the elastic-plastic 

regime, although at much higher stress states than in this study. However, these did not show any 

measurable differences in the shock velocities as a function of orientation. A follow-up 

experimental study by Thomas et al. [21] at lower pressures was also unable to distinguish any 

differences using a similar technique to measure shock speeds in copper. Another contributing 

factor to the observed differences in shock velocity could be the varying dislocation densities in 

the AM vs. wrought material. Systematic neutron diffraction experiments by Pokharel et al. [35] 

measured an increased dislocation density in the same AM 304L SS used in this study. This 

change in dislocation density could alter the equation of state in a measurable manner as shown 

by Hahn et al. [36] in their molecular dynamics simulations. An increase in dislocation density 

would also lead to an increase in the Hugoniot Elastic Limit of the AM 304L SS. This is 

corroborated by Figure 5. In addition, a change in the Hugoniot elastic limit may have the effect 

of changing the shock velocity. Figure 9a shows shock speed versus particle velocity resulting 

from solving the Hugoniot jump conditions with a Gruneisen equation-of-state and three 

different representations of the dynamic strength where the axial stress at the Hugoniot elastic 

limit (HEL) is 1 GPa. The solution scheme follows that of Luscher et al. [37] which considers an 

initial jump from ambient to HEL conditions and a second jump from the HEL to the final 

Hugoniot state along a Rayleigh line. The equation-of-state for all cases is Mie-Gruneisen with 

parameters from Steinberg [38]. The three different assumptions regarding strength include i) 

elastic perfectly-plastic (EPP) where the deviatoric stress is maintained at the constant yield 

stress on the Hugoniot, ii) no strength, which recovers the equation of state only solution, and iii) 
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HEL at a specified yield stress and subsequent relaxation so there is no deviatoric stress on the 

final Hugoniot. The equation of state  only solution directly coincides with the linear Us-up fit of 

Marsh [29], and the EPP solution uniformly increases the shock velocity across all particle 

velocities in proportion to the constant yield stress. However, the case that considers a jump from 

the HEL to a final Hugoniot state in which the deviatoric stresses are relaxed to a hydrostatic 

state leads to a smaller second shock wave speed. Figure 9b shows the variation of wave speed 

with the strength of the HEL at three different values of particle velocity on the final Hugoniot 

for the case where secondary wave leads to relaxation of deviatoric stresses to hydrostatic state. 

The plot illustrates that the shock velocity is reduced with increasing strength of the HEL, and 

that this effect is reduced at larger shock magnitudes as characterized by particle velocity on the 

final Hugoniot. 

 

Figure 9. a) Wave speed versus particle velocity computed using EPP, equation of state only, 

and initial yield followed by relaxation to pure hydrostatic Hugoniot state (relax). (b) Illustration 

of the decrease in plastic wave speed with increasing magnitude of HEL at fixed values of 

particle velocity for the case where secondary wave leads to relaxation of deviatoric stresses to 

hydrostatic state. 
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However, it is important to note that there are many assumptions in this hypothesis and 

additional work with systematic experiments that alter only the dislocation density through cold 

work would be required to prove this hypothesis. For this specific work, the change in the shock 

velocities between AM and forged material could be a combination of many factors such as grain 

size, morphology and dislocation density. This work clearly demonstrates that it is important to 

measure equation of state properties of AM materials and the fact that microstructure could play 

a significant role in determining shock velocities in regimes where the material retains its elastic-

plastic behavior. 

5. CONCLUSIONS 

In this work, experiments were carefully performed to measure the shock Hugoniot (relationship 

between particle and shock velocity) for forged and AM 304L SS. The results from this work 

showed that the shock velocities in AM 304L were up to 3% lower than its forged counterpart. 

This difference was determined to be outside the estimated uncertainties for this type of 

experiment. The published data from Wise et al. [8] found no measurable difference between the 

shock stress of AM and wrought 304L SS in the elastic-plastic regime, but no shock velocities 

were measured or inferred from their data. In addition, no uncertainty analysis was presented for 

calculated shock stresses. It is important to note that the microstructure of the AM 304L in the 

current study is different from that in the work by Wise et al. [8]. It should also be pointed out 

that in both this work and the work of Wise, a steady two-wave structure was almost certainly 

not realized. In the underdriven regime where two-wave structure is observed, iron (and perhaps 

iron-based alloys) is well known to require a long run distance (~30mm) in the target before the 

elastic/plastic wave structure becomes steady [39]. While the initial hypothesis from this 

research was that residual porosity due the manufacturing process was the most likely cause of 
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as-measured slow shock velocities, a correlation between initial density and shock velocity was 

not found. As a result, many alternate hypotheses were pursued related to differences in grain size 

and morphology, texture and dislocation density to understand the differences in the shock 

velocities between AM and forged 304L SS. However, due to the complex microstructure of the 

AM material it was found impossible to separate these three factors from each other. Hence, it 

was concluded that all three: grain size and morphology, texture and dislocation density may 

contribute to some extent to alter the shock velocity between AM and forged 304L. An increased 

dislocation density serves to increase the Hugoniot Elastic Limit in the AM 304L SS and this 

may cause the shock velocity to decrease. This work highlights that studying equation of state 

properties of metals with different microstructure and strength properties is a rich area of 

research that requires additional experiments that allow for changing one feature of the 

microstructure at a time. This work additionally highlights the importance of re-measuring of 

AM materials and comparing to results from forged counterparts. 
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