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Abstract

21 In this work, we propose a novel model predictive control (MPC)-based
real-time conditional self-restoration energy management system (CSR-EMS)
for interconnected microgrids (IMGs) integrated with renewable energy sources
(RESs) and energy storage systems (ESSs). Superior to the existing IMG self-
restoration methods, the “conditionality” of the proposed CSR-EMS can eco-
nomically realize self-restoration and grid-assisted restoration during energy de-
ficiency or faults, in both islanded and grid-connected modes. Cost minimization
is implemented as the objective function to judge in real-time which restoration
mode is economically preferred. The proposed CSR-EMS comprises two layers—
the lower layer operates locally to eliminate electricity fluctuations created by
RESs and ensure economic effectiveness within an MG, whereas the upper layer
oversees the real-time operational status of the IMG system and determines
power exchange among microgrids (MGs) during abnormalities. In detail, when
a microgrid inside the IMG system experiences an energy deficiency, the CSR-

EMS, on an MPC basis, intelligently optimizes power production from each
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dispatchable distributed generator (DG), ESS, power imported from the main
grid, and power exchange among the IMGs to maintain the demand-supply bal-
ance, while considering system recovery cost, state of charge (SoC) of ESSs and
operation modes of the IMGs (i.e., grid-connected or islanded mode). Simula-
tion results and comparisons with existing IMG self-healing EMSs demonstrate
the economic efficacy of the proposed CSR-EMS strategy during normal and
abnormal operations, which can be used as an energy control framework for
modern power systems with multiple interconnected microgrids.

Keywords: Model predictive control, conditional microgrid self-restoration,

interconnected microgrids.

1. Introduction

It is expected that renewable energy will account for 50% of Australia’s to-
tal energy by 2025 [I]. Currently, a burgeoning number of microgrids (MGs)
consisting of distributed generators, such as wind and solar photovoltaic (PV)

s energy systems, backup diesel generators, energy storage systems, and control-
lable loads, are being formed across the country. The key to stable and economic
operations of such systems is developing an effective energy management system
(EMS) to cope with a variety of operating modes, e.g. islanded and unification
modes [2]. Due to forecast errors of uncertain RESs, uncertainty in MGs has

1o become a major issue. According to IEEE Standard 1547.4 [3], the performance
of islanded power systems can be improved by interconnecting them, so as to
compensate each other’s energy fluctuation and deficiency. In particular, IMGs
can contribute to black-start support, better utilization of distributed energy
resources (DERs) and attenuation of interferences caused by intermittent wind

15 and solar energy [4], thus enhancing reliability and resiliency of the IMGs.

Normally, the overall EMS of an IMG system is executed by a distribution
system operator (DSO), with which the entire EMS is processed in two layers, i.e.
MG-control layer and IMG-control layer with the tertiary control that regulates

the power flowing to the point of common coupling [3], [6]. In case of extreme
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2 events, each MG is encouraged to be disconnected from the main grid to avoid
being affected by serious blackouts [7], which however bears technical difficulty
and requires excessive DER, capacities for peak demands.

Researches have shown reliability and economic efficiency of interconnected
MGs. In [8, 9], a black-out scenario is incorporated in IMGs and an EMS is de-

»s  signed to enable two MGs to work synergistically to support all non-controllable
loads in an islanded IMG system without scheduling the power exchange be-
tween MGs. Some other research work has been conducted on economic dispatch
for grid-connected IMGs [10}[I1,[12]. In detail, priority-based EMS for IMGs was
proposed in [I0], where each MG is encouraged to share energy with other MGs

s rather than import electricity from the main grid. But the proposed EMS does
not consider the regular change of electricity price. In [I1], the condition when
an MG may simultaneously import energy from grid and sell it to other MGs
are considered. Besides, researchers in [I2] optimized the energy trading among
IMGs with different RESs and loads (e.g., water pump and cooling systems).

s Nevertheless, none of the above methods considers battery deterioration.

For IMGs, a significant feature is their ability to recover from fault conditions
with none or minimum electricity imported from the main grid, i.e., realizing
self-restoration. A few research attempts dealing with IMG self-restoration dur-
ing system abnormality, especially when a failure occurs on the system, have

w0 been documented in [I3] 14 [5 5], where only system economics and stability
are considered on a real-time basis for an islanded IMG system. Particularly,
[15] focuses on the dynamic partitioning of the distribution networks to form
new MGs, whereas [I4] [5] deal with the stability of the restoration process.
3-TResearchers in [[3] proposed a self-restoration process containing three steps:

s demand and supply information update (DSIU), target power exchange update
(TPEU) which applies the consensus algorithm to allocate the power request
to other MGs based on their generation capacity and decision making in self-
healing (DMSH). Similar power exchange algorithm can also be found in [.
Those research efforts, however, are not sufficient to address the intermittent

so nature of renewable energy and system economics and contingency options when
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IMGs are grid-connected.

Aware of the necessity of developing a conditional self-restoration EMS for
IMGs, in this paper, we propose an MPC-based double-layer conditional self-
restoration energy management system (CSR-EMS) for both islanded and grid-

s connected IMGs. '2Similar to [I6], rolling horizon MPC with L steps ahead is
applied to make the optimal decisions so as to minimize the overall operational
costs within the horizon. However, only the control actions for the first step
are employed, then the horizon is shifted to solve the MPC problem based
on updated forecasts including load demand, RESs generation and grid price.

e The reason of implementing MPC is to consider operational conditions in the
prediction horizon when trying to reduce the overall cost subject to a range
of constraints to prevent violation of components’ operating limits, e.g., ESSs
charging and discharging rates and SoC limit, DG ramp-up and ramp-down
rates and load switching limits. If we only consider the current step, although

e the resulting cost at this step may be low, in the future few steps, the costs
could be unnecessarily high due to favorable operations taken in previous steps
and associated constraints that prevent further cost-saving actions. Also, RES
generation and grid electricity price need to be predicted ahead so as to make
the most economic dispatch decisions. Main contributions of this study are

70 summarized below:

(i) A novel two-layer CSR-EMS involving four operation steps for IMGs is
proposed to achieve optimal coordinated control among wind energy, PV power,
DGs, ESS and controllable loads. In this system, the mismatch between gener-
ation and demand triggers the upper layer, which receives the requested power

75 targets and forecasts maximum guaranteed power supply (MGPS) in the predic-
tion horizon and subsequently transmits them back to the lower layer enabling
plug-and-play capability of each MG. *"12Comparing with other researches
[13, 5] where each normal MG provides the electricity that is proportional to
its generation capacity, the proposed MGPS optimally allocates the requested

s power based on the maximum available power at the end of the prediction hori-

zon, considering load shedding, RESs forecast and ESSs charging/discharging
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rates and SoC, to maintain the reliability of IMGs (unless all MGs completely
lose power), and further protect the proprietary information as the capacities
of loads and DGs are invisible for the upper layer. The aforementioned EMS is
s coordinated by an MPC approach which utilizes the forecast signals to dispatch
DGs and arrange power exchange between IMGs with minimum cost.
(ii) **In the proposed conditional IMG self-restoration process, the abnormal
MG can not only receive power support from other IMGs but also from the main
grid (if connected). When the grid is connected, the proposed strategy can
o intelligently realize self-restoration when grid electricity price is high and grid-
assisted restoration when grid price is low. When using grid power, it cannot be
called self-restoration (hence conditional self-restoration). In order words, the
conditionality of self-restoration is determined whether the IMG is connected
to the main grid and also the time-varying grid electricity prices. This is in
s contrast with the existing methods where exchanging energy between MGs is
the sole operation.
(iii) To enhance the reliability and accuracy of the proposed control strategy,
a novel coordinated dispatch scheme for ESSs with a penalizing mechanism is
devised for compensating RES fluctuations and predictions errors within the
w  MPC. Compared with the dual ESS-wind farm proposed in [17], the new single
ESS-wind-farm-based scheme has a more steady SoC of ESSs, and requires lower
capital cost, a simpler control system and less maintenance.
The objective of this EMS is to minimize the total operational cost in the
IMG system, which is formulated and solved in a mixed integer linear program-
w05 ming (MILP) with Gurobi™. Simulation results indicate that compared to the
non-predictive control method, the real-time MPC eliminates the DG output
fluctuations and reduces energy consumption and aging of the ESSs. Scenarios
incorporating generation deficiency and the pricing scheme show the resiliency
and economical efficiency of the proposed IMG self-restoration method.
110 The remainder of the paper is organized as follows. In Section 2] a general
description of the proposed CSR-EMS is presented. In Section [3] the lower layer

control scheme is devised for normal operations, followed by Section [] where a
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real-time MPC-based conditional self-restoration scheme is detailed. A case

study is carried out in Section 5] Finally, the paper concludes in Section [6]

2. General Description of the Proposed CSR-EMS
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Figure 1: Architecture of the proposed IMG of interest

As shown in Fig. [I] this study focuses on an interconnected microgrid sys-
tem, which can work in both islanded and grid-connected modes. Each MG
contains DGs, RESs, ESSs and controllable and non-controllable loads. In or-
der to improve the reliability of the system, each MG connects to its adjacent
MGs, and the central DSO is able to communicate with all MGs and the main
grid. This topology is mainly used in urban areas where the local resources
are flexibly used [I6]. The MG can supply sufficient power to its loads and
other possible abnormal MGs. This paper emphasizes the way to recover from
a fault or generation deficiency in both isolated and grid-connected modes in a
cost-effective and weather-dependent manner.

The two-layer EMS can be divided into four steps, which are the demand and
supply information update (DSIU), requested power exchange update (RPEU),
maximum guaranteed power supply (MGPS) and decision-making process (DMP),
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as shown in Fig. |2l In addition, the modules circled by orange lines indicate the
1w upper layer. In DSIU, intelligent electronic devices (IEDs) update the genera-
tion information of DGs, SoC of ESSs, forecasted wind power, PV power and
electricity price, and the data is gathered by the local EMS. A prediction horizon
L is generated in the i*" MG at the &*" time instant, where the total maximum
electricity provided by DGs, RESs (total denoted as Pﬁc 4 J€{1,2---L}) and
15 ESSs (denoted as Pﬁ’kﬁzx ) is compared with the forecasted load demand (P[5, ;)
in each step in the prediction horizon. If Psz T pbmax - Psz ;» in DMP, local

t,k+j =

EMS takes action considering hourly electricity price, SoC violation cost, DG
generation cost and ramp-up limits, ESSs’ maximum charging/discharging rates
and capacities. Otherwise, the information of abnormal MGs will be sent to the
wo upper layer to trigger the power allocation process. *'The proposed CSR-EMS
for IMGs works based on real-time operations; that is, when a fault or energy
deficiency in a MG occurs, CSR-EMS enters conditional self-restoration and
figures out the optimal power dispatch with lowest overall costs for the IMG
to restore to stable operations. Also, we use real-time rolling horizon MPC to
us incorporate grid electricity price and renewable energy generation, which are
time-varying. With different electricity price and renewable energy generation,

the resulting power dispatch plan may also vary.
Once the fault locator locates the fault, normal-working MGs and abnor-
mal MGs are denoted as N; and Ny respectively. 17 “In the self-restoration
10 process that contains RPEU and MGPS, the abnormal MG will receive power
support from other MGs under normal operation until the emergency is cleared.
28For MG;, @ € N», after updating available dispatchable devices, RPEU will
create the requested power exchange l),.’:;;',") ; at a particular time step k where
the local EMS solves the power exchange problem based on the forecast grid
155 electricity price (in grid-connected status), power exchange cost, and control-
lable load switching cost. In addition, some loads cannot be switched on/off
very frequently, which incurs a switching limit within a certain period of time.
Due to the fact that the fault can happen on multiple MGs, the total requested

power exchange is ¥y = Sien, P}’ ; which can be affected by the fault lo-
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Figure 2: 2®Flowchart of the proposed CSR-EMS

1o cations to a large extent. For MGy, i € Ny where MGPS is executed, if the
grid is not connected, the maximum power that can be provided by i** MG at
the k*" step while maintaining a stable operation is obtained and denoted as
0i.k+j, otherwise, the maximum power supply provided below the grid price is
denoted as ) . ey Then the target exchange power Py 45 18 allocated to each

s normally-working MG based on 4 ; and the maximum power supply. After

. CE, OETT - (IQ I, . I .. Dex Thara A
executing RPEU and MPGS, the target power exchange Pfy . ., where j € L
indicates the results are in a prediction horizon, is sent back to the lower layer

as a load for DMP process, which realizes network resiliency and cost reduction.

3. Lower Layer Operations

170 1-2In this section, an MPC-based optimal economic dispatch formulation in
the lower layer is presented. As shown in Fig. at each time step k, the

predictor updates the forecast data for the next L steps based on historical

Pursuant to the DOE Public Access Plan, this document represents the authors' peer-reviewed, accepted manuscript.
The published version of the article is available from the relevant publisher.



information; then the MILP solver is used to obtain the estimated optimal
decisions over each time step j,j € L, L. = {1,2,---,L} in the prediction
s horizon with records of the previous operations; lastly, decision at time step k is
applied to MGs. The performance of this real-time local EMS is greatly affected

by the accuracy of forecasted PV power and wind power.
Time Step k AT

oo | | ] |

Optimal Decisions: |Dk_3

Predicted Optimal Decisions:

Minimize the overall cost

Prediction Horizon L

k k+1 | k+2 | ooo | k+L

RESs & Load Forecasting:

Figure 3: *MPC concept

The topology and control signal inside MG; is demonstrated in Fig. @] In

this study, we do not consider the impact of power transmission loss and com-

1o munication delay. Detailed studies for communication delay compensation can
be found in [I§]. The lower control layer of the proposed EMS is mainly to fulfill

the following tasks: (i) predict solar and wind power generation; (ii) stabilize
DG power with ESSs; (iii) optimally dispatch electric power through interaction

with the main grid; and (iv) minimize the SoC deviation in the ESS.

Signal flow QJtility Grid

CB

PV Array | D¢ | y
Ac | ﬁ g DG
WT %
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ESS I DCAC Central
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Load Load

Figure 4: Schematic presentation of an MG in the IMG System
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185 3.1. Partitioning Strategy

49 1.4The partitioning algorithm that produces self-sufficient MGs is applied
to the distributed power system in order to reduce the complexity of rapid con-
trol and improve the reliability of the network and generation efficiency. At the
lower layer, those partitioned MGs will then operate locally to ensure economic
effectiveness and resiliency. For the DC IMG, we assume that for transmis-
sion/distribution lines, line resistance is much less than line reactance, and the
differences among bus voltage angles are very small [19]. The partitioning algo-

rithm is formulated as follows:

ZZ Z'YEEzy+7ﬁ (1 *ﬂ;,j) +fZE(P£jG))7 (1)

j=1 z vy
st Pogj —ZEflezyl( kg — Oy ki) (2)
f
Z x k:+J Z @ k+J ZP;EIH»j Z w4y T k+] B:f:,k+j (3)
;’f::;j < em,kﬂ» <o (4)
wkij<Pﬁvk+J<P k+g’ (5)

where fy (Pff) is the cost function of the distributed generator at bus z, Py ;
and J7 ; are controllable loads and status of loads, respectively. E,, = 0 means
the power flow over line xy is zero, which indicates the line can be a boundary
of two MGs with minimum load shedding and generation cost. Constraints
190 ~ are power flow equations including voltage angle 6 and line susceptance
B. ESSs are disabled in this subsection as the focus is to produce IMGs with

appropriately partitioned MGs for simulation studies.

3.2. Objective Function

The previously devised MGs are optimized locally and the objective of the
local EMS/lower layer is to minimize the overall operation cost. In real-time
control, the following cost function will be minimized for each MG considering

ESS energy deviation penalty, DG operation cost and grid energy purchase

10
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within a prediction horizon L: *°

L
min  vqd; 1, + Ymmi L + z < Z [f”(/),{.);") 4 ['/),],/} + A’f/n/'l)/{/v’/"v(]>. (6)

Jj=1 neM;
where M; is the set of DGs inside the i*" microgrid. Load shedding and power
15 exchange among MGs are not incorporated in this situation and 74, vg,5, Ym = 0
are cost coefficients that may vary over time. Terms d; , and m; 1, are ESS and

DG fluctuation penalties respectively.

3.8. DG Operating Constraints

13The cost function of a DG is assumed to be quadratically related to the

output power as
Fo(P) = an(PUE)? + ba P + e, (7)

where f,, is the cost function of DG, which can be converted to a piecewise-linear
function and then be solved by the MILP solver. In addition, the generation
should be below certain limit, i.e., 0 < P,’L? ,? < P,’LD Gymaz  The gtart up and shut
down cost of the DG unit can be modeled with the auxiliary variable UD,, j4,

n € M;, following the inequality constraints:

G G
UDp k+j > ’YSU,n(ﬂ»?,/H-j - 'r?,k+j—1)’ (8)

DG DG
UDy j+j > VSD,n(ﬁn,kJrjq - n,k+j)7 9)

where ysu.,, and ysp,,, are cost coefficients for start up and shut down operations
respectively, and 6,?7 . ; is a binary variable indicating ON(1)/OFF(0) sate of

the DG. Ramp-up and ramp-down constraints are shown below.

DG DG DG, max
Pokvi = Pailrj—1 S Py -t (10)

DG DG DG,max
Pourij—1 = Pukrs < Pady « Hns (11)

L
DG DG
mi,r 2> Z Z |Pis — Priki—1ls (12)
j=1neM;
11
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where 1, is introduced to indicate the variation of power that the DG can make

20 in each time step. The absolute value in this equation can be formulated as two

linear constraints, which can be solved by the MILP solver.

8.4. Short-term PV Power Forecast

Auto-regressive moving average (ARMA (2,1)) model is employed in this

study for solar energy forecasting without exogenous input, which is denoted as

205 131P ,XF ; for the predicted solar energy in the i" MG at the k' time instant into
the future ;' time instant in the prediction horizon. The detailed implementa-
tion of ARMA (2,1) can be found in [20]. In this study, we use real-world solar

irradiance data from [2I], which was collected by Dessert Knowledge Australia

with one-minute resolution.

a0 3.5. Day-ahead Wind Speed Forecasting

Accurate short-term wind speed forecasting is difficult to achieve, and in
this study, we adopt the idea of coupling wind energy generators with an ESS
in an MG to achieve accurate day-ahead hourly forecast [22]. We utilize the
one-minute wind speed in [23], and apply ESS to make wind turbine output
follow a predefined reference. Considering the humidity, temperature and his-
torical data, WT output data under two different scenarios are forecasted with
interval prediction: pessimistic prediction and optimistic prediction, which are
applied from 0~360 minutes and 720~1080 minutes, from 360~720 minutes
and 1080~1440 minutes, respectively. The gap between the actual electricity
produced by WT output power Pi, kT and Pir’zf is compensated by the ESS:

o =Py — PR (13)

(2

where o; 1 is the part of charging/discharging rate of the ESS contributed by
the WTs. Note that ESSs have other functions than stabilizing WTs output

power, and therefore o; . is not the total charging/discharging rate of the ESS.

2.6

12
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as 3.5.1. Interaction with the Grid
In this study, we only consider the cases where electricity is imported from

the grid, whose amount is bounded by the following inequality,
grid grid,max
0< Pl <Dy : (14)

The power exchange with the grid can be obtained from the power balance
equation:

>grid N § >DG
Ii.]s‘+‘/7[7]w+/+[1]i+]7 zl+] ]77,1\’+j
neDG; <l5)

PV ref
P[ N Pz:l«ﬂ"

where P and Pf; . represent critical and non-critical loads respectively.
The last two terms on the left side of “=" correspond to the renewable energy

forecast, and P{’ ; is another component of the ESS charging/discharging rate.

20 3.6. ESS Dynamics and Constraints

The SoC of the ESS is calculated as follows:

SOCi,k+j = SoC; k+j 1+ ASOCZ',IH_J', (16)
- PES EC; if P <0,
ASOCi,k-}-j _ i,k+j T/ Jk+3 (17)
nt-PES - ;" T/EC; otherwise,

where 7¢ and n? are the charging and discharging efficiency respectively, typi-
cally n° < 1 and n? = # We denote 7 as the length of one time step and EC;
as the capacity of the ESS. In addition, charging and discharging rates and SoC

cannot exceed their limits, i.e.,

_IDiES,maa: < Pz,EkS < HES7max7 (18)
SoC™im < SoC; ), < SoCTae. (19)
13
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The output of ESS contains three elements, i.e.,

ES _ b
P = Oigtj + Prlrgj + €kt (20)

where o; ,+; and Piljkﬂ- have been described in and , €;,k+; is used to
compensate other small forecast errors. As such, the overall function of ESS is to
make PXZT meet the reference power, keep the power balance and compensate
forecast errors. In addition, ESS energy deviation penalty is introduced to
control the storage level at the end of each MPC horizon. '“The deviation

variable is defined as:

L
di,L > Z |SOCi’k+j - SOCi’kJrj,ﬂ + Cd|SOCi,k+L — SOC|, (21)

j=1

where cq4 is the penalty factor associated with SoC deviation, and SoC is the
desired SoC level, which is set to 50% in this paper. It should be noted that
setting the penalty for the battery contributes to the life cycles of ESS. To
formulate equation that contains absolute value into linear transformations,

it is converted to the following constraints:

] =

di.r, > (SOCi7k+j — SOCiyk+j71) +ca(SoC; ptr — W), (22)
=1
JL -
i > (S0C;kij-1— S0Ciks;) + ca(SoCi sz — SoC), (23)
j=1
L [
dip > (S0Cikij1— S0C; ki) + ca(SoC — SoC; k1), (24)
j=1
L [——
d@L > Z(Soci,k+j — SOCi7k+j_1) + Cd(SOC — SOCi,k—i—L)- (25)
j=1

For demonstration, the penalty we set for SoC deviation is based on a Li-ion
ESS whose cost is $1,000/kW, capacity (MWh)/power (MW) ratio is 3 and the

number of equivalent life cycles is 1000 [24]. Therefore, the equation below can

14
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be derived:

~vad;. 1, = Cycles x EC;/3, (26)

which means the cost of battery is equal to the number of charge/discharge

cycles times one third of EC; in a prediction horizon. From and we

can have:
L
WZ |S0C; k4j — S0C; k+j—1] < Cycles x EC;/3, (27)
i—1
’ L
Cycles = Z |S0C; k1 j — S0C; kyj—1]/2. (28)
j=1

By substituting into , we can obtain
va < EC; /6. (29)

4. Upper Layer Operations During Abnormality

When the central DSO receives a supply request from the lower layer, self-
restoration process is initiated. The goal of self-restoration is to make the ab-

2»s  normal MG recover from the emergency using the power imported from selected
IMGs and grid (if connected) with the minimum abnormality recovery cost. As
mentioned before, two main execution steps are taken in this mode. This sec-
tion details the working principles and mathematical description of the proposed

CSR-EMS.

20 4.1. Requested Power Exchange Update

In this step, the fault locator locates the fault and the abnormal MG; sends
the requested power to the central DSO depending on the location where the
circuit breaker is tripped. The objective function can be different based on
the remaining generation devices. For simplicity, we only consider the worst

scenario where the DGs, ESSs and WTs are tripped in one MG and the load

15
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demand needs to be met by other MGs and PV, as described by the following

formulations:
L
min Z('erirj'q + 'Yssi,j)a (30)
j=1
5PV
st Pt = Pl + Py Birss — Pikss (31)
Sikti = 1B kvs — Bikgj—1ls (33)
!
Z Sik4y <87, Vil ell, (34)
j=— K41

where v, and -5 are cost coefficients associated with power requested from
other MGs and switching controllable loads, respectively, and 5, ; is a binary
variable indicating the status of the controllable load status. Switch action
S, k+; given by is also penalized. Constraint illustrates that the sum

235 of switching operations in any successive K steps is restricted to be no greater

than s]"**. Further details on switching limits can be found in [20].

To sum up, at time step k, local EMS in abnormal MG; generates the objec-
tive function based on the fault location, the forecasted electricity price, re-
newable energy and load within the MPC horizon, which is subject to N

2«0 to obtain the P} .. Due to the fact that multiple MGs may lose generation in

a single fault, the total request power target is Vr4; = D ien, Pi gy

4.2. Maximum Guaranteed Power Supply and Decision-making in Self-restoration

In maximum guaranteed power supply, the total requested power v51; in a
prediction horizon at time k& will be shared among normal MGs. The principle of
power dispatch in the normal-working MGs are: (i) no load will be sacrificed to
support the abnormal MG and (ii) the generation should be dispatched within
the generator limits provided in Section [3} Therefore, the maximum power that
can be provided by a normal-working MG; is obtained by solving &; 1, as shown

in below in an MPC horizon L, and the results are passed to the central
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DSO.

L
max Y ;=P + Y PPE+PY 4P —pPr P (35)
j=1 neM;

where the first four terms on the right-hand side denote the total generation from
the normal MG and the last two terms are loads. The rest of the constraints
can be found in N and ~. In general, the total power supply
Zie N 0;.x, where N7 indicates the normal-working MGs, is greater than the
requested power v, otherwise extra power can only be provided by the grid.
So far, the central DSO has received the total 9,4 ; from each abnormal MG and
0i k+; from normal MGs. Since prior to emergency, there is no power exchange
between MGs, the power gap of the abnormal MGs is 94; and the power

allocation process is defined as:
P L (36)

T .
i k45 — Yik+j - K
ZieNl 52,k+]

where Py, . is the exported power from MG; at time step k + j. It is easy
to prove that at each point in the prediction horizon }_,. n Pk = Vitj-

s By applying the above power allocation strategy, the total requested power is
shared fairly among normally-working IMGs.

In terms of the conditional self-restoration, the power request process is the
same, but the power allocation focuses on the minimum cost. If the central DSO
detects the grid is connected, it will inform the normal-working MGs where the
local EMSs compare the DG cost with electricity price from the grid and solve

the maximum power supply 0’

i,k+7"

L
max Zél{,j, (37)

=1

o .
S Okeg = D Paks + P + P,
neM;
=Py — Pt (38)
Fn(P) = fn(POE 1) < 39
pDG  _ pDG > Yg.ktis (39)
n,k+j n,k+j—1
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where the output power of ESSs cannot be included in as incorporating
it into (5§7j would cause instability in MGs with RESs. Equation , where
vg.k+; 18 the electricity price at time step k + j, ensures that the cost (§/MWh)
of generating excess power in each normal MG is no greater than the grid,
and the left part of the formula can be approximate to % fn(PPG ) =2 x

n,k+j
an(PPg, ;) + bn. Therefore, equation can be replaced by:

2an(P£I?+j) +bn < Vg ket (40)

The rest of the constraints are identical to N. In this case, we can
obtain the maximum power that each DG can provide below the grid electricity
price, with enforced ramp limit. It is worth mentioning that if 52) g <0, then

;k +; = 0. The requested power allocation process is thus defined as:

! . !
ikt A Uty > § i ot g

ex i€ N1
ikt = Dot ' (41)

! .
L e S otherwise.
ZieNl 5z,k+3

The abnormal MG absorbs Pf;fj = Vk+j — Yien, Oiry; Power from the grid,
when the other MGs are not able to provide sufficient power economically.
Therefore, the system can work either with or without the main grid, hence

250 conditional IMG self-restoration. In this study, we only consider the cases where

Pgrid,ma;b

electricity is imported from the grid, whose amount is bounded by P, P

and there is no power exportation.
The decision-making process executed in each normal MG for self-restoration
includes P77 ; as a load in the power balance equation, and the following con-

straint must be satisfied at any step j in a prediction horizon L:

b DG HPV
Phrj+ >, PPE+ B+ Pfii;
neM;
n C exr
= Pyt T Pikvs + Pty (42)

The whole DMP optimizes @ subject to constraints N, N and
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(42). In this study, the constructed optimization problem comprised of two
s layers is solved using MILP.

5. Case Study and Simulation Results

In this section, both lower layer and the upper layer operations associated
with the power allocation algorithm are demonstrated. For simulation purpose,
the proposed MPC-based two-layer CSR-EMS is examined on a distributed

20 system with six interconnected microgrids as shown in Fig. [p] which is modified
from the IEEE standard 68-bus test system with partitioning methods in [25],
where each MG contains a certain number of RESs, DGs, ESSs and controllable
loads. The cost of DGs and the capacity of ESSs are taken from [13]. We assume
that each MG contains one ESS and at least one DG and that all MGs have

sufficient capacity to supply their own loads during normal operations.

Figure 5: °°Interconnected microgrid system of interest

265
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Table 1: The capacitance and location of the components in each MG

MG; Type Bus PP (MW)
DG 3 4
WT 37 1
MG, PV 9 1
ES 37 2
Load 25~29 3(), 2(0)
DG 5 )
MGa WT 1 3
ES 1 2
Load 20, 52, 55~57, 67, 68 6(0), 2(c)
DG 7.3, 2 1,6, 4
WT 6 2
MGs PV 59 1
ES 6 2
Load 21, 23, 24, 62~65 10(n), 3(0)
DG 13 )
WT 12 2
MGy PV 13 15
ES 2 2
Toad 17, 34~36, 50, 51, 61 8(n), 2(c)
DG 10,37 2,4
MGs PV 11 15
ES 31 2
Load 32, 33, 46, 49 5(), 2(0)
DG 16 )
WT 4 1
MGe PV 15 1
ES 14 2
Load 18, 41, 42, 47, 48 3(n), 2(c)

5.1. Energy Forecasting

Fig. [0] illustrates the PV power output during one-day period with one-
minute resolution and its prediction results using ARMA(2,1) model. At each
time step, the output power from solar PV is predicted for the next 7 minutes.

2o The data from [21] contains 1,440 x 7 = 10, 080 one-minute data for seven days.
In this case, the first 6 days’ data are used to train the ARMA model, and the
model is tested on the 7" day. TABLE [2| shows that the prediction error is
below 3.1%, which is applicable for real-time optimization.

As mentioned before, we use the day-ahead hourly prediction to forecast

a5 wind power generation that contains both optimistic and pessimistic forecasts.
The one-minute wind speed data are adopted from [23]. Fig. [7| depicts the
predicted and referenced wind power available to the WT MPPT algorithm

20
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Figure 6: Short-term PV power prediction

Table 2: Average prediction MAE for solar energy (%)

Step 1 2 3 4 ) 6 7

Train- 0.79081.20231.59551.97602.33412.6794 3.0326
ning
Test 0.83301.29651.65342.01562.39172.7623 3.0901

during a 1440-minute period. In this case, the fluctuation degree value (FDV):

FDV = %2521 (Plrzf - PZ.‘,’ZT)2 is 1.7 x 1072 and ESS ensures the wind

20 farm output follows Pir),ecf . Though WT power is forecasted on a day-ahead
basis, we still only use the results in the prediction horizon at each step, which

is 7 minutes.

Smoothed optimistic forecast Smoothed pessimistic forecast
—_ Ref. wind power Actual wind power
5 =1 T T T T T
2
0.8 TN PN ke
2 : ——-\——\\\ A N
- N Rt I \< //-\\./ B
§ 0.6 |- /\- N N
3 (VAN
204 . i
o i i i i i i i i
i min] 200 400 600 800 1,000 1,200 1,400

Figure 7: Day-ahead wind forecast
5.2. Real-time Control in Normal Operation Mode

In this case study, each MG works independently to optimally dispatch the
2 DERSs by using @N and no load switching is allowed. > According to (29)).

21
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va is less than EC;/6 which is 2(MW)/6 in this paper. In addition, for one-
minute resolution the result should be multiplied by 60s, which is (2/6 x 60 =)
20. In this paper, 74 is set to be 10 and ~,, should be higher, which is 15, to
mitigate the fluctuation of DGs, whereas v, ; (j € L) is the electricity price. In
20 this paper, PP¢™n is set to be 10% of PPE ™M= and SoCM® and SoCM™"
are 0.9 and 0.15 respectively. The charging efficiency n¢ is 0.95. All the initial
points for dispatchable units are set to be 0.5 of their maximum values. All the
above values are applied from 00:01~24:00 in a one-day period with one-minute

resolution. High DG power output ripple is noticeable in the presence of MPC

—__Dpacs DG5 DG7
8 —Dpes DG2 DG13 S
—  DGI0 DG37T DG16 . -

600 800 1,000 1,200 1,400

DG Active Power (MW)
W

70 ESS37 ESS1 ESS6
—~ ESS12 ESS31 ESS14
X
~ 60
0
n
)
S 50
@]
2

40

I I I I I

| |
min] 900 400 600 800 1,000 1,200 1,400

Figure 8: Normal period: proposed 7-step MPC-EMS (solid) and EMS without using
MPC (dashed)

205 in Fig. [§| where the optimal schedules of DGs and ESSs are displayed with the
solid lines representing the dispatch result when MPC and RESs scheduling are
applied. It is obvious that without prediction, the power exported from DGs
fluctuates due to the intermittency of RESs and ESSs not being utilized to
compensate RES variation, which reduces the reliability of the IMGs and could

w0 potentially cause power outages. Detailed numerical results, corresponding to

Fig. [§| for normal operation mode, can be found in TABLE [3| (scenarios 1 and
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Figure 9: ?°Normal period: (a) MPC based resources dispatch in MG1, (b) ESSs
schedule in MGy

2). To evaluate the performance of the ESSs, ESS aging is modeled through
computing equivalent charge-discharge full cycles (EFC) [26]. ““1n this study,
we propose a daily equivalent charge-discharge full cycles (DEFC) with one-
35 minute resolution: DEFC = 2%1 ZAT,,l |PES (k)| where C; is the capacity of
ESS in the i*" MG. Obviously, the islanded IMG system with 7-step MPC re-
quires less total generation and less DEFC due to optimal use of ESSs, as the

charging/discharging efficiencies of ESSs are not equal to 1. By applying MPC,

Table 3: %7 Numerical results (N: normal, A: abnormality, energy in MWh)

DEFC of ESSs |Energy exchange of MGs Grid
No. Mode MPC Grid DG Gen. MG, MGo MG3 MGy MGs MGg import CSR.$ Tot.$
1 N No No 618.53 0.34|nil 0.52|nil 0.48|nil 0.28]nil 0.02|nil 0.35|nil nil nil 25028
2 N T-step No 612.81 0.29]nil 0.49]nil 0.38]nil 0.23]nil 0.02|nil 0.28|nil nil nil 24549
3 N T-step Yes 551.57 0.36]nil 0.49]nil 0.47|nil 0.26]nil 0.01]nil 0.30]nil 65.19 nil 23848
4 A T-step No 611.28 0.27]4+2.56 0.48]|-0.40 0.39]-0.68 0.24]-0.56 0.03]-0.60 0.29]-0.32 nil 103 24652
5 A 7-step Yes 611.28 0.27|+2.56 0.47]0.00 0.39]-0.61 0.24/0.00 0.03]-0.49 0.31]-1.06 0.42 80 24629
23
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the ESS can make the wind turbine output follow the reference power to elim-
inate the fluctuation of DGs caused by the intermittent wind. The continuous
changes on the SoCs of ESSs are caused by two factors: (i) reference wind power
is switching between pessimistic and optimistic prediction and (ii) the SoC in
is set to be 50% which makes SoC fluctuate around 50%. *°Computation-
ally, a maximum calculation time of 0.018s for one iteration is applicable for the
normal operation with one-minute dispatch.

25The real-time one-minute electricity price is obtained and modified from
1. Fig. is the optimal economic dispatch of MGy in grid-connected mode. In
Fig.]9|(a), MGy absorbs the energy from the grid at a low price, while as the price
grows, the power imported from the grid starts to decrease. Fig.[9](b) illustrates
that DEFC is affected by the added grid as ESSs will store energy when the
grid price is low, whereas the SoC remains to be 50% at the end. According to
scenario 3 in TABLE[3] the cost is reduced when importing electricity from the

utility grid at low prices.

Load shedded DG5 DGT
DG3 — DG2 DG13
DG10 -~ DG69 DG16
g
=
:
&
8 0 L L L | L L L L ]
600 650 700 750 800 850 900 950 1,000
ESS1 ESS6 ESS12
60 [ ‘ ‘ ESS31 ESS14
— Fault
y
w0 e —— S =
S
2 40| :
I I I I I

| | |
600 650 700 750 800 850 900 950 1,0000™in]

Figure 10: DER dispatch in normal period (solid) and abnormal period (dashed), both
with MPC and RES scheduling
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5.8. Real-time Control during Abnormal Periods

271n this subsection, a single fault is introduced in the IMG system in MG;
between bus 26 and 27 when ¢ = 640 minutes, which is recovered when ¢t = 820
minutes. Terms v, and 7, in S(‘(',Li()nmur(‘ set to 10 and 10.8, respectively. As
mentioned before, we consider the worst-case scenario, i.e., when the fault hap-
pens, all other DERs (including ESS37) in the MG are tripped for self protection,
and PV power is the only available energy source. The total load demand of
the MG is 3.01MW. In order to support the load, the on-emergency MG needs
2.561 MWh electricity from other normal-working MGs during the 180-minute
fault period. The dynamic power allocation for each MG is obtained by solving

the centralized optimization problem discussed in Section [£.2]

Load shedded DG5 DG7
—DG3 — DG2 DG13
> DG10 DG69 DG16 || L
=
s
?g
£
E
2
8 0 L L L | T L L L L ]
600 650 700 750 800 850 900 950 1,000[‘““‘]
ESS1 ESS6 ESS12
60 [ ‘ ‘ ESS31 ESS14
. Fault
S
é 50 s > "'7'17;/7/»/\';:7
8 P
@ 40 N
! ! ! ! !

| | |
600 650 700 750 800 850 900 950 1,000(™iv

Figure 11: 37 Abnormal period: proposed MGPS process (solid) and the TPEU in

i.e., no maximum guaranteed power supply (dashed)

Fig. demonstrates the re-dispatch results of DGs and ESSs during the
fault period. DG5S and ESS1 require the longest restoration time, while the
DEFC of ESSI1 is not much affected. We can see that the controllable loads

in MG, are switched off between ¢ = 760 minutes to ¢t = 820 minutes due
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to , and the total load shedding energy is 1.03 MWh, with loads in other
a0 MGs intact. 2°Scenario 4 in TABLE [3| shows the numerical results during this
self-restoration process, where the total generation decreases because of load
shedding and the isolated loads caused by the fault. Power exchange from MGy
is the requested power supplied collectively by the rest of MGs, and the power
allocation is fair and matches the request. The allocated power is not related to
us  the capacity of DGs (e.g., MG4 and MGs), but to the maximum power that an
MG can supply in the prediction horizon considering all constraints. Although
ESSs discharge faster during the fault, their average DEFCs are not affected,
which remain around 0.28s. “7Computationally, a maximum calculation time
of 0.031s for one iteration is viable for the self-restoration with a one-minute

w0 dispatch.

Table 4: >3IMG restoration cost ($)

Fault scale 1 2 3 4 5

MGPS 102.9 103.6 104.5 106.1 110.5
TPEU in [13] 109.1 110.1 111.3 115.0 120.9

37The comparison between the dispatch result with MGPS in the proposed

CSR-EMS and the power allocation method in [I3] is depicted in Fig. E where

the requested power for the on-emergency MG (MG1) is increased by 5 times to

emulate the IMG system fault. Simulations have shown that the IMG becomes

s unstable when the requested power increases by 5.7 times with the existing

method, whereas the proposed CSR-EMS ensures system reliability when fault

power increases by 9.4 times, which verifies that the power sharing method in

MGPS is more reliable. The self-restoration cost is recorded in TABLE[] where

“fault scale” (1,2, --5) represents the power requested by MG, in multitudes

0 of the power requested by MG; in Fig It can be seen that the proposed
CSR-EMS always has a lower recovery cost than the method in [I3].

Fig. [[2 shows the real-time one-minute electricity price used in this study,

which is adopted from [27]. Fig. [L3| compares self-restoration process and grid-

assisted restoration, and demonstrates that the grid can play an active role in
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Figure 13: Conditional self-restoration mode with gird (dashed) and without grid
(solid)

s supporting the on-emergency MG. It can be observed that as the grid electricity
price varies, the CSR-EMS will automatically use available power inside IMGs
and import energy from the grid, for optimal economic benefits. When con-
nected to the grid, DEFCs of ESSs are not much affected; however, DGs are
dispatched differently, the central DSO reduces the power exported from MGs

s that contain high-cost DGs and increases power allocation from low-cost MGs
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and main grid. Numerically, from TABLE [3| we can see that with the proposed
CSR-EMS, the IMG system is able to intelligently draw 0.42 MWh electricity
from the grid, with 22.3% = (103 — 80)/103 x 100% (see TABLE [3) less fault
recovery cost (i.e., CSR.$) than using energy solely from off-emergency IMGs,

a5 showing greatly increased economic benefits.

6. Conclusions

In this study, we have proposed an MPC-based two-layer four-step con-
ditional self-restoration EMS for IMG systems. A comprehensive comparison
study was conducted, which has demonstrated that real-time 7-step MPC is

s able to eliminate RESs’ fluctuations and diminish the daily equivalent charge-
discharge full cycles of MG ESSs, compared to existing research. Furthermore,
the proposed CSR-EMS can automatically utilize low-cost electricity from IMGs
and the main grid, so as to optimize economic benefit of the IMG system in
faulty conditions, while maintaining load-demand balance, so as to achieve con-

s ditional self-restoration during IMG abnormalities. Future work will involve
battery sizing and development of a hierarchical decision-making process for
priority-based IMG conditional self-restoration to accommodate prediction in-

accuracies and reduce capacity /power ratio of ESSs.
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