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Traditional Compute Cluster Needs

■ Traditional HPC workflow is hands-off

■ Schedule Time

■ Hand over your code

■ Wait for results

■ HPC Workflow management tools exist

■ Provisioning

Privileged

inflexible

■ Resource Management

No Scheduling (usually)

■ Licensing
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Along Came Emulytics
Sandia
National
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■ Sandia developed Emulytics for cyber security research,
testing, and training

■ Emulytics = emulation + analytics

■ Run virtual networks of hundreds of thousands of virtual
machines

■ Set up realistic environments that mimic real-world corporate
and internet systems

■ Integrate Windows, Linux, and Android VMs into a single
virtual environment

■ minimega is one of several Sandia Emulytics tools
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Evolving Compute Cluster Needs

■ New Approaches to computation

■ Emulytics program support

■ Assessment of cyber systems at scale — 2 phases

Building/iterating cyber testbed

running cyber experimentation

■ New Requirements: Hands-on

■ Researchers need access to bare metal

■ Customized configurations (OS, BIOS, VLAN, etc.)

■ Flexible provisioning

■ Resource scheduling!

■ Work with existing systems

■ Avoid Licensing (if possible)
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igor

■ Provisioning

■ TFTP/PXE

■ Support for Kernel/lnitrd pairs

■ Integration with existing systems (Cobbler)

■ Scheduling

■ CLI scheduler for sharing compute nodes

■ Web Ul with full feature parity

■ Open-Source

■ minimega tool suite

■ minimega.org
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flexible, feature-rich

■ Written in Go

■ golang.org

■ Configurable

■ Single .conf file

■ Scriptable (cli)

■ Support for VLAN segmentation (with Arista)

■ Usage Statistics

■ Logging
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igor
Open-Source Compute cluster scheduling and provisioning
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igor web
Web Ul for a secure, pleasant experience
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igor easy to use

■ Show — Cluster/Reservations at a glance

■ Sub — reserve specific/first-available node(s)

■ Extend — when you need more time

■ Edit — Needs change, so can your reservation

■ Power — on/off/cycle (ipmi, or custom)

■ Notify — email notifications for events

■ Stats — log analysis for usage statistics

■ Specify vlan tags — isolate your experiment (new)

■ ...and more
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igor easy to configure

■ "tftproot ",

■ "usecobbler",

■ "poweron/offcommand",

■ "autoreboot",

■ "vlan_min/max ",

■ "network": "arista",

■ "node_map ": {"pre1": "<port>"}
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igor not so easy to test

■ Testing on the developer's desktop prohibitive

■ Igor expects to be able to communicate with resources it needs

■ Testing production software in a live environment

■ Discouraged (traditionally)

■ Solution: use minimega

■ Define notional (or specific) compute cluster environment

■ Include all resources igor expects

■ Break to your heart's content
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igor
• Active Development, Community

• Dedicated team of developers

• igor running on 2 clusters currently, a third outside Sandia planned

• FY20 Roadmap

• Database integration

Track/Reserve by Node features/metadata

Richer usage statistics

• Re-architect to run as a service

Support node state, callbacks, RESTfuI API

DNS, DHCP, TFTP

• Long Term

• Distributed, Federated igors
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Thank you! Questions?
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