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Tensors are Multi-dimensional Arrays
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/  /
x
/

3-way tensor

d = order of the tensor (the number of ways or modes)

nk = dimensior of mode k, for k = 1, 2, ..., d

For expositional simplicity: n = n1 = n2

= number of entries for d-way tensor of dimension n

Curse of notation...

i E (1P i2, ***, id) =

Curse of
Dimensionality

nd into tensor, ik E {1, ..., n} for k = 1, 2, ..., d

N multi-index shorthand
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Canonical Polyadic (CP) Model Defined in
Terms of Factor Matrices

Sandia
National
Laboratories

X E

Xi

Data

nXnX—Xn

CP Model Sum of r Outer Product Tensors

/ / J 
/

+

M = li[A1, A2, . . •

x(il,i2, • • • , id) rni m(ii, i2, ..• , id)

+ . +

, Ad]] E Rronx—xn

E
d

ak(ik, j)

j=1 k=1

defined by

Factor Matrices

1---

A1 A2 • • Ad

Ak E RmXr

rank(M) < r
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Generalized CP (GCP) Tensor Decomposition
Allows Flexible Loss Function
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/
+

, ,

min F(X, M)
Al ,...,Ad

nd

i=1

s.t. NC = 11All A21 • • • 1 Adll

Ak E Rn x r for k = 1, . . . , d

f (xi, mi)

Hong, Kolda, Duersh, SIREV 2020 (arXiv:1808.07452)

Example Loss Functions

[ 

Thil,

Poisson (x E N,m > 0)

f (x , m) = rn — x log m
.0/

Bernoulli (x E OM, m > 0)

f (x , m) = log(m + 1) — x log m

Gamma (x > 0,m > 0)

f (x, m) = x / rn + log mi
f3-divergence (x > 0, m > 043 = )

f(x,m) = x/-Vm+ -Vm
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GCP Gradient Uses MTTKRP

a =

n
d

min F(X,M) = f(xi,mi)
Al,...,Ad i=1

s.t. M = QA1, A2, , Adll

Ak E Rn" for k =1,...,d

Variables

vec(Ai)
vec(A2)

vec(Ad)

a E Rdnr

g

Gradients

vec(G1) 

vec(G2)

•
vec(Gd)
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♦

Elementwise
Partial Gradients

$nxn,x •

• 11 • -M • 11 •

MTTKRP: Matricized
Tensor Times

Khatri-Rao Product

f 
yi (xi, rni)

♦
▪ 11 ▪ 11 • • • 11

. — - • — • .
Mode-k 

.

Unfolding •
• d-1

-y(k) E Rnxn

Gk = (k)Zk

g Rdnr

• _ • _ • _ • _ • _ • _ • _ • _ • _ • _ • _ • _ • _
OF 

Gk = 
OAk 

E RnXr I Khatri-Rao
Product Zk =

• - .

Hong, Kolda, Duersh, SIREV 2020 (arXiv:1808.07452)

• • •

Ad ® • • • ® Ak+1 Ak-1 ® • •

• • *

• • • • • • =MI

1
d-1 ••® A1 E Rn xr

•
• • • • • • I • • • • • • • • • • • • • • • •
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Computing GCP Gradient is Expensive!
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(
Computing elementwise partial 1

gradients costs o(nd) even if 1

data tensor is sparse! 1

‘

MTTKRP with dense tensor costs 0 (rnd)

Elementwise
Partial Gradients

E

Inxn,x—xn,

• 11 • • 11 •

( . 
_ • _ • _ • _ •

i Khatri-Rao. 
Product

/
Gk = Y (k)Zk

• • • • •

yi

Zk = Ad ® • • • ® Ak+1 ® Ak-1 ® • •

. - • • ,....,

(xi, rni)

• • •

1

I

1

• • • • • • — .
i

d-1 •
. ® A1 E Rn xr i

•
• • • • • • l• • • • • • • • • 11 • • • • • • • • • /
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Stochastic Gradient Computed Cheaply
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Choose a sparse elementwise

gradient that is equal to the true

gradient in expectation!

MTTKRP with sparse tensor costs 0 0 - s)

( .
i Khatri-Rao

1 Product Zk =
• - . -

(

1

1

Elementwise
Partial Gradients

! E -.-
.. _

nXnX•••Xn

• • • • • • • • •

•

•

/
Gk = - i 7 - - (k)Zk

\_

• • • • • •

nnz(9) < s < nd

•%.,

I

1

I

1

By linearity of expectation:

A [ad = Gk

Ad ® • • • ® Ak+1 CD Ak-1 ® • •

_ • — •
1

d —1

• ® A1 E Rn " 1
• • • • • • l• • • • • • • • • • • • • • • • •- . . /
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Related Work
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N All related work in the context of standard CP, not GCP

N Missing data; e.g., Acar, Dunlavy, Kolda, Morup, CILS 2011 (CP-WOPT)

Stochastic approaches
Beutel, Talukdar, Kumar, Faloutsos, Papalexakis, Xing, SDM 2014 — SGD for standard CP for d = 3 and s = 1
(FlexiFact)

Vervliet and De Lathauwer, IEEE TSP 2016 — Block sampling (rather than elements)

Matrix sketching for least squares problem
Battaglino, Ballard, Kolda, SIMAX 2018 (CP-ARLS aka CPRAND)

Cheng, Peng, Perros, Liu, NIPS 2016 (SPALS)

Random projections
Papalexakis, Faloutsos, Sidiropoulos, ECML PKDD 2012 (ParCube)

Sidiropoulos, Papalexakis, Faloutsos, ICASSP 2014 (PARACOMP)

Zhou, Cichocki, Xie, arXiv, 2014

Streaming

Unique to This Work

GCP for Large Scale,

Sampling Strategies,

Sparse (rather than Scarce)

Using SGD, e.g. Maehara, Hayashi, Lawarabayashi, AAAI 2016

And other approaches too numerous to list here but starting with Nion and Sidiropoulos, IEEE TSP 2009

Tensor completion/recommender systems (most data missing), e.g., Smith, Park, Karypis, SC'16
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Sampling for Stochastic Gradients

/  /

/ • • •  /
•

•

.

.

nXnX•••Xn

rtxnx—Xn,

=

nnz(9) < s < Thd
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Uniform Sampling
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/ • • •
.

..

.

.

nnz(-* < s < Tid

. .
i •
i Sample s << Tld random tensor 1

entries (with replacement)

gi = # times i sampled
rid

-th = ,:-9-i •
s

yi

Upside...

• Very efficient

Downside...

• If data tensor is sparse, few
entries corresponding to
nonzeros will be chosen
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Nonzeros Needed to Reduce Variance in
Stochastic Gradient
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Biased sampling toward functionals with higher Lipschitz smoothness constants
reduces variance in stochastic gradient (Needell, Srebro, & Ward, 2013; Gopal, 2016)

For tensors, functionals equate to tensor entries, i.e., fi = f (xi, mi)

Consider Bernoulli with odds link: f (x, rn) = log(1 + rn) — x log rn

Of

am 
(0, m)

Of 

Om
(1,m) =

l
rn +1

-1
m2 + m

> L <1

> L unbounded as m 1, 0

Need to bias sampling to select more nonzeros in sparse tensors

Sparse Binary (0/1) Tensor

f(x,m)= log(1 + m) — x log m
5

4

1

—x = 0.0

-X = 1.0

2 4

Model Value (m)

6
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Stratified Zero/Nonzero Sampling
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/*••

.

=,19

nnz0 < s < nd

Sample p nonzeros and q zeros.

= // times nonzero i sampled n = nonzeros

qi tirnes zero i sampled zeros

(-fiz = Pi •
71

p

(q)

Claim:

Proof:

=

1:[/3i] =

xi 1  > lE[fii] =

Xi 0 E rfii = •

T1

p

q

• Yi Yi

▪ Y2 Yi

♦

Explicit List

C-22
zeros

Implicit List (Requires Rejection Sampling)

2/15/2020 Kolda - SIAM PP20, Seattle, WA 12



Difficulty in Rejection Sampling for Zeros

.,

,
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Example:

• 2500 x 2500 x 2500 tensor

• 100,000 nonzeros (0.000640% sparse)

• Checking list of 3750 potential zeros

Linear indices can only be used for smaller tensors

MITime (seconds) Speedup

MATLAB ismember with multi-indices

MATLAB ismember with linear indices

•

3.92 1.0

0.47 8.3

MATLAB built-in _ismemberhelper with linear indices
I

0.17 23.5

MATLAB builit-in ismembc with linear indices 0.11 34.3

MATLAB containers.Map with linear indices 0.51 7.7

MATLAB containers.Map with string multi-indices 5.94 0.7
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Semi-Stratified Zero/Nonzero Sampling
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Idea: Sample "assumed zeros" from all indices and correct in nonzero samples.

4

Sample p nonzeros and q assumed zeros.

- // times nonzero i sampled
= # times "zero" i sampled

o
aJ
_c

= nonzeros
= // zeros

- (77 + () 
= Pi • p • (yi — ci) qi • q ci with ci 

f 
am 

(0  m2)

•

♦

Explicit List

Claim:

Proof:

=

[13i] = 7 7-4[4i] =  
T1 ((+ 77

( 
)
77+0 

x = 0 Erfii] = E[4,i] Yi = Yi

Xi = 1 _trfii] = E[Pi] • — • (yi — ci) lE[iii] •   • ci = yi

C12
zeros

Implicit List
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GCP with Stochastic Optimization
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- Using Adam (Kingma &

Ba, 2015)

Default parameters

Some tweaks for
checking convergence

loss
estimated

with
100,000
fixed

samples

3 
x107

2

1

.
o
o -2
D

-4

-5

-6

-7

initial step = 0.01

t

I
I
I
I
I

I
I
I
I
I,
I

I
I
I

,
I

,

epoch = 1000 iterations

1 1

¡ t
., ,,_

-4./

decrease step if
F increases,

new step = 0.001

quit when
F increases again

1 1

- -* -4, -4.

0 2 4 6 8 10

time (sec)

12 14 16 18
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Roughly O(n) Samples Needed Per
Stochastic Gradient
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-5.4

-6.4

x 1 07

2

200 x 150 x 100 x 50 Tensor (150M entries) with rank r = 5. Gamma loss: f (x,m) = + log m.

Running Adam with 25 random starts and varying numbers of samples.

Dashed lines: Individual runs, Solid lines: Median,

• '‘, Epoch: Asterisk (success), Dot(fail).
_ _
zz s\_Zs4-- Nksz, •

;1'•‘

-‘*:\

4 6

samples = 125
samples = 250
samples = 500

—samples = 1000
—samples = 2000
 'nominal (true solution)

-4*
- At

_ _ 4-4* - _ — —*_ — —*s
s\s„\_ _

s‘s%
‘‘. s̀

\‘̀4,•\:`,
, %
vs\ %\

_ °,e
-•,‘

*—N* `, is.% -s
VS, \\s‘,

k
s‘% • s

• - - -

••

•

_ 
-40Li.APLAh-- .Zr" tem:: 

_ _

8

time (sec)

10 12 14

25

(1)

20

o • 15

()

= • 10

o

(17)
_c 5
E

Recovery of Factor

Matrices

■
■

125 250 500 1000 2000

gradient samples
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x 107

-6.4

Zooming Out: Stochastic Much Faster Than
Non-Stochastic
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200 x 150 x 100 x 50 Tensor (150M entries) with rank r = 5. Gamma loss: f (x,m) = :ri,+ log m.

Running Adam with 25 random starts and varying numbers of samples.

20

Same as
prior

slide, but

rescaled

x-axis

40 60

Each asterisk is an iteration.

80

.314E.,***

100

time (sec)

120

samples = 125
samples = 250
samples = 500
samples = 1000

samples = 2000
• IN Non-stochastic
 .nominal (true solution)

140 160 180 200
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Uniform Sampling is Worse than Stratified
for Sparse Tensors
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400 x 300 x 200 x 100 Tensor (2.46 entries, 9M nonzeros, 0.4% dense) with rank r = 5.
Bernoulli loss: f (x , = log(in + 1) — x log m. Using s = 1000 samples, evenly divided for stratified and semi-stratified.

x107

4

0

w 25

>• 20
o

E 15

10
o(i)

0
unif. strat. semi-strat.

gradient samples

*,
410-2!,* **-*-*.*-*-**

e-•

-3-2.6

cn
—2.4_c
a 2.2
a)

iir.) 2

ci)E 1 8

1 6

-•-•.-•-10 ••Piw •- 

• *

unif. strat. semi-strat.

gradient samples

•- • -._.- - .- • -.• • -•- • • -•-
-• 10 -0-- • .6

• • -• -0-- • • -•-• • • -0- • • -• • • -0-0- • • • -0- • • -• -0- • • -• 0- •• ....-.:41
:rIllblItt4irtiriliAl•***-4111. *-0- • • -• • • -• • • -0- • -•

• -• -0-- • • -0- • • -• -0- • • -0- • • -• -•-•• -IV- • • -•- • •

uniform
stratified

semi-stratified
.nominal

-•- • • -0 - •- • • -•-•- • • • -0- • • -0 -40

20 40 60 80 100

Time (sec)

120

'10-* *
•

•••••••• ••- 4.104. t #4,1

• -• - 0- -0

140

******

• •

160

• • • -0- 110 • •

180 200
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Uniform Sampling is Worse than Stratified for
Sparse Tensors
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Initial Guess (10^7) Final Solution (10^6)

Sampling

Method

Emp. Variance Emp. Variance

Uniform

Stratified

Semi-Stratified

101\6 10^15 10"7 10^18

10^5 101\14 101'6 10A15

10^5 101\14 10^6 101\15

empirical bias = Ilk -g112 where g

(

1 N 

empirical variance = trace Y (k. - -g)(k. —
N 1

N

g, and

N
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Chicago Crime Data
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- 4-way count tensor
6,186 Days

24 Hours of the Day

77 Community Areas

32 Crime Types

Non-zeros: 5,330,673
0.21GB for sparse tensor

Distribution of entries
0: 98.54%

1: 1.33%

> 2: 0.12%

Obtained from FROSTT
(http://frosttio/tensors/chicago-crimen

• Data originally from Chicago Data Portal
(https://data.cityofchicago.org/Public-
Safety/Crimes-2001-to-present/ijzp-q8t2)

GCP-Count
Rank = 10

Samples s = 6,319

f (x , m) = m — x log m

City of Chicago Community Areas and 'Sides'
Clikago 'SAW
D fie %oft S•de
D Pkwrromit Side

O Nom Se.

D Webt Sock

• Central

O Sault! Side

T %104111Niell SK4

E Far Sat~st Sde

n 1r Saulmemm

Sc.* la-CIVI....151

Also Ft"p I OMR
ktru, Over ChichwaLim Perna
hq.dswrSresis ihmia Earl corms 5
rus Scrowleali rrrmloomrcm1411malmci
rmhzrt Hari hArntrIcan Ourlym19111Mrioli.rmtin

'. •'

SS

If i 1 i
10 MI.=
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Comparison to CP-APR
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2.3
a)

2.2

O

o 2.1

(I)

2

x 07
III 1 1•

M I M

1111

11

CP-APR
M I M

M I M

1

1

11

11

M I M 1 11

M I M

M I M

1 11

11 GCP-Stratified
M I M 11

M I M

M I M

11

11 GCP-Semi-Stratified
M I M 11

M I M 11

M I 11

I I I Ins e.
11

• •
41/\

)11, \s' \

••k`A
\

\\ '‘N

-

50 100 150

time (sec)

200

GCP with Poisson Loss compared to CP-APR using quasi-Newton

250 300
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Component #1
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15

10

5

Om r..)c) c)
c) c)_, N)
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N.) 1\.) r \.) N3 1\3 IV
0 0 0 0 CD CD
0 0 0 0 0 0
C-...) -A 01 6) ▪ CDC/

Hour of Day 
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iv N) n) r.) 1.3 ivc) c) c) c) c) c)_, _, r, _, _,
---/

narcotics

battery

assault

theft

robbery

other offense

0

Top Crimes

0.5 1

Areas

0.6

0.5

0.4

0.3

0.2

0.1

0
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Component #3
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motor vehicle theft
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Component #6
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Conclusions and Future
Work

Conclusions
Stochastic gradient for GCP tensor decomposition

(Semi-)Stratified sampling yields faster convergence

Semi-stratified sampling avoids rejection sampling

Numerical experiments show promise

Code available

Tensor Toolbox for MATLAB (gcp_opt)

GenTen (C++) by Eric Phipps

N Future work
More sophisticated stochastic optimization methods

Sampling for memory locality

Asynchronous computation (ala HogWild)
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I
Reference: T. G. Kolda, D. Hong. Stochastic Gradients for Large-Scale Tensor
Decomposition. 2019. http://arxiv.org/abs/1906.01687
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