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Table 1

Failures frequency rgi.

Failure subsystem Frequency. %

1 lnveriEr 43

2 AC subsystem 14
3 External 12
4 Support structure 6

5 DC subsystem 6
6 Modules 2

Cristaldi et al (2015)

Failure Areas: Frequency and Energy Impact
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4 Cost Implications

PV O&M BUDGET
COMPONENTS AND COSTS

Based on Pi system O&M estimates

published by the Electric Power

Research institute, a utility-scale

project O&M budget, excluding system

monitoring plan, may cost between

$10 to $45/kW per year.

Even though this list of budget items

is not exhaustive, it demonstrates

how O&M costs may vary widely. For

example, 'planet washing" is listed as

'per evenr occurrence, meaning thal

budget item can easily double or triple

per year to ensure oulpul performance

if the PV plant is located in a rural,

arid environment One of the most

varying cost is 'spares". Asset owners

expecting high reliability from systern

performance will require more stringent

spare parts management, such as

keeping the most critical equipment

like inverters and transformers

available at all times.
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5 I Study Objective

➢Analysis of maintenance logs to identify most common failures modes within
inverters

➢Identification of variabilities across climate, equipment, and other factors



I Dataset

6 industry partners

650+ sites (2008-2019 COD)

80% utility-scale

5.2 GW in DC Capacity (4.0 ACGW)

26 U.S. states

13 climate zones

Central inverter-type dominated

20K records (97% CM)
central (76%)

unknown (8%)

mixed (2%)



What do the tickets contain?

Varying level of detail

Common elements include site location,
time, and description

Used text analytics + machine learning
to develop a consistent "asset" label
across the logs
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Failure Modes



I Failure Modes: Literature Review

Common modes include:
o Subsystems: storage capacitors, power stage drivers, cooling, isolation transformers
o Functional aspects: controller, interlock, internal, matrix, design
o Stages: manufacturing and inadequate design, control, and electrical components
O Root cause: parts/materials, external, software, other, unknown, construction, preventative
maintenance

Common components include: fan motor, air filters, control software, power supply,
AC contactor, DC contactor, capacitors, fuses, GFI components, IGBT
matrix/driver control board, inductors, ...

> In this work, failure modes focus on replacement (i.e.,

components that can be replaced/have individual part #s)



I Inverter Subsystems

IGBTs

PCBs/Cards (control, communications, accessory, sensor, driver)

Capacitors

Contactors

Heat Mgmt. systems (fans, motors, pumps, liquid, filters)

Sensors

Fuses

Switches

Power supply

Reactor/inductor

Breakers

AC Output

F,nclosures

Transducers

External to Inverter

o Cabling

o Recloser

O Transformer

O Relay

Systems-level

o Configuration (hardware)

o Software (settings, updates)

o Communications
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Data Patterns



1 Key Terms in Data

Single term searches
provide some insight

Combinations of
words would be more
informative
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Topic Modeling

lirLatent Dirichle
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1 4 Topic Frequency
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I Failure Patterns: IGBTs
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• Within 9 years, almost all sites experience an IGBT
failure

• IGBT failures are less prevalent in string inverters
than central inverters
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16 I Temporal Variations: Ground Faults/Breaker Trips
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Geographical Variations: Ground Faults/Breaker Trips
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Geographical Variations: Cooling Systems
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I Ongoing work

Are these patterns consistent with your experiences?

Kvaluate correlations between topics

Continued discussions standardization is needed (for analysis, for reporting)

Welcome to join our quarterly working group!
Cluster Dendrogram
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Thank you for your time!

Thushara Gunda

tgunda@sandia.gov


