Ultrafast formation of domain walls of a charge density wave in SmTe;
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We study ultrafast x-ray diffraction on the charge density wave (CDW) of SmTes using an x-ray
free electron laser. The high momentum and time resolution afforded by the x-ray laser enabled
capturing fine wavevector and time dependent features of the CDW that originate from fast (in time)
and sharp (in real space) variations of the CDW lattice distortion, which we attribute to an inversion
of the order parameter. These domain inversions occur near the surface and are caused by the short
penetration depth of the near-infrared pump with wavelength centered at 800 nm, resulting in CDW
domain walls perpendicular to the sample surface. These domain walls break the CDW long range
order on the scale of the x-ray probe depth, controlled experimentally by the x-ray incidence angle,
and suppress the diffraction intensity of the CDW for times much longer than the ~ 1 ps recovery
of the electronic gap observed in time and angle-resolved photoemission spectroscopy (trARPES).
We model the spatial and temporal dependence of the order parameter using a simple Ginzburg-
Landau model with all the parameters obtained from the published literature. We find reasonable
agreement between the calculated and measured diffraction across the momentum, time, fluence
and incidence angle dependence without adjusting any parameters. We reconstruct the spatial and
temporal dependence of the lattice order parameter and find that at long times, depending on the

pump fluence, multiple domain walls remain at distances of few nm from the surface.

A fast quench through a critical point produces topo-
logical defects separating domains with distinct values of
the order parameter [IH3]. At much faster timescales,
topological defects can be created in condensed matter
systems with a spontaneously broken symmetry by ul-
trafast laser pulses [4H6]. Fine control over these defects
could provide a route to reach thermodynamically in-
accessible [7THI] or topologically inequivalent states [10],
enabling novel forms of control of quantum phases [11],
But imaging the defects as they are produced by ultra-
fast pulses is a daunting challenge. Here we use high-
resolution x-ray diffraction at the Linac Coherent Light
Source (LCLS) XFEL to resolve fine momentum depen-
dent features in the dynamics of the CDW Bragg peak
of SmTe;s indicative of inhomogeneous variations in the
CDW lattice distortion. We find that inhomogeneous
photoexcitation due to the finite penetration depth of the
femtosecond, near-IR pump flips the CDW amplitude at
the surface, resulting in inequivalent regions separated by
domain walls perpendicular to the sample normal. With
the help of a simple model, we infer semi-quantitatively
the coherent evolution of the spatially-dependent order
parameter. The fine time resolution allows us to observe
the production and stabilization of one, two, and three
domain walls, depending on the excitation fluence. The
scattering from inequivalent domains result in destruc-

tive interference at the CDW diffraction, suppressing and
broadening the Bragg peaks for up to nanoseconds[I2],
even though the electronic order measured by trARPES
establishes much earlier[5], [13]. This result highlights the
difference between surface and bulk probes, and clarifies
the origin of the surprisingly large discrepancy in the re-
covery timescales observed by diffraction[s], 14} [I5] and
time-resolved photoemission spectroscopy [Bl, [13], [16] [17].

We focus on the CDW in SmTes with ordering
wavevector (0,0,¢) rlu (reciprocal lattice units) with
q ~ 2/7 (see structure in Fig. [Th), which develops at
T < T. =416 K. The RTes (R is a rare-earth ion) class
of layered materials has recently attracted attention as a
model system to investigate the dynamics of symmetry-
breaking phase transitions [4, [5l O] 12, 14, 15]. An in-
triguing puzzle of their ultrafast dynamics is the large
discrepancy between the recovery of the electronic CDW
gap observed in time-resolved angle resolved photoemis-
sion (trARPES), of order 1 ps [B, 13| [I6] I7], and the
recovery of the CDW diffraction peaks [5l [I4, [15] of or-
der nanoseconds [12]. The interpretation given in [5] is
that the amplitude of the CDW recovers in ~ 1 ps but
the long-range order probed by diffraction is destroyed
by phase modes. Our observations are consistent with
this interpretation, but the initial loss of Bragg inten-
sity is due to the inversion of the CDW amplitude (a 7
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FIG. 1. (a) The crystal structure of SmTes without the CDW distortion. (b) geometry of the experiment and a representative
snapshot of the inhomoegeneous CDW distortion, ¥(y,t) (see text for details). (c) Detector image (loglO intensity scale) of
the (2,2,1 — q) CDW peak at room temperature taken at grazing incidence angle of a = 0.3 deg. We define q; = (0, ¢;,0)
parallel to the sample normal (b-axis) and q. = ¢, (0.75,0,0.66), in the plane of the sample surface. (d) profiles of the peak for
representative delays along the dashed green lines in (c) for incident fluence of 1 mJ/cm?. (e) contour plot of g(q” ,t) defined in
the text at wavevectors marked by the dashed line in (c). (f) individual traces of (e) evenly-spaced between g = —0.013 nm™"
(bottom trace) and g = 0.02 nm~" (top trace), displaced vertically for clarity. (g) and (h) Calculated S(g|,t) from the model
in the text at the same wavevectors as in (e) and (f), respectively for n = 2. The traces for ¢y = 0 in (f) and (h) are indicated

with a thicker line.

phase shift) near the sample surface, produced by the
strong inhomogeneous absorption of the pump pulse [4].
We emphasize that such discrepancy between the CDW
order at the surface probed by trARPES and the CDW
order in the bulk probed by diffraction [5] is not unique
to this material system[I8] suggesting that the ultrafast
dynamics of CDW orders in strongly optically-absorbing
materials may, in general, be more subtle than an aver-
age “melting” of a CDW order into the high symmetry
phase. Clearly, better visualization of how these defects
are created and decay will clarify their topological sta-
bility and will yield new insight into how they stabilize
other degrees of freedom [9] 19} [20].

Room temperature experiments using 9.5 keV x-ray
pulses were carried out at the X-ray Pump-Probe (XPP)
station at the LCLS [2I]. Grazing incidence diffraction
(Fig. [1f (b)) with 0.3 < o < 0.5 deg, where « is the angle
between the incident x-ray beam and the sample surface,
was used to limit the x-ray penetration depth to yy <
50 nm. (additional details in Supplemental Material [22]
and in Ref. [14]).

Figure shows a static image of the (2,2,1—¢) CDW
sideband (log;y scale). This CDW peak is mostly in-
plane, the vertical direction on the image is nearly along

the b axis, thus we define q = (0,¢,0), the relative
wavevector offset from the nominal (2,2, 1— q) reflection.
Similarly, the horizontal detector direction relative to the
nominal (2,2, 1—q) reflectionisq; = ¢, x(0.75, 0, 0.66).
The peak is elongated in the b direction even before
the pump strikes, a signature that the correlation length
along the b-axis is shorter than in the a — ¢ plane [23].
Fig. Ep shows the ¢ dependence of the peak for repre-
sentative delays at wavevectors along the widest part of
the peak, indicated by the dashed line in Fig. [Ik. There
is a slight shift in the peak in q , either due to a change
in magnitude or direction of the wavevector [24] (Sup-
plemental Material [22]). The incident excitation fluence
for these data was 1 mJ/cm? [14]. The fine structure of
the peaks in Fig. is likely due to preexisting domains
deep beneath the surface, which do not seem affected by
the pump. Since the total intensity is almost completely
suppressed by the pump, the traces for ¢t > 0 are scaled as
indicated in the figure to increase visibility. Fig.[Id shows
changes to the peak shape as well as intensity, particu-
larly between 0 < ¢t < 0.4 ps, which seems to recover at
t > 0.65 ps albeit with a much lower intensity (see scaling
factors in Fig. [Id). To better visualize the dynamics we
normalize the q) profiles to the average at ¢ < —0.1 ps



(indistinguishable from the unpumped profile). In Fig.
we show a color intensity plot of the normalized struc-
ture factor g(qu,t) = S(q,t)/S(q),t < 0) for the same
wavevectors as in (d) and in Fig. [1f we plot representative
intensity-vs-time traces of the same data. The normal-
ization of S (g,t) removes the static modulation of the
peak and brings out the time-dependent changes as can
clearly be seen in (e) and (f). At ¢ &~ 0 ps the intensity
is almost completely suppressed followed by a peak in
g(q”,t) at t = 0.4 ps for wavevectors || > 0.005 nm™*,
and a slow increase of the intensity for these wavevectors
at later times. Since S is normalized, this indicates a
sudden increase in the width of the diffraction peak at
~ 0.4 ps that partially relaxes back and changes slowly
after ¢ > 0.5 ps. This broadening of the peak is a signa-
ture of inhomogeneous dynamics in the CDW lattice dis-
tortion. Furthermore, the two dips where S~0at~02
and 0.5 ps in the time traces in Fig. [I| (e-f) are points
where the CDW amplitude vanishes (averaged over the
probe volume), while the sharp bump at 0.3 ps appears
because the CDW amplitude flips sign. Similar observa-
tions of an overshoot of the order parameter were made
in Refs. [I4] 25]. All these taken together indicate that
the order parameter must have one or more phase flips
along the y direction after ~ 1 ps.

(@) (b) (c)

vV 1
0ps !
0.5
-0 0 =

— L 0

\Y 0.2
1 0.4 ps 1
C 0 0 B 0.1

/
< = ==

! 0.7 ps ! v
FAQT ]y
-1 (-1 —_— 0
1 4ps 1 y
-0 0 S 7-; 0.2
VN, ¢
-1 -1 2,
0 10 20 30 40 40 1 5 0 6
y (nm) g q (102 nm")
FIG. 2. (d) Solid lines show V(¥ (y,t)) and the correspond-

ing value of U(y,t) at delays shown in (c) for y = 0 (pur-
ple dot) and y = 13 nm (green dot), also indicated in (c).
(e) Structure factor S(g),t) produced by the corresponding
V(y,t) shown on (c). g is the wavevector parallel to y with
q) = 0 the nominal CDW Bragg condition. The shaded area
indicates the range of wavevectors probed in the experiment.

To illustrate the creation of domain walls and their sig-
natures in the diffraction intensity, we consider a minimal

one-dimensional model with a real-valued order parame-
ter W(y,t), which represents the CDW lattice distortion
in SmTez. While phase fluctuations are expected in this
incommensurate CDW, they take time to develop and
do not affect the initial dynamics. Here, y is the di-
rection perpendicular to the sample surface, as shown
schematically in Fig. [Th-b. A 7 phase shift in ¥ repre-
sents a reversal of the amplitude of the CDW distortion
propagating along the y axis (Fig. [Th-b). We consider
a spatially- and temporally-dependent Ginzburg-Landau
potential [4 [25] [26]

V) = r(y IO + Sl VIR (1)

where the third term accounts for the strain energy of a
spatially-inhomogeneous configuration [27]. Here r = —1
and ¥ = £1 (r > 0 and ¥ = 0) correspond to the
CDW ordered (disordered) phase and £ = 1.2 nm is
the coherence length [4]. The coefficient r(y,t > 0) =
ne~t/Te=¥/¥» — 1 represents the sudden photoexcitation
on the potential energy, with 7 = 1 ps and 7 propor-
tional to the pump fluence [4, 14} 25]. Importantly, r(y, t)
is spatially inhomogeneous due to the finite penetration
depth of the pump, y, = 20 nm. As we will show next,
for sufficiently high excitation, r > 0 near the surface,
and ¥ can transiently be reversed producing alternating
regions with U = +1 (Fig. [2h). When the electronic ex-
citation recovers quickly, i.e. when 7 is fast compared
with the dynamics, the inhomogeneities in ¥ are frozen
leaving behind domain walls.

We integrate the equation of motion derived from the
potential in Eq. numerically [22]. Fig. shows
U(y,t) (blue curve, right axis) and r(y,t) (red curve,
left axis) at representative times for n = 2 (see Supple-
mental Movies [22]). Fig. [2b shows the potential V(y,t)
for two representative depths, y = 0 (purple curve) and
y = 13 nm (green curve). Initially, r(y = 0,t = 0) =1
and the potential is strongly harmonic at y = 0 (purple
line in (b)) and ¥(y = 0,¢) acquires significant potential
energy, (purple dot). On the other hand, at y = 13 nm,
r = 0, the potential is mostly quartic (green curve) and
¥ has less potential energy (green dot). At ¢t = 0.4 ps
the order parameter has reversed from the initial ¥ = —1
to ¥ > 0 for y S 20 nm, while the potential is recover-
ing towards the initial double-well with » = —1 (a). At
t = 0.4 ps the potential at y = 13 nm has recovered
the double-well structure (green curve in Fig. ) and ¥
does not have sufficient kinetic energy to cross the barrier
back to the negative side. In contrast, the potential near
the surface has not developed the double-well structure
yet (purple trace at t = 0.4 ps) and also ¥ has enough
energy to complete a second flip back to the ¥ = —1
side. At ¢t = 0.7 ps the double well starts to develop also
at the surface, eventually freezing the order parameter
in the ¥ = —1 side at the surface. Finally at ¢ = 4 ps,
r = —1 everywhere and ¥ freezes with two domain walls.



The number of final domain walls depends on the ini-
tial strength of the excitation, . As shown here, n ~ 2
produces two domain walls; for n ~ 1 only one domain
wall forms, and for n < 1 no defects form since r < 0
everywhere in this case. Finally, the observed diffraction
intensity is proportional to the CDW structure factor

[e's) 2
s<qu,t>=| [ wtemenay) )

where g is the wavevector along y and yp is the x-ray
penetration depth at grazing incidence [22]. Fig. 2 shows
a drastic decrease of S(gj,t) at the nominal CDW Bragg
condition, g = 0, but it also broadens suddenly at 0.4 ps,
demonstrated by the strong shoulders away from ¢ =
0. While the peak shape recovers slightly, it remains
distorted and suppressed at times t > 4 ps.

We use the 1D model described above as qualitative
guide to understand the features observed in S(qH,t).

Fig. ; and show the simulated g(q”,t) over the
same wavevectors as in (e) and (f) with yg = 14 nm and
n = 2 corresponding to an incident fluence of 1 mJ/cm?
in the experiment [14] [22]. The qualitative agreement is
remarkable: a peak at wavevectors |g;| > 0.005 nm~*
at t ~ 0.4 ps, and later a slow, gradual increase of the
normalized intensity at high wavevectors. A few repre-
sentative snapshots of ¥(y, t) are shown in Fig. , with
the final configuration at ¢ = 4 ps containing two do-
main walls at ¥y ~ 5 nm and y ~ 15 nm. Although do-
main walls are not topologically stable in an incommen-
surate CDW (they are destroyed by phase fluctuations),
in SmTes they seem fairly robust and exist for up to
ns after the pump [12] [I5]. The suppression of the Bragg
peak intensity in Fig.[I} a measure of the CDW long range
order, is a consequence of the destructive interference be-
tween the x-rays scattered from domains with opposite
sign of ¥. This explains why the diffraction intensity is
suppressed for much longer [12], T4} [T5] than the recovery
of the electronic order at the surface, which affects the
measured CDW gap [5], the optical reflectivity [14], 28]
and the coefficient r(y,t) in the potential energy. We
emphasize that the domain walls lie at y ~ 5 nm and
y ~ 15 nm, and are likely to be present in ultrafast elec-
tron diffraction experiments [5, [0, [12] on samples thicker
than the optical penetration depth ¥, ~ 20 nm.

We now turn to the fluence dependence of S (q,1),
summarized in Fig. [3[for the (1,7,q) CDW peak mea-
sured at an incidence angle of @ = 0.5 deg (a-¢), and the
corresponding simulation (f-j). The traces correspond to
wavevectors separated by 1.49 x 1073 nm™! along the
vertical direction on the detector and are displaced ver-
tically for clarity. These wavevectors have a small pro-
jection in the a-c plane since (1,7, ¢) has a larger out-of-
plane component. We find good qualitative agreement
between the model and the experimental data. In partic-
ular, the peaks at ¢t < 0.5 ps for the top traces away from

the nominal Bragg condition are well reproduced over all
the fluences > 0.5 mJ/cm? (a-c) and (f - h). Importantly,
this peak does not appear for fluences < 0.5 mJ/cm? (d
and e) which agrees with the simulation for n <1 (i and
j). For n =1, r(0,0) = 0, a regime associated with dy-
namical slowing down [29], thus ¥ has a small kinetic
energy and flips only once, producing a single domain
wall. The overall intensity is suppressed by the domain
wall, but there is no bump at 0.4 ps. Finally, no domain
wall are produced for lower excitation n < 1 (e and j). In
this case, the intensity recovers within a ps after a short,
nearly harmonic transient due to the coherent dynamics
of the amplitude mode of the CDW [14], [T6, 17}, 28], 30}, 3T].

The contour plots in Figure 4] show the calculated dy-
namics of U(y,t) for excitations of n =8, 4, 2, 1 and 0.5
(a-e) matching those of Fig. Blue (red) corresponds
to ¥ < 0 (¥ > 0). For n > 1 the dynamics produces
one (d), two (b-c) or three (a) domain walls, whose lo-
cations along the depth (vertical axis) depend on 7. At
17 = 0.5 not only does ¥(y,t) not flip to ¥ > 0, but it
behaves as a nearly-harmonic oscillator whose frequency
is slightly chirped with longer period near the surface,
which recovers to the equilibrium ¥ = —1 in less than 4
ps (Fig. [4g). In the limit of small 7, ¥(y,t) is harmonic
around the initial potential minimum and the dynamics
of the CDW peaks reflect the coherent dynamics of the
amplitude mode of the CDW [I4]. Finally, for n = 8
and n = 4 (Fig. [fp and [ib), r(0,t) > 0 for 0 < ¢ < 2
ps, and the potential at the surface, y = 0, is quadratic
for sufficiently long time that ¥U(y = 0,¢) can perform
several harmonic oscillations around the quadratic po-
tential with r(0,¢) > 0 (with minimum at ¥ = 0) as can
be seen in Fig. [4h and b near the surface (y = 0) and
for ¢t < 2 ps. This motion results in low-frequency oscilla-
tions in the diffraction data at 0 < ¢ < 2 ps, most clearly
seen at o = 0.4 deg [22].

Using ultrafast x-ray diffraction with an XFEL, we
showed how photoexcitation generates non-trivial con-
figurations of the order parameter in a charge ordered
system in the form of domain walls propagating perpen-
dicular to the sample surface. These domain walls break
the CDW long range order and suppress the diffraction
intensity of the CDW for times much longer than the re-
covery of the electronic gap at the surface. These features
are produced and measured stroboscopically over multi-
ple repetitions of pump-probe pulses and must therefore
be generated in a deterministic manner. This ability to
produce defects on demand and to image their dynamics
will provide a more complete picture of the competition
between the nearly degenerate c- and a-axis orders in
RTes, which can be lifted by photoexcitation [9], and
may pave the way towards better understanding of other
coupled broken symmetries in the RTes system [19] and
other systems with competing orders [20], 31].

Preliminary x-ray characterization was performed at
BL7-2 at the Stanford Synchrotron Radiation Light-
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FIG. 3. (a-e), Dynamics of the (1,7,q) peak at incident fluences of 4, 2, 1, 0.5 and 0.25 mJ/cm?. (f-j), Simulation of S’(qu,t)
for n =8, 4, 2, 1 and 0.5, corresponding to experimental panels (a-e), respectively. All the experimental traces were taken with
an x-ray incidence angle of 0.5 deg. The wavevector for the nominal Bragg condition is indicated with a thick line and the
traces are separated by 1.49 x 1073 nm~! and have been displaced vertically for clarity. The spurious spike at 1.8 ps in (d) is
due to a glitch in the x-ray source.
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FIG. 4. (a-e) contour plots of ¥(y,t) for n =8, 4, 2, 1 and 0.5 (a-e), respectively. The color scale for (a-d) is shown in (d).
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