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The increased bandwidth and lower latencies associated with distributed 5G devices will
enable scientific sensor and feedback networks that yield unprecedented data acquisition
and control of experiments. In addition, to the 5G enabled devices, these networks will
contain a hierarchy of computational devices, from edge compute to large scale HPC poten-
tially coupled by line of sight fast 5G transfer. These computational resources present the
intriguing possibility of achieving real time data analysis coupled to control of streaming
data sources.
The edge computational resources will enable local fast (millisecond) analysis of stream-

ing data using edge computing. This analysis is two-fold, first a data reduction algorithm
consolidating multiple streaming sources to ship to larger HPC capabilities over the fast
line-of-sight 5G wireless transfer for storage or further computation. The second task will
incorporate newly acquired data into machine learning models that provide the oppor-
tunity for realtime local analysis and feedback for control of the end-point 5G devices.
Multiple edge accelerators will be required to integrate and control the high spatial device
density possible (a million per square kilometer!). The role of HPC computing in this
architecture is then to integrate and coordinate the whole network using the edge devices
as the mediator to the 5G end-points. The HPC resource is the only architecture to have
the computational horsepower to deliver the type of analysis and control required for the
whole network. Holistically, this multi-layered network will provide milli-to-second time
scale robust local control and analysis through the edge, while global integration revolves
around the HPC hub and is delivered on the time scales of seconds to tens of seconds.

This vision will require substantial algorithmic advances that will mirror the heteroge-
neous hierarchy of data sources and analysis capabilities. At the level of the edge, new
algorithms capable of compressing multiple 0(100Mbps) streams of data from the 5G de-
vices will be required. Further consolidation, of these streams into a coherent local model
will be required for effective control. All of this must occur quickly enough to take ad-
vantage of the short latencies enjoyed by the 5G network. This suggest that previously
trained machine learning algorithms will be used to guarantee performance. A similar
problem exits at the HPC level, where multiple faster streams on the order of 1 Gbps must
be integrated and analyzed. However, at this level the resources will be substantial enough
to improve on the machine learning model through additional training.
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One approach to doing this is to have the HPC resource train a hierarchy of models. This
has two benefits, first the high resolution machine learning model on the HPC machine
can be accelerated by using parallel multigrid algorithms that achieve scalability through a
coarse (or reduced) problem. Second, the reduced problem itself could be directly utilized
at the edge thus using the multigrid algorithm to naturally integrate all the disparate
streams of data. The groundwork for this kind of algorithmic architecture has already
been laid in the machine learning community in the form of "cascade learnine [1, 2] and
in the multigrid community in the form of layer-parallel training [3]. Further innovations
arising in the computational neuroscience community like "local learnine [4] may enable
incorporation of new data directly on the edge devices, with transfers back to the HPC
platforms providing a feedback loop to realize global integration of recent data throughout
the network.
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