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Introduction:

Evaluating candidate biofuels can often be an expensive process, from the
synthesis and production of the fuel to specialized engine testing and
environmental screening. As a result, in-silico screening of molecules based on
chemical and fuel properties is an essential step in the biofuels research process.
Chemical kinetics simulations are computationally expensive, often taking
thousands of computer hours to screen a single compound. Existing machine
learning (ML) models are fastet, but due to limited data are often inaccurate and
imprecise. Here we propose better feature selection via causal inference
modeling in order to improve existing ML. models for various fuel properties.

Molecular descriptors are often used 1in quantitative structure-activity
relationship (QSAR) models as digital representations of molecular structure.
The 1nﬁn1te number of possible permutations of elemental composition and
intramolecular connectivity results in an overwhelmingly vast feature space, and
as a result, slow training times and poor predictive performance. As shown in
Figure 1 below, these descriptors can often be very abstract or very specific, with
any given set of molecular descriptors containing hundreds or thousands of
possible substructures.

Abstract

Figure 1: Examples of molecular descriptors

The existing binary classification models for research octane number (RON),
motor octane number (MON), and octane sensitivity (OS) utilize these
molecular descriptors and are good at predicting whether a molecule will have
high or low RON/MON/OS, but fail to predict precise and accurate metrics.
Our hypothesis is that we can improve model performance by selectively
including only relevant and important features. In other words, “which
molecular substructures cause a given fuel metric to go up or down?”

Methods:

In order to evaluate causal inference (CI) as a means for feature reduction, we
compared it to other common methods for evaluating feature importance:

O Spearman correlation coetticient

o Fuclidean distance (when feature is included vs omitted)
o Gini importance (provided by the random forest model)
o Local Interpretable Model-agnostic Explainer (LIME)!?]

Causal effects were estimated using DoWhyPl, a python library for causal

inference based on Judea Pearl’s do-calculus. Specifically, the linear regression
(CILR) and propensity score stratification (CIPSS) estimators were used for
this study.

Figure 2: Feature map — correlation vs causality
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Fach metric produced a different ranking of feature importances. Using these
rankings, we added features one-by-one to the machine learning models and
quantified model performance using the root mean squared error (RMSE). The
regression models used for comparison in this experiment were X(GBoost
regressors with fairly standard parameters (100 estimators, max depth of 3).

Results:

RMSE Range # Features (80% Weight)

Ranking

Method RON

15.48 - 6.31

MON OS
13.59 - 6.27

RON MON OS
7.84 - 4.50 237 213

CILR

CIPSS 11.67 - 7.84 10.63 - 6.01 7.63 - 4.69 28 34

Euclidean 16.97 - 7.40 17.70 - 6.95 8.96 - 4.60

Gint 17.42 - 8.19 16.90 - 6.75 8.11-4.97

LIME 16.47 - 8.10 14.94 - 6.68 8.03 - 4.66

11.24 - 7.97 12.84 - 5.94 8.59 - 4.53
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Figure 3: Original BiocompoundML (RON) classifier and regressors with and without filter
reduction (CIPSS).

Conclusions:

The generally low RMSE when few features are considered (upper bound) tells
us that CIPSS and LIME are some of the best metrics at identifying the most
important features, but the failure to reach the minimum RMSE with all features
of non-zero importance tells us that they fail to consider all relevant features.
Model results with and without feature reduction (Figure 3) clearly demonstrate
the importance of feature reduction as a preliminary step for all QSAR models.
That being said, it is important to note that feature selection is by no means an
alternative for hypertuning of ML model parameters.

The new ML models for RON and MON have an approximate error of *10 in

our test set and can now be used to tentatively screen molecules in-silico.
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