SAND2020- 1307PE

Improving the Scalability and

Performance of the Sandia I/O
Software Stack

ACS Meeting, LLNL, February 24-27

Gregory Sjaardema, Engineering Sciences Center, SNL

Sjaardema February 2020 SAND2020-???? C






3 | Exodus History

Y-MP with eight vector processors,
6 ns clock cycle time (167 MHz).

> Genesis 1986, Exodus 1987 ?;g n;;gaﬂogsl ;e;l grcz;cse;;or:.
y or (o) .

o fortran-unformatted read/write files

> Exodus II 1992

° device-independent, random access database. Based on NetCDF

o Exodus now refers to the Exodus 11 version

> Single format used by all Sandia Finite Element Codes

° Used externally by National Labs, Universities, and Commercial
companies

> Nodes, Homogenous Element Blocks, NodeSets, Sidesets

o Transient Data on Nodes and Elements.

> SEACAS: A Suite of mesh generation, preprocessing, postprocessing,
visualization, and translation tools developed to generate and modify
exodus files. 4 MB memory board for the VAX 8600

°> Backward Compatibility Essential
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/O Subsystem — 1OSS Library

o Started as the IO component of the Sierra project — 12/1999

° Provide a database-independent interface to applications
° (Exodus, CGNS, SAE, XDME, ADIOS2, ....)

° Also functions as a “pseudo-C++ API” for exod | 1085

° Supports Advanced HPC Capabilities: | CGNGS | Ewodes
> Kokkos Data |
° Burst Buffer

> Data Warehouse (FAODEL)
° Embedded Visualization

° Auto-decomposition
° Replaces legacy file-per-processor mode
o Uses either HDF5 or PnetCDF for parallel input
> Uses decomposition methods in Zoltan and ParMETIS
° Supports Exodus and CGNS (Structured and Unstructured)

° Auto-join (single file output) option
> Uses HDF5 or PnetCDF for parallel output
o Scalability issues.... Being addressed.
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‘Aso consider the folowing salutons avalabe fom
the Cubit Command Panel

Intersect
Bociesn peraion to tersect overiappng
volumes.

Tweak Surface
Adyst asuface bcaton to avoid overlp,
Hore Information Done

CLBIT> set musveep off
Sournsied Conmand: set mtsnesp off

las> =l

Command /\_Bror J\ sty

Working Directory: C:/Program Fles/CUBIT 131 664)

Complexity




Exodus Evolution -- Capacity

> Original: ~34 Million Nodes/Elements (~NetCDF-2.3.X, CDF1) "~ ~
1 EFlop/s
100 PFlop/s ..o‘....' 5
o 2004: ~500 Million Nodes/Elements (NetCDF-3.6.0, CDF2) p— o e’ |
° Internal changes to exodus format to reduce dataset sizes, new NetCDF variant 1 PFlopis ..o".- B rald
g 100 TFlopls ..0‘.. A -
£ o'. »
114 2 1 op/s ". <
o 2008: 2.1 Billion Nodes/Elements (NetCDF-4, HDF5 based) g T et
1 TFlopls ®® asa mrL
) L 100 GFlopls 424%™ s
° 2012: 64-bit Integer changes »? Billion Nodes/Elements sE .
1 GFlop/s Z @ =
’ 2017 NCtCDF—451 RS 1995 2000 2005 2010 2015 2020

> No NetCDF modifications required for use with Exodus

° NC_MAX_DIMS, NC_MAX_VARS modifications no longer required
° Can build exodus using a system-installed NetCDF library

° Can pull and build from NetCDF repository with no modifications

> Backward Compatibility Essential

Sjaardema, LLNL, February 2020 SAND2020-???? C



E);cIdus Evolution — Capability 2 Complexity

Capability:
> Named blocks, sets, attributes, and maps
o Transient variables on all blocks and sets
° “unlimited” string size replaced fixed 32 character limit

° Full topology support (Element->Face->Edge->Node)

o Arbitrary Polyhedral element support o,

> Compression

o Assemblies

> Blobs

> Entity Attributes (Key-Value pairs)

o Reduction Variables
o Thread-Safe
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Exodus Evolution -- Complexity

1,044 blocks,

— 8,192 element block model 12 element variables/block:
m-mm I applied your patch and committed it to
Total Execution 36,329,205,355  6,842,180,452 the CTH soorce.
NC3_inqg_dimid 14,114,692,688 1,418,784 ~10,000 Without the patch a test calculation took
~25minutes.
get_element_block 3,318,934,624 422,122,570 7.9
With th h th Iculati k
NC3_def_dim 1,077,126,927 1,443,169 ~750 kel bl
NC3_inq_varid 712,439,902 2,064,893 ~345 _ _
This is a huge improvement!
write_meta_data 3,540,642,840 639,142,440 55
Reduced io_shell time (read/write)
2176 element variable mesh:
Combination of before fix: 10m32.052s
--- internal NetCDF changes s S

--- application usage changes

Can reduce time by an additional~25% -- 40%
Some easy, some will need some convincing
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Evolution -- Parallel Scalability

2 Billion Elements
Sequoia
Lustre Filesystem

1000000
100000 == Execution - Old

8
Z 10000
o . .
i Large model being run on Sequoia
~ . . 113 . . = bh
Y o Application reported “analysis is hanging
= Ran same mesh in simulator with tracing enabled to
O . .
z determine what was happening
Y 100
& Initial results looked promising...

10

|

64 256 1,024
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Parallel Scalability

2 Billion Elements
Sequoia
Lustre Filesystem

1000000
=3¢ Execution - Old ,
. . . ,27 Week
— ° Added option to use new HDF5 collective metadata option ¢
—s&Open - Old > Additional performance improvements, Day
2 o parallel fixes,
= 10000 > code cleanups
¥
Q Hour
3
= 1000
Z
0
l_
-
é 100
i Minute
10
|
64 256 1,024 4,096 16,384 65,536 262,144
PROCESSOR COUNT

A supercomputer is a device for turning compute-bound problems into 1/O-bound problems
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Parallel Scalability

2 Billion Elements
Sequoia
Lustre Filesystem

1000000 —&— Execution - New
=3¢= Execution - Old ) : ) ,/ Week
" ¢ Added option to use new HDF5 collective metadata option ,»
—&=Open - Old : . .
> Additional performance improvements, Day

g\ e==¢==COpen - New & parallel fixes,
= 10000 > code cleanups
S
) > Work closely with NetCDF developers Hour
Z o ° Working with HDF5 —
o o flush, truncate, open scalability issues
0 /
—
D
é 100
i Minute

64 256 1,024 4,096 16,384 65,536 262,144
PROCESSOR COUNT

A supercomputer is a device for turning compute-bound problems into I/O-bound problems
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Input/Output performance improvements
2 I CGNS Structured Mesh

100000
—+—Baseline Day
10000 —8—Add MetaData BCast
—&—Improved N->1
1000 —4&—File-per-Processor (fpp) Hour
—+—MPI_BCast()
—e—Serial Reference
100 /
0 Minute
©
S 10
Y]
a
N
s 1
2 Second
L d
3
g 0.1
'jj .
0.01 | ,
— = |
0.001
32 128 512 MPI Ranks 2,048 8,192 32,768
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Input/Output performance improvements — Large Model
? ¥ CGNS Structured Mesh

100000
—%-Haseling Recipe for Success...

10000 4 =s=impraoved N->|  Test on representative models i
—e—Improved, Striped * Use simulator for faster trials
—e—File-per-Processor (fpp) * Instrument/Trace/Profile

1000 - Serial Reference * Collaborate with TPL Developers
/ * Test hypotheses
* Retest

100 - Improvements: . * Verify on different models
/ * 2 to 3 orders of magnitude o o

* Verify in actual application
* ol SEEoNe s * Productionize / Stabilize

~ + Competitive with FPP

W4

Execution Time (seconds)

10 - ’.—’ — —e— L . * Repeat...
* Additional speedups (stripe, ...) P _— e
»\.__./'
|
o.1 MPI Ranks
32 64 128 256 512 1024 2048 4096 8192 16384
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Exldus speedups... Exodus format file in NetCDF-4 (HDF5) format
* 64-bit integers, 64-bit doubles
- * 48.3 Gbyte file

* 390 Million finite element nodes
e 49 Million 27-node hexahedral elements

° | fima ctan with R variahlac nar nada
Significant Speedup Realized
100 * NetCDF PRI1570, merged for next release.

~=. __* Uses existing API function
 Still slower than FPP by >2X; more profiling needed

M  Output file stripe count = 36

Run on “serrano” CTS-1 system
* 2.1 GHz processors
* Dual sockets with |8 cores each
* Intel Broadwell® E5-2695 v4
* ~[.2TFLOPs per node
, * 128 GB RAM per node (3.55 GB per core)
. o 128 #¢ ¢ Intel Omni-Path high speed interconnect

Execution Time (seconds)

o
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Summary

Significant Improvements are possible; even in production code

Recipe for Success...

* Test on representative models

* Test at or beyond expected scale
* Use simulator for faster trials

* Instrument/Trace/Profile o
* Collaborate with TPL Developers g s g A

(Faster)

( Better)
Product

* Test hypotheses

. . Backward Compatibility
* Question assumptions

Essential

Hyrum's Law
* Retest An observation on Software Engineering

. . i i H T Bl:ldl_:cl
" Verlfy on dlfferent mo d eIs Put succinctly, the observation is this: Y ..
¢ Verify in actual application With a sufficient number of users of an AP,

o . e o it does not matter what you promise in the contract,
Productionize / Stabilize all observable behaviors of your system

° Repeat. . will be depended on by somebody.

(Faster)
Schedule (Better)
. Product

* NO Code is sacred; examine all levels AT
(c) Qualitatively improved decision space

A supercomputer is a device for turning compute-bound problems into I/O-bound problems Lakos, Large-Scale C++
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EI;( dus Evolution — Parallel

Original workflow -- file-per-processor [~1998]
° External tools to split to parallel and join from parallel

> Extension library “nemesis” provide parallel data structures
> Fach “processor” file is valid exodus file. 100% § -
80%
Exodus becomes “parallel-aware” &

|| Clusters
. . . . m'
° Can support auto-decomposition and auto-join - I II -ll
. ) ) Single
> Added several “partial” read/write functions oe I

> Nemesis Embedded in Exodus (ne_? Changed to ex_?)

> PNetCDF and HDF5 provide parallel 1O capabilities
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Parallel Scalability -- Autojoin

300
\|34 Million Elements, rzuseq

NN
o
o

—8— Compose —@—FPP
Improving parallel scalability of auto-join (single file output)
o Patch NetCDF/HDF5 to avoid unneeded data access (PR 330)

> Code review of Joss “autojoin” routines - -

Execution Time (sec)
&
o

Processor Count

Preliminary results look promising, more to do:

. 3 8 32 128 512 2048 8192 32768
o
Darshan Profiling G00G | , e ,
. —@&— Fill - Redefine ..
> MPI Profiling —e—Fill - Elapsed Compose Timing
. 00 |—®—NofFill - Redefine
> MPI-IO Tuning B0 e NOFill - Elapsed

° Filesystem Tuning
Working with HDF5 —

°  Flush, truncate, close scalability issues

00

Execution Time, seco
=)

0.1 '
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