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ABSTRACT

The U.S. Nuclear Regulatory Commission (NRC) has interacted with vendors pursuing the
commercialization of microreactors (< 10 MWth). It is envisioned that microreactors could be
assembled and fueled in a factory and shipped to a site. Many of the sites are expected to be remote
locations requiring off-grid power or in some cases military bases. However, before this new class of
nuclear reactor can be fully developed and implemented by designers, an effort must be made to
explore the technical issues and provide reasonable assurance to the public regarding health and
safety impacts centered on various technical issues. Prior works have examined many of these issues.

One issue not yet fully explored is the possible change in role of the operations and support
personnel. Due to the passive safety features of microreactors and their low level of nuclear material,
the microreactor facilities may automate more functions and rely on inherent safety features more
than its predecessor nuclear power plants. In some instances, human operators may not be located
onsite and may instead be operating or monitoring the facility from a remote location. Some designs
also call for operators to supervise and control multiple microreactors from the control room.

This report explores the issues around reduced staffmg of microreactors, highlights the historical
safety functions associated with human operators, assesses current licensing requirements for
appropriateness to varying levels of personnel support, and describes a recommended regulatory
approach for reviewing the impact of reduced staff to the operation of microreactors. The report
evaluates these issues through an extensive literature survey and Subject Matter Expert interviews.
The literature covers research topics related to Human Factors Engineering as well as regulatory
guidance given by the Nuclear Regulatory Commission.
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ACRONYMS AND DEFINITIONS

Abbreviation Definition

BWXT Babcock & Wilcox Technologies

CFR Code of Federal Regulations

ConOps Concept of Operations

DOT Department of Transportation

EPRI Electric Power Research Institute

FAA Federal Aviation Administration

HABA-MABA Humans Are Better At — Machines Are Better At

HFE Human Factors Engineering

HI-SMUR SMR-160 Holtec Inherently-Safe Modular Underground Reactor

HMI Human-Machine Interface

HRA Human Reliability Analysis

IED Intelligent Electronic Devices

IAEA International Atomic Energy Agency

INCOSE International Council on Systems Engineering

INSAG International Nuclear Safety Group

IP Implementation Plan

ISV Integrated System Validation

LANL Los Alamos National Laboratory

LoA Level of Automation

LWR Light Water Reactor

NASA National Aeronautics and Space Administration

NEI Nuclear Energy Institute

NPM NuScale Power Module

NPP Nuclear Power Plant

NRC Nuclear Regulatory Commission

NREL National Renewable Energy Laboratory

OER Operating Experience Review

PRA Probabilistic Risk Assessment

RO Reactor Operators

SA Situation Awareness

SCADA Supervisory Control and Data Acquisition

SME Subject Matter Expert
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Abbreviation Definition

SMR Small Modular Reactor

SRK Skills, rules, and knowledge-based behaviors

SRP Standard Review Plan

SSC Safety systems, structures, or components

STPA System-Theoretic Process Analysis

UAV Unmanned Aerial Vehicle

UUV Unmanned Underwater Vehicles

W-SMR Westinghouse Small Modular Reactor
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1. INTRODUCTION

1.1. Background

Over the past several years, there has been a significant stakeholder interest in the development and
licensing of non-light water reactors (LWRs). Through this interest, questions surrounding policy
and key technical issues associated with licensing and deploying advanced reactor designs need to be
answered. A subset of advanced reactor designs needing particular attention is microreactors, which
are typically smaller (in physical size, radioactive material inventory, etc.), more reliant on passive or
inherent design features, and most likely to propose significant departures from existing regulatory
requirements and guidance. Specifically, many of these designs seek to use minimal, if any, onsite
human staff. Site operations may include partially or fully autonomous systems.

A passive safety system is one for which there is no reliance on external inputs to achieve the desired
safety function. In a passive safety system, the safety function is achieved through reliance on laws
of nature, material properties, and energy stored within the safety systems, structures, or
components (SSC). Passive safety within microreactor design is intended to ensure that the reactor
will fail-safe and be self-regulating. Additionally, the reactors are expected to be less complex with
less active components. With a passive safety system, a microreactor design would not require
significant human or automation intervention to maintain a safe state. Thus, human and/or
automated tasks may serve as a secondary safety check rather than a primary function to operate the
reactor.

While many of these sites may incorporate autonomous systems, there is no clear defmition
regarding how automation will be used at the various microreactor sites. Further, there's even less
understanding of how humans will be involved in on-site and remote decision-making and tasks.
The design of an autonomous, or partially autonomous, system must be approached with careful
consideration of the goals of the system. The system goals must be defined through careful input by
a variety of stakeholders, including, but not limited to, users, managers, affected members of the
public, and designers. Once the goals are understood, the functions for how those goals are achieved
can be decomposed and allocated to components within the system. Those functions are then
connected with human-driven tasks for how to complete the function. At this stage, a designer must
consider how much they want the human to control in the system versus how much they want the
machine to control. How will the human engage with the system? At the lowest automation level,
the human makes all the decisions with no help from the automation. From there, the machine may
offer recommendations or different decision-paths to help the human with their task. At the highest
level, the machine, including inherent physical characteristics and supporting analog or digital
control systems, decides and executes everything, with no input or supervision from the human.

A key aspect in the design of microreactors is specifying the level of automation within the system
and how much the human will be engaging with that system. For the various levels of automation,
there are critical issues that arise that must be explored within the literature. This report is the
initiation of a discussion into the factors that influence automation within microreactors.

This document:

• explores the issues around reduced staffing of microreactors;

• highlights historical safety functions associated with human operators;
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• assesses current licensing requirements for appropriateness to varying levels of personnel
support; and

• describes a recommended regulatory approach for reviewing the impact of reduced staffmg
to the operation of microreactors.

1.2. Scope

This report provides key insights from research and current regulation to guide the discussion
around automating microreactors. This work does not provide requirements for staffing numbers,
define specific human tasks, or design training. Additionally, the presented work does not establish
new policy definitions or regulation guidance. Instead, guidance from both the human factors
domain and NRC regulations are integrated to establish a common language, key definitions, and to
integrate findings from past research.

The report is organized as follows:

• Section 2 explores the issues around reduced staffing of microreactors through a literature
review of human factors engineering (HFE) topics.

• Section 3 highlights the historical safety functions associated with human operators in a nuclear
power plant (NPP) and assesses the current licensing requirements for NPPs using a
combination of literature and NRC guidance.

• Section 4 overviews the findings of Subject Matter Expert interviews and highlights literature on
current microreactor designs to show how both HFE literature and NRC guidance might
integrate with the new reactor designs.

• Section 5 addresses gaps to applying current methods to microreactor designs by outlining a
proposed recommended regulatory approach for reviewing the impact of reduced staffing to the
operation of microreactors.
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2. HUMAN-SYSTEM INTEGRATION AND AUTONOMY

Human Factors Engineering (HFE) "uses knowledge of human abilities and limitations to design
systems, organizations, jobs, machines, tools, and consumer products for safe, efficient, and
comfortable human use." (Human Factors and Ergonomics Society, n.d.) HFE considers how
humans interact with a system and how system design might impact those interactions. To
adequately integrate HFE considerations, human factors perspectives and analyses must be included
early in the design process and continuously integrated into the design throughout the whole process
(INCOSE Systems Engineering Handbook, 2015). Therefore, human factors literature was reviewed
for guidance on important areas of concern when automating microreactors.

The purpose of this literature review is to help provide some guidance for assessing risks between
human operators and microreactors. As the design specifications for the new technology is neither
widely available nor common across providers, this literature review will present some foundational
concepts around determining

1. what inputs are needed for a human to safely operate complex technology;
2. what level of automation is appropriate to support each human interaction with the

technology, and;
3. terms, models, and methods that can be applied in this context.

Finally, this literature review will provide examples from other industries that have similar
applications of human supervisory control in complex system to create some foundation of how
human-automation interaction has been implemented.

2.1. Relevant Theories & Concepts

2.1.1. Human Supervisory Control and Level of Automation

The foundational literature in human-automation interaction discusses concepts of human
supervisory control and level of automation (Sheridan, 1992, 2000, 2012, 2016; Sheridan & Ferrell,
1974). Human supervisory control refers to the relationship between humans and autonomous
machines, particularly in systems in which the human plays the role of a controller or supervisor.
This can range from monitoring, intermittent programming, and active controlling. Human
supervisory control is a vital consideration in the design and operation of complex technology
(Sheridan & Ferrell, 1974). Therefore, the system requirements are influenced through the designer's
understanding of what tasks the human will perform in steady-state operations.
In the same vein, it is important to consider the level of autonomy of the machine (Parasuraman,
Sheridan, & Wickens, 2000). Figure 1 below helps describe these levels of automation with respect
to human information processing. The paper from which this figure was taken also describes a four-
stage model for how to breakdown human interaction based on stages of processing:

1. Information Acquisition: Positioning and orienting of sensory receptors, sensory
processing, initial pre-processing of data prior to full perception

2. Information Analysis: Cognitive operations (rehearsal, integration, inference) before
decision making

3. Decision & Action Selection
4. Action Implementation
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The authors also note that these four stages need not have the same level of automation. For
instance, automation may assist in information retrieval at a high level, collected needed sensory
information to be presented to the operator, with lower levels of automation at the analysis,
decision, and action stages. A more automated system might have high level of automation for data
collection and analysis, with moderate levels at decision making. This might look like narrowing
down the decision space based on known information and completed analysis.

TABLE I
LEVELS OF AUTOMATION OF DECISION

AND ACTION SELECTION

HIGH 10. The computer decides everything. acts autonomously, ignoring the human.

9, informs the human only if it, the computer, decides to

8, informg the human only if asked, or

7, executes automatically, then necessarily inforrns the human, and

6, allows the human a restricted time to veto before automatic execurion, or

S. executes that suggestion if the human approves, or

4_ suggests one alternative

3_ narrows the selection down to a few, or

2. The computer offers a complete set of decision/action alternatives, or

LOW 1. The computer o ffers no assistance: human must take all decisions and actions.

Senso ry
Processing

I IPerception/ Decision
Working Making
Memory
 i I 

Response
Selection

Figure 1. Levels of Automation of Decision and Action Selection (Parasuraman et al., 2000)

Parasuraman et al (2000) also propose a process by which system designers can determine the
appropriate level of automation for each stage, with an example of level of automation
determination in future air traffic control systems. This process can also be described as function
allocation, or determining the distribution of responsibility over tasks between human operators
and systems (de Winter & Dodou, 2014; Joe, O'Hara, Hugo, & Oxstrand, 2015; Price, 1985).
Function allocation need not be static. Other sub-topics in function allocation literature discuss the
need for dynamic function allocation and adaptive function allocation. There is much literature
available on function allocation alone. However, the models presented in (Parasuraman et al, 2000)
provide a comprehensive approach to function allocation based in human supervisory control and
human information processing.
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2.1.2. Situation Awareness & Trust

Situation awareness (SA) is another theoretical model commonly discussed with human
supervisory control and function allocation (Endsley, 1996). Situation awareness is "a perception of
elements in the environment within a volume of time and space, the comprehension of their
meaning, and the projection of their status in the near future" (Endsley, 1995, 2000). Essentially,
situation awareness is what allows a human operator to gain and maintain cognizance of the system
and environment with which they are interacting. Having strong SA allows the human operator to
answer questions about what the system is doing, and why it is doing it.

r- System Capability-\
- Interface Deslgn
- Stress & Workload
- Complexity
• Automation

Task/Systern Factors

Feedback

State Of The
Environment

f SITUATION AWARENESS

ProjectionComprehension
."1

Percept bn Performance
Of Elements Of Current Of Future Decision Of
In Current Situation Status Actions
Situation

Level 1 Level 2 Level 3." ,

individual Factors

f• Goals & Objectives
• Preconceptions

(Expectations) 

lnforrnation Processing
Mechanisms

Long Terrn
Memory Stores

Automaticity

[
ce

Abilities
• Experien
• Training

Figure 2. Situation Awareness Model (Endsley, 1995b)

Designing for situation awareness includes understanding needs of the human operator in order to
maintain cognizance of the autonomous system. This involves sensors, signals, information
presentation, information salience and alerting, analysis of incoming data, decision option
presentation, and potentially expected outcomes of decisions. Discussed within the SA research
corpus is also the automation conundrum, "in which the more autonomy is added to a system, and its
reliability and robustness increase, the lower the situation awareness of the human operators and the
less likely that they will be able to take over manual control when needee (Endsley, 2016).
Overlapping with this conundrum, Bainbridge (1983) summarized the so-called "ironies of
automation", which highlight many considerations for automation design and deployment.
Trust is also a central component to implementing autonomous systems, especially when a human
operator may need to assume control of the technology.
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Technology reliability compared to human reliability has been used to justify the development and
deployment of autonomous systems. Consequently, the consistent and predictable operation (and
appropriate communication) of that technology is expected in order for the human to monitor,
react, and control accordingly, as needed. Operators can become overconfident in (and even
dependent upon) automation, leading to complacency and a loss in SA (Parasuraman, Sheridan, &
Wickens, 2008). These are important considerations for risk assessment of future systems that might
involve higher levels of automation.

2.2. Human-Autonomy Systems within Industry

2.2.1. Supervisory Control and Data Acquisition (SCADA) Systems

More applicable examples related to microreactor systems are Supervisory Control and Data
Acquisition (SCADA) systems, which encompass wind and solar farms, among others. SCADA
systems are often described as distributed sensors or machines that are centrally and remotely
monitored and controlled by a human operator (Krambeck, 2015). The physical system components
can be directly interacted with by human technicians, but are often designed to be mostly
autonomous with advanced technological controls to adjust to different conditions (Ahmed & Soo,
2008; Sayed & Gabbar, 2017). Nevertheless, the importance of well-designed human-machine
interface (HMI) has been recognized and studied (Zolotovi & Landryova, 2005) to address concerns
about time sensitive decision-making in potentially high risk environments.

2.2.1.1. Electric Power Grids

A comparable example of a SCADA system in energy is electric power grid operations. This includes
creation, transmission, and distribution processes. Within this domain, research has identified that
expertise is needed by human operators to successfully manage control room operations in electric
grids (Adams & Hannigan). The literature base has much representation of SA, supporting the need
to maintain and even increase situation awareness as grid operations incorporate more automation
(Adams et al., 2015; Connors, Endsley, & Jones, 2007; Greitzer, Schur, Paget, & Guttromson, 2008).
More specifically, (Giri, Parashar, Trehern, & Madani, 2012) provide examples of different views of
grid operations to enhance situation awareness of human operator. They also propose an analytics
and visualization framework based on levels of SA and risk management process. (Panteli &
Kirschen, 2015) provides a framework for achieving adequate SA in power systems. This includes an
iterative process that involves assessment and continuous determination of SA requirements.
Outside of human factors literature, there is also work to support computational approaches to SA
enhancement in power grids with decision support systems (Naderpour, Lu, & Zhang, 2014).

One key difference between electric power grid research and microreactor development is the
current existence of a process to study. In many of the papers provided above, the studies started
with current grid operations to understand expertise and SA needs of operators. This presents two
caveats for the literature. The first is that, since a microreactor system has not been deployed, this
repores assessment of assumed microreactor capabilities may not be accurate. The second caveat
follows from the first in that much of the discussed literature may not be appropriate for
microreactors, depending on how the reactors are designed and integrated. The Methodological
section will propose alternatives for determining appropriate levels of automation, expected task
scenarios, and potential needs to support SA and decision making in those contexts.
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2.2.1.2. Wind Farms, Solar Farms, and other SCADA Systems

Research-based examples of the design of the HMI for solar and wind specifically are limited. Sayed
& Gabbar (2017) provide an overview of wind farms as a SCADA system, with some level of
addressing the HMI and the security of the control system. Within solar applications, the need for
well-developed SCADA networks and human-machine interface has been recognized in business
and pop literature, stating that operators are expected to monitor and quickly act on system alarms
to mitigate potential problems (Wood, 2019). The development of HMI for SCADA systems has
some literature base in other applications, such as subsea monitoring (Cai et al., 2012) and
desalination (Morsi, Deeb, & Zwawi, 2009).

With respect to wind turbine and solar controls, some SCADA systems have been developed and
deployed internationally. These systems have some level of automation, but also allow for human
interaction and control. Specific aspects of human-machine interaction are not included in the
relevant literature, presumably because these systems were developed by private companies making
this type of information potentially proprietary.

The Symphony® Plus system is an automation-based distributed control system that helps balance
complex, distributed controls and link autonomous energy systems (Embus & Bitto, 2015). With
respect to the human operator, Symphony® Plus advertises that it provides the operator the ability
to operate effectively, specifically regarding availability, reliability, redundancy, remote monitoring,
communication. This is done through a common system environment that distributes and provides
role-based context to control room operators, maintenance engineers, plant optimization engineers,
plant managers. Specifically, the literature advertises that Symphony® Plus can "transform to
contextual data".

The report about Symphony® Plus indicates that communication between autonomous systems is
essential, historically lacking, problematic, and costly. However, there exist some standards for
centralized, consolidated operations, which integrate industry standard communication protocols
such as IEC 61850, IEC 60870-5/101/103/104, OPC and Modbus TCP. Symphony® Plus also
incorporates consolidated alarms and events notifications to help support abnormal situation
awareness and effectiveness of operators. Some specific aspects of system design philosophy and
integration are included in available reports. Symphony® Plus SD Series controllers are used to
integrate intelligent field devices, including transmitters, actuators, motor control centers and
intelligent electronic devices (IEDs). Additionally, the use of IEC 61850, IEC 60870-5-104, Modbus
TCP, PROFIBUS DP, and HART standard protocols results in reduced wiring and system
footprint. Figure 3 below describes the overall architecture of Symphony® Plus.
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Market operator portfolio of plants
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and diagnostics
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Power and

price

forecasting

Set point
for each
plant

'lant data,

alarms,
notifications

Figure 3. Symphony Plus automation for remote energy management (Timbus & Bitto, 20155)

Another example of SCADA systems in energy applications is renewable energy control rooms, such
as that used by Enel Green Power, as sustainable energy company with operations in Chile.
(https://www.power-technology.com/features/enels-renewable-energy-control-room/). The
operation features a team of 18 on-site engineers, 17 operators, 36 power plants across 2500km of
energy grid. The Enel setup includes a control center that centralizes data from SCADA systems,
which report status and production level to operators. The operation follows a published standard:
Uptime Institute's TIER III standard. One of the main issues discussed in this operation is
communication interruptions, for which the solution was redundancy with diverse channels
(https://www.powermag.com/control-room-considerations-what-you-need-to-know/) 
Automation in SCADA applications has been more recently studied to understand the role of the
human operator. Though described as more dynamic and hands-on than automated microreactor
concepts, Prostejovsky et al (2019) provide a description of human operators in high-automation
electric power systems settings. The paper describes roles, tasks and objectives, expertise levels, and
ways of modeling and measuring situation awareness. Moreover, the authors address the changing
landscape of human operators in more complex systems as specific types of automation (i.e.
machine learning, decision support systems, etc) become more common in the power industry
(Figure 4). This paper offers a comprehensive template of considerations for microreactor systems
with respect to human-machine interaction.
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Figure 4. Shift of Influence in Electric Power Systems (Prostejovsky et al., 2019)

Within the United States, entities such as the National Renewable Energy Laboratory (NREL) have
started to shift focus to creating more autonomous (and in many cases, modular) systems
(https://www.nrel.gov/grid/autonomous-energy.html). However, much of the focus of their work,
as advertised on their website, is focused on the development of the technology itself, especially as
power grids evolve to incorporate all different manners of energy production using different
monitoring, controlling, and distribution methods. That is, NREL's material does not specifically
discuss the impact on human operators. If NREL has expertise in understanding impact of
technological advancement and evolution on human operators in complex power systems, this is
one path that could be pursued in an interdisciplinary effort to address human factors in
microreactor applications.

2.2.2. Dynamic Control Systems

The following industry examples different from SCADA systems in the sense that they require
continuous monitoring of physical status and position. These dynamic control systems include
physical variables to follow or track some desired time function. Examples of dynamic control
systems include automotive, aviation, and space applications. Dynamic control systems typically
involve a human operator that is expected to maintain some level of control and continuous
situation awareness, even though the system might be in control.

2.2.2.1. Space and Earth Orbit Satellites

From a human-computer interaction perspective, satellite monitoring has traditionally been
considered a dynamic control system (Mitchell, 1987). Papers in this sub-domain identify a process
by which system developers can determine the HMI through functional decomposition of critical
tasks for mission success (Russell & Golden, 1996). Within this application segment, there has also
been some work to establish requirements for the design and development process of interactive
SCADA systems, including scalability, verification, traceability and training (Martinie, Palanque,
Navarre, & Barboni, 2012). Other examples of interface design in space applications include
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establishing standards for human-robot interfaces (Ferketic et al., 2006; Leidner, Birkenkampf, Lu, &
Borst, 2014).

2.2.2.2. Marine, Aerial, and Ground Transportation

Applications that require more dynamic interaction structures often approach human-automation
interaction from the perspective of human-automation teaming, indicating more flexible models
of control and adaptability (G. L. Calhoun, Ruff, Behymer, & Frost, 2018; Gloria L. Calhoun, Ruff,
Behymer, & Mersch, 2017). Moreover, interfaces developed for operators in these settings attempt
to incorporate human control of asset allocation, routing, and execution details through system
interfaces.

More traditional approaches to function allocation in aerospace applications stem from foundational
Human Factors research in the 1950's (Fitts, 1951), which is more generally referred to as "humans
are better at — machines are better at", or HABA-MABA. This approach has persisted for more than
60 years (de Winter & Dodou, 2014) is still used in recent examples of Unmanned Aerial Vehicle
(UAV) algorithm development (Lin & Goodrich, 2015). There is much research in similar
applications for ground transportation (automobiles), which offer a wide array of approaches and
areas of focus about human interaction directly with a vehicle during operation (Endsley, 2017;
Flemisch et al., 2019; Tenhundfeld et al., 2019)

There is at least one case of a risk model applied to marine environments in order to capture human
interaction with autonomous underwater vehicles in the context of mission performance (Thieme &
Utne, 2017). Similar to UAVs, unmanned underwater vehicles (UUVs) have contextual factors that
impact the efficiency and effectiveness of human-automation teaming in underwater environments,
such as interrupted communications and signal transmission. Within human factors research,
maritime applications are relatively new with much research being contained within international
navies.

2.3. Government Regulations on Human-System Integration

There are several resources regarding human-system integration in the form of standards from
different government bodies that oversee different communities. However, many of these standards
have not been updated within the last 5 years to accommodate the latest advancements in
technology and the potential ramifications on human-systems interaction. Moreover, many of these
design standards and documents are context-specific, calling out considerations for specific
environments like aerospace, space, military, etc.

The Department of Transportation (DOT) has released some literature regarding human-system
integration in the rail industry (DOT/FRA/ORD-18/05), which could be used for microreactor
applications. The approach is a combination of adaptations from INCOSE and NASA standards,
which generalizes well beyond transportation into general systems design.

Several standards exist specifically for safety of operations in different contexts, though they do not
focus solely highly automated systems. Content may need to be extrapolated to automated system
safety principles.

• NASA/SP-2010-580: NASA System Safety Handbook
(http: / / everyspec. com /NASA/ NASA-SP-PUBS /NASA SP-2010-580 VER-1 41404 /)
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• FAA System Safety Handbook:
(https://www.faa.gov/regulations policies/handbooks manuals/aviation/risk management
/ss handbook/)

• DOT J3114_201612: https://www.sae.org/standards/content/j3114_201612/ 

Several design standards exist to help determine specific elements of system and interface design for
different types of controls. MIL-STD-1472G: Department of Defense Design Criteria Standard —
Human Engineering (updated 2012) provides comprehensive design guidance for different types of
system and include human-system integration-specific applications. This standard is referenced by
DOT literature as one of the most comprehensive, with more frequent updates than standards from
other industries. Alternatively, the FAA has a standard that provide the same type of information
from an aviation perspective [HF-STD-001: FAA Human Factors Design Standard for Acquisition
of Commercial-Off-the-Shelf Subsystems, Non-developmental items, Developmental Systems].
Finally, NASA-STD-300: Man-System Integration Standards (https://msis.jsc.nasa.gov/) offers
some design considerations that are generalizable to microreactor settings. However, much of the
standard is focused on space applications with little detail that could be applied to microreactors
specifically.

2.4. Other HFE Considerations

Security is also becoming a very popular topic within the SCADA domain (Macaulay & Singer,
2012). More specifically, vulnerabilities in the system at large, as well as within the HMI (McGrew &
Vaughn, 2009), are important to identify and mitigate as the system is developed and deployed. This
area is quickly growing to address wider security concerns (Cheung et al., 2006), and even training
and education of security operators for SCADA systems (Hahn et al., 2010).

2.5. Summary

There are several industries that have varying degrees of autonomous applications. However, there is
relatively low emphasis on explicit human-system integration guidance in the available literature.
Moreover, there is a finite distinction between types of systems (i.e. SCADA, dynamic control) that
should be acknowledged before modeling future microreactor design from these existing examples.
For instance, transportation examples require dynamic control, often with a human operator that
needs to maintain high SA, even though he/she might not be physically in control of the system.
This is an example of a mid-level of automation that requires high SA, which might fundamentally
differ from microreactor system design.

Alternatively, some governance is available from other U.S. government entities regarding safety and
human-system integration. These resources should be carefully interpreted, especially as they may
not be recently updated to accommodate advances in new technology. However, some of the
provided documents do offer comprehensive guidance on certain aspects of human-system
integration, which could be helpful in later stages of development and interface design.
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3. NUCLEAR REGULATORY COMMISSION GUIDANCE ON HFE

As was stated in Basic Safety Principles for Nuclear Power Plants (75-INSAG-3 Rev 1) and again
stated in the Defense in Depth Nuclear Strategy (INSAG-10), "All safety activities, whether
organizational, behavioural or equipment related, are subject to layers of overlapping provisions, so
that if a failure should occur it would be compensated for or corrected without causing harm to
individuals or the public at large." (INSAG, 1999; INSAG, 1996) So, an essential component to
designing advanced nuclear reactor facilities is understanding not only the safety activities but also
the stakeholders involved in completing those activities.

The Defense in Depth (INSAG, 1996) document reviews the hierarchical deployment of different
levels of equipment and procedures to maintain safe operations. Within the Defense in Depth
strategy, designers must consider how to prevent accidents and, if prevention fails, limit the potential
consequences and prevent any evolution to more serious conditions. Integrating HFE perspectives
into this approach means understanding what actions a human can take to prevent accidents and
how humans can response to accidents once they've occurred. Further, an understanding of how
human actions might cause accidents must also be incorporated within a defensive strategy, so those
pathways can be mitigated.

3.1. NRC Human Factors Guidance

Title 10 Code of Federal Regulations (CFR) includes all the requirements for persons and
organizations receiving a license from the NRC to use nuclear materials or operate nuclear facilities.
Safety inspectors for the NRC must ensure that nuclear facilities are following regulations in
operation of their sites. The Standard Review Plan, Part 18 (SRP) (NUREG-0800) provides an
overview of the guidance necessary for performing safety reviews of human performance. In this
document, the relevant human performance-related CFR requirements, SRP section, and acceptance
criteria source material are outlined (NRC, 2016).

Overall, NUREG-0711 "Human Factors Engineering Program Review Model" describes the HFE
top-down approach for conducting safety evaluations (O'Hara et al, 2012). This top-down approach
describes the HFE elements within the planning and analysis, design, verification and validation, and
the implementation and operation of the design. Figure 4 shows the elements of the NRC's HFE
program's review model. In completing each element, the nuclear powerplant applicant must submit
and Implementation Plan (IP) which describes their proposed methodology for conducting that
element. NUREG-0711 explains the review criteria for each and provides a bibliography of source
documentation for those criteria.
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3.1.1. Planning and Analysis

3.1.1.1. Operating Experience Review

The operating experience review is required by 10 CFR 52. The operating experience review (OER)
is intended to identify HFE-related safety issues in previous designs and ensure that these issues are
addressed in a new design (Higgins & Nasta, 1996; O'Hara et al, 2012). The OER should provide
information regarding prior NPP designs and safety issues. The output of the OER is used within
nearly all the following element of the HFE review process.

For a microreactor, the OER may be difficult to scope since many aspects of the microreactor are
new and have limited issues and lessons learned from prior designs for the basis of plant
improvements. Past predecessors for microreactors may instead include earlier designs upon which
the implemented design is based. However, these designs may not have a clear or quantifiable
definition for comparison.

3.1.1.2. Functional Requirements Analysis and Function Allocation

A functional requirements analysis and function allocation are conducted to ensure that the
functions necessary to operate the plant are appropriately defined and analyzed (O'Hara et al, 2012).
The functions are allocated between human and machine resources to efficiently take advantage of
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the strengths of both humans and machines without overtaxing either resource. As was discussed in
Section 2, the appropriate level of machine and human engagement must be considered to best meet
the planes goals (Price, Maisano, & Van Cott, 1982; William et al, 1983; IAEA, 1992)

Within microreactors, a functional decomposition is essential for understanding the expected level
of engagement by humans and machines. In the case of remotely run microreactors, the functional
decomposition stage of the design process would help in defining the roles and responsibilities of
both the humans and machines. Further, the functional hierarchy (Figure 5) could be used to
identify critical safety functions and develop requirements for mitigating emergent events.

Goals

Safety Functions

Processes

Systems

Components

Generate

Power

Plant

Reactor
Coolant
Integrity

Ensure

Safety

Pressure
Relief Sys

Containment

Figure 6. Vertical slice through a plant's functional hierarchy for ensuring safety (NUREG-0711)

3.1.1.3. Task analysis

Once a planes functional hierarchy has been decomposed, an applicant must then assign specific
tasks to human personnel as well as the necessary information, control, and task support for
completing the tasks (O'Hara et al, 2012). For the NPP task analysis, applicants are to provide a
description of: personnel tasks; relationship between tasks; a time estimate; workload estimate;
alarms, information, controls, task support necessary; number of personnel; and the necessary
knowledge and abilities. Further, these tasks should be representative of a full range of plant
operating modes (e.g. startup, normal operations, low-power and shutdown conditions, transient
conditions, abnormal conditions, emergency conditions, and severe accident conditions).
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For microreactor facilities, human tasks may shift depending on their level of involvement in day-to-
day operations. Since operators may be expected to supervise multiple microreactors via a remote
site, the task analysis would need to consider the increased workload required by monitoring
multiple reactors. The task analysis would also need to consider the information necessary for
supervising the multiple microreactors. Within the analysis of plant operating modes, the applicant
would need to be aware of the full range of modes that are possible with a microreactor plant. Are
the current recommended operating modes applicable for these newer reactors? Or, do other modes
need to be considered?

3.1.1.4. Staffing and Qualifications

The required minimum number of personnel and their expected tasks are defined in the task analysis
from the previous HFE element (O'Hara et al, 2012). The specific staffing levels and qualifications
are highlighted in a separate section of the license application. Within this section, the licensee must
be able to demonstrate how the staffing levels and qualifications were determined and validate that
the staffing levels are appropriate.

Currently, 10 CFR 50.54 provides a minimum number of onsite staff. However, this number may
not be appropriate for microreactor personnel. Within the current application framework, an
applicant would need to submit an exemption to deter from the regulatory standard (NRC, 2005).
Thus, future regulatory guidance may need to provide flexibility for licensees to define their own
staffmg levels as determined by their validated analysis.

3.1.1.5. Treatment of Important Human Actions

Human actions that are most important to safety are identified using a combination of probabilistic
and deterministic analyses (O'Hara et al, 2012). As an example of probabilistic analyses, a
probabilistic risk analysis, including an human reliability analysis (HRA), estimates risk by evaluating:
What can happen; how likely is it to happen; and given that it occurs, what are the consequences?
(Bedford & Cooke, 2001) An HRA similarly evaluates contributions to risk made by human failures
(Reason, 1990). The PRA and HRA are initiated early within the design process so that designers
can gain insights about how the design can be improved and about how HFE considerations may
impact plant outcomes (Kolaczkowski et al, 2005). Through these assessments, important human
actions can be identified. A final safety analysis report/design control document deterministic
analysis is also performed and used to similarly identify important human actions. Figure 7 outlines
how these analyses are included within the plant design process.

24



Plant Desig

Ope rating Eymerierice
Review

Functional Requirements
Ana tysis and

Function Allocation

Task
Analysis

Important/toil:ins and Errors

Delailed Task Requirements

Slatting and

Q1111 litication

I-I SI
Design

Procedure

Development

Trainkig Program

Development

Performance Shaping Factors

Trealmerd of
knparlant HAs

A

Human Factors
Verification

And Validation

H Sls to Review&
Test Scenarios

Test of Assam ons

Design
Implementation

•

!Merin' Contigu rations toAvoid

Human
Performance

Monitoring

H elp pii orilize corrective actions

Figure 7. The role of important human actions in the HFE program (NUREG-0711)

For microreactors, a probabilistic risk assessment (PRA) and HRA would need to be completed for
the novel control room design. The analyses would need to assess the need for physical human
intervention onsite in the event of an emergency or off-nominal situation. The length of time
necessary for plant stabilization before human intervention is required would need to be highlighted
within the risk assessment.
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3.1.2. Design

3.1.2.1. Human-Machine Interface Design

The HMI is designed using a structured methodology and the resulting design is evaluated using user
input (O'Hara et al, 2012). Changes to the design should be made earlier in the design process to
minimize cost and difficulty, which can become an issue for later design phases. In creating an HMI,
licensees must describe how personnel interact with the system as well as a detailed description of
the HMI design. The resulting HMI must be compared to the previous HFE elements to show a
validated design process. NUREG-0700 outlines the design guidelines for interfaces, including
information display, user-interface interaction and management, and control (O'Hara et al, 2002).
While NUREG-0700 and NUREG-0711 provide very detailed guidance on specific aspects of
current NPP facilities, this guidance may not be applicable for microreactor operator interactions
(O'Hara et al, 2002; O'Hara et al, 2012). The current guidance provides criteria for design of the
Main Control Room, Technical Support Center, Emergency Operations Facility, Remote Shutdown
Facility, and the Local Control Stations. These spaces may not be included in the same manner, if at
all, in microreactors.

3.1.2.2. Procedures

Procedures support and guide personnel interactions with plant systems and personnel responses to
plant-related events (O'Hara et al, 2012). Within nuclear power plants, an individual utility is
responsible for developing their procedures. These procedures are then reviewed by the NRC. For
new plants, such as microreactors, the procedure development is supported by the analyses
performed throughout all HFE elements (NRC, 1982).
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3.1.2.3. Training

Training is a critical component of successful HFE design, and must be developed through
coordination with the other elements within the HFE design process (O'Hara et al, 2012). The
knowledge, skills, and abilities personnel need to successfully meet plant goals are defined through
the job and task requirements. Similar to the procedure development, training programs are the
responsibility of the utilities, reviewed by the NRC. To develop the training, a systematic analysis of
the tasks and jobs to be performed can give insights to the specific learning objectives necessary to
achieve a desired performance (NRC, 1993). There must also be an approach to evaluating mastery
of the knowledge, skills, and abilities after completing the training course.

Within advanced reactors, such as microreactors, any HFE analysis performed by the vendors
should be integrated into the training program design. Since microreactors may have more passive
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safety features and operators may be located remotely, this may reduce certain types of training
needs while increasing other training needs. For example, NUREG-1122 and NUREG-1123 provide
the knowledge and abilities catalogue for NPP operators of Pressurized Water Reactors and Boiling
Water Reactors (NRC, 1998; NRC, 2007). This knowledge set may not be applicable for
microreactors. Since the operators may be located remotely and have fewer interactions with the
plant controls, operators' knowledge and ability requirements may have a smaller catalogue than
current standards.

In future training programs, utilities can use simulator scenario-based testing methods. This would
allow for the evaluation of operators in a low-risk environment while still providing them with
hands-on experiences (NRC, 2011)

3.1.3. Verification & Validation

The Verification & Validation (V&V) task evaluates the integrated system for HFE design
conformity and cohesive integration with plant personnel requirements (O'Hara et al, 2012). The
review looks back at previous phases of the HFE design process to verify that the interface supports
personnel's tasks as defined by the task analysis (Task Support Verification) and that the interface
accommodates for human capabilities and limitations (HFE Design Verification). The integrated
system's design is validated through an Integrated System Validation (ISV). The ISV evaluates
whether the design meets performance requirements and supports the planes safe operation.

3.1.4. lmplementation & Operation

3.1.4.1. Design Implementation

The design implementation addresses both the installation and the testing of the final design. The
applicant is expected to ensure that the planned design matches the actual design as it is fielded
(O'Hara et al, 2012).

3.1.4.2. Human Performance Monitoring

Human performance monitoring provides assurance that the careful inclusion of HFE
considerations throughout the design process is maintained in plant operations over time (O'Hara et
al, 2012). Specifically, the NRC is concerned about performance degradation over time, whether due
to attrition or due to changes made in the plant.
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4. MICROREACTOR AUTOMATION IMPLICATIONS TO SAFETY

A passive safety system is one for which there is no reliance on such external inputs to achieve the
desired safety function. In a passive safety system, the safety function is achieved through reliance
on laws of nature, material properties, and energy stored within the safety systems, structures, or
components (SSC). Passive safety within microreactor design is intended to ensure that the reactor
will fail-safe and be self-regulating. Additionally, the reactors are expected to be less complex with
less active components. While the previous sections discussed human factors considerations in the
context of nuclear power plant design, this section transitions to discuss the context of interest:
microreactors. The first part of this section discusses a semi-structured interview with subject matter
experts working with microreactors. The second part of this section discusses "inherent safety" in
more detail. And, the third part of this section discusses how humans are expected to be
incorporated within microreactors.

4.1. Subject Matter Expert Interviews

In November 2019, three semi-structured interviews were conducted with five subject matter
experts (SME) working on advanced reactor concepts. Two of the interviews had one SME, and the
third interview had three SMEs from the same organization. The participants work at NRC, Electric
Power Research Institute (EPRI), and Los Alamos National Laboratory (LANL), and all the
participants work in a varying capacity on advanced reactor design and/or regulation. The purpose
behind the interviews was to gain insights on the direction of microreactor design and implications
to human reliability and safety from a variety of stakeholders in the microreactor design process.
Appendix A has a complete list of the questions that were included in the interviews, and Appendix
B has the notes that were taken during the discussions.

The NRC SMEs work in the Office of Research and Human Reliability and the Office of New
Reactor Regulation. The individual from EPRI has worked on risk assessment in the past and now
works on research-based nuclear reactor projects, including research into microreactors. And, the
individual at LANL is a project lead on a current microreactor development project. Each SME
contributed their perspective on current research directions and future design implications of
microreactor research and design.

Overall, the experts had a common agreement that the microreactor field is moving more toward
autonomous designs. From the conversations, the experts conveyed that current regulations, while
based on large-scale reactor designs, may be too prescriptive and not appropriate for microreactor
operations. Further, the level of autonomy within the microreactor design may vary by type, with
some being recommended for full autonomous operations and others having more remote operator
interactions. There may also be a difference in passive safety features versus active control features.
With the movement toward an autonomous reactor design, the human operators are likely to take
on a more monitoring role, with some human-driven inputs required to adjust the power output if
needed.

While the SME's agreed that microreactors are moving toward more autonomous operations, they
had disparate perspectives on the overall impact of microreactors to their surrounding environment.
This perspective was evident in the assumptions regarding inherent or passive safety within the
design via a passive control system. Some of the SME's conveyed that they are optimistic that the
reactors will be able to be unmanned outside of nominal maintenance operations. However, they all
recognize that this will make software design and certification an essential component of
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microreactor design implementation. If remote monitoring is expected within the operation of the
facility then remote sensors are also important to microreactor design implementation.

In the event of an emergent situation, there were mixed expectations regarding the need for
immediate human response to control the situation and prevent radiation release. Some
microreactor designs have published standards lengths of time that a reactor should be considered
"safe" if an event were to occur. These times are discussed in the next section. Additionally, the
amount of possible radiation that can be released to the surrounding environment is much lower
than that of light water reactor facilities. Therefore, the emergency planning zone (the area that
would be impacted by nuclear exposure) will be smaller surrounding the microreactor facilities.
However, this may be influenced by the specific installation location. The impact on the surrounding
area will be different if the microreactor is in an extremely remote region with no neighboring
humans as opposed to the installation of a facility in a metropolitan area or on a military base.

Overall, the SME's all had a similar statement regarding the creation of NRC regulations for
licensing microreactor facilities: Regulations should incorporate a spectrum of guidance for varying
levels of automation and human involvement. That is, the vendors currently designing microreactor
facilities are each taking their own unique approach to reactor design, and NRC regulations must
account for the variability between designs while also ensuring safety at each site. Human
involvement within each type of microreactor facility varies depending on the robustness of the
design's passive safety features. Sites also vary in their frequency of scheduled onsite maintenance
activities which would involve a human maintainer.

4.2. Inherent Safety in Microreactor Designs

Consideration of the risk profile (and safety) for a microreactor requires evaluation of a number of
significant changes in the design philosophy behind how fundamental safety functions are provided.
In previous generations of water-moderated reactors, SSCs that maintained control, cooling and
containment of radionuclides were generally designed in a manner that they could be considered
active SSCs. An active SSC relies on external mechanical and/or electrical power, signals or forces
(IAEA, 2018).

By contrast a passive safety system is one for which there is no reliance on such external inputs to
achieve the desired safety function. In a passive safety system, the safety function is achieved
through reliance on laws of nature, material properties, and energy stored within the SSC. As a
result, the typical causes of failure for active systems generally do not exist for a passive system—i.e.,
loss of power or failure of operator action. By contrast, passive systems can fail as a result of modes
such as mechanical or structural failure of an SSC, or even malicious human intervention (IAEA,
2018).

Other considerations are also relevant for assessing the reliability of passive safety systems. For
example, passive cooling systems typically rely on natural circulation flows to transport heat to an
ultimate heat sink. These natural circulation flows rely on small pressure gradients in the fluid that
drive small flows. As a result, these circulation patterns can be susceptible to breakdown should
these gradients be eroded. For example, a small reduction of heat transfer to the ultimate heat sink
could lead to a breakdown of a natural circulation pattern. As a result, the overall reliability of a
passive system can depend sensitively on how the governing physical process is influenced by
boundary conditions.
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The characterization of these boundary conditions across a range of upset conditions can be
generally difficult to assess. However, a passive safety system is designed to maintain relatively
controlled boundary conditions that ensure it will function to control a plant under a broad range of
internally initiated upset conditions. Passive safety systems are thus very reliable when considering
the provision of their safety function to defend against internal events. An active system, by
contrast, has a much higher probability of failing randomly when called upon to perform its safety
function.

A passive safety system is more difficult to characterize when considering the impact of an external
event. For example, does a seismic event, leading to structural failures that cause cooling fms to be
dislodged from a heat exchanging structure, cause a sufficient degradation in heat transfer that the
passive heat removal function fails? This requires a broader understanding of how the physical
processes underlying the passive safety function perform under a broad range of degraded
conditions induced by the perturbing external event.

In contrast to passive safety, inherently safe systems are those which are absolutely reliable. The
classification of absolute reliability must be qualified by a detailed consideration of the range of
characteristics of the SSC that support the safety function. For example, control of reactivity often
involves reactivity feedback mechanisms inherent to a system preventing reactivity excursions from
occurring (e.g., moderator temperature feedback). In this case, it is generally difficult to postulate an
external perturbation that would give rise to a loss of reactivity control. However, for cooling or
containment functions, it is more likely that passive systems can exhibit failures under a range of
external perturbations such that they are not absolutely reliable. Under some circumstances,
however, even cooling functions may be ultimately reliable should the power level of the reactor be
sufficiently low that residual heat can always be rejected to the atmosphere.

For the purposes of assessing the role of human interventions in preserving function of passive
safety systems (including those that are absolutely reliable), the following considerations are relevant.

• Human intervention generally not required: Boundary conditions of the passive safety
system do not practically change—for example, an atmospheric heat sink can serve as an infinite
reservoir for residual heat from the fuel. In this case, it is reasonable that very limited to no on-
site response would be required to ensure the function is preserved. In addition, no off-site
staging would need to be ready to be called upon to transport and implement the means to
restore the safety function.

• Human intervention required in the long-term: Boundary conditions of a passive safety
system evolve very slowly with time such that significant time exists for intervention to
implement recovery measures that either maintain the passive safety system or replace it with an
alternate system to maintain the safety function. In this case, there is likely no need for on-site
operations to be available to preserve this safety function. Sufficient time would exist for the
transport of operators and equipment to either restore the passive safety system or implement an
alternate system to maintain the safety function.

• Human intervention required in the medium-term: Boundary conditions of a passive safety
system evolve somewhat slowly such that the passive safety system can remain operational for a
period of time. This operation time is sufficient for on-site operators, using equipment staged
on-site, to implement measures that either preserve the operation of the passive safety system or
replace it with an alternate system. In this case, the degradation of the passive safety system
occurs too quickly for off-site operational personnel and equipment to be transported to the
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microreactor installation to preserve the passive safety system or replace it with an alternative
system.

• Human intervention required in the short-term: Boundary conditions that maintain the
operation of the passive safety system within its design envelope degrade rapidly. In this
situation, loss of safety function occurs so rapidly that there would be no time to implement an
alternate system to maintain the safety function. In this situation, operator intervention would be
required in a time sooner than that over which an alternate system could be implemented to
maintain the safety function. In this case, the operators must be trained to perform functions
over a relatively short time period to preserve the function of the installed passive safety system.
There is likely limited time to stage and implement additional equipment stored on-site. Any
additional equipment would likely be required to be located where operational staff are required
to perform the necessary operations.

The range of operator interventions considered above are influenced by the following parameters

• Minimum time when action is required to preserve the safety function

• Complexity of the action to preserve the safety function

The complexity of the action is partially dependent on the time over which action is required.
Generally, the complexity of the operation can increase with the more time required to act. For
example, transport of equipment from off-site locations to the microreactor facility involves a
number of complex operations.

The time frames considered above have been introduced as qualitative bins. Industry guidance does
exist that has established reasonable estimates for these time bins. Based on the FLEX guidance
developed post-Fukushima (NEI, 2016)

• Long-term times are on the order of about 24 hours: On-site equipment should be capable of
performing the safety function for a minimum of 24 hours; that is, off-site equipment is
assumed to become available after at least 24 hours. Depending on the location of the
microreactor facility, the time to bring off-site equipment and personnel to the site may be
considerably longer. This could be the case for remote installation. However, based on FLEX
guidance, long-term time frames can be established based on the time required to transport
personnel and equipment to the site.

• Medium-term time frames are on the order of a few hours after augmented staff can arrive on-
site: Typically, a few hours are required for augmented staff to perform the necessary actions
after arriving on-site. The FLEX guidance indicates that transition of safety functions to
alternate means established with on-site equipment is about 8 hours, given that augmented staff
will start to arrive on-site by 6 hours. Based on this guidance, one choice for the medium-term
time frame is a few hours after augmented staff can arrive on-site to preserve the passive safety
system or implement alternate systems. However, should the complexity of the actions or other
operations required be relatively low, it is reasonable that medium-term involves only the few
hours required to implement the action because on-site personnel could readily perform the
action.

• Short-term time frames are typically required shortly after the event to preserve operation of the
installed passive safety system. These actions must be able to preserve operation of the passive
safety system for a sufficiently long time to enable actions taken in the medium-term to be
implemented. As a result, any short-term action by necessity must have relatively minimal
complexity.
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While behaviors required to perform the action can affect the definition of the above time bins (i.e.,
the time required to perform the action), it has additional implications. For relatively simple systems
such as is the case in proposed microreactors, possible actions to manage an event may be relatively
simple. Such actions generally do not require the same level of training.

For effective training design and human behavior attainment, a designer must identify the desired
level of performance. Figure 9, copied from Rasmussen (1983), illustrates these three levels, which
are described as skill-based, rule-based, and knowledge-based behaviors. The level and depth of
training can vary based on the desired attainment of "skills, rules, and knowledge" (SRK) from the
human learner (Fleming, 2013; Fleming & Pritchett, 2015; Ivergard & Hunt, 2009).
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Figure 9. Skill-based, rule-based, and knowledge-based behavior (Rasmussen, 1983)

Skill-based behavior represents human performance that does not need conscious control. The
human can sense a sign and automatically perform the task based on a simple feedback control. This
behavior optimizes human motor skills and needs feedback relative to acceptable performance
boundaries (Rasmussen, 1983; Rasmussen & Vincente, 1989).

Rule-based behavior denotes recognition of a sign or cue and the subsequent performance of a
stored rule or procedure. The performance of tasks using rule-based behaviors are goal based, and
the rules for task completion are formulated from previous occasions experienced in training or real
operations (Rasmussen, 1983; Rasmussen & Vincente, 1989).

Knowledge-based behavior corresponds to situations when higher level cognitive skills are used,
and decisions are made by incorporating an analysis of the environment and symbols contained
within. Frequently, tasks performed using knowledge-based behaviors take longer to execute, as the
human is actively searching for information in novel situations (Rasmussen, 1983).

Required SRK may vary in microreactor operations depending on the human actions required for
both nominal situations as well as off-nominal, emergent situations. For nominal situations, the
human operators are likely trained to follow mostly skill-based and rule-based behaviors. Training
for typical events would focus on the operator understanding and following a defined set of
procedures with occasional knowledge-based behaviors if the human needed to interpret a reactor
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output and adjust their procedures accordingly. For off-nominal situations, a human operator may
need additional training to follow emergency procedures. Emergency situations may also present
novel situations, causing human operators to rely on knowledge-based behaviors. They may need to
analyze the environment and perform subsequent tasks based on the environmental context.
Training for emergency events should not only discuss the relevant procedures, but also highlight
important environmental cues for the operator to use in their situational assessment and consequent
response.

4.3. Small Modular Reactor Designs and Planned HFE

Within current nuclear power plant operations, humans take on many roles at onsite facilities. These
roles may include operator, maintainer, security personnel, leadership, as well as many other roles
within the facility. Each role includes a variety of responsibilities for ensuring safe, secure, and
reliable operation of the power facility. At newer, microreactor facilities, the roles may be
compressed, shifted, or even eliminated depending on the needs for ensuring operations are
maintained in both nominal and off-nominal situations. While Small Modular Reactors (SMRs) are
expected to produce a larger amount of energy (50 to 300 megawatts compared to 1 to 50
megawatts), the expected design features of an SMR are similar to microreactor designs. Both
reactor concepts will likely make increased use of systems based on passive or inherent safety, be
adaptable to a range of energy demand scenarios, and will likely be relatively simpler to operate than
the current generation of large LWRs. Some designers for SMRs have released information
regarding how they might expect humans to interact within their facilities and at what intervals
(Sowder & Marciulescu, 2016). The plans for SMRs may provide insights for even further staffing
reductions being contemplated for microreactors.

Babcock & Wilcox Technologies (BWXT) mPower has a fuel cycle of 4 years, is designed for safe
shutdown after design basis accident without operator intervention for at least 72 hours, and a 14
day coping time without offsite or onsite AC power. Therefore, the mPower needs little onsite
human intervention.

The NuScale Power Module (NPM) has eliminated the need for reactor coolant pumps (less moving
hardware) and can enter safe shutdown with no operator intervention. For emergency cooling, the
NPM has a few safety-related valves. However, if AC power is lost, a below-ground pool serves as
an intermediate heat sink. Hence, the NPM also requires little onsite human intervention.

The Holtec Inherently-Safe Modular Underground Reactor (HI-SMUR SMR-160) intentionally
eliminated many active systems and components, relying on natural circulation and containing no
reactor coolant pumps. Holtec reports a simplified design with passive cooling for the associated
spent fuel pool. The Holtec SMR-160 also requires little onsite human intervention.

The Westinghouse Small Modular Reactor (W-SMR) is more evolutionary than the other designs.
The W-SMR balances leveraging current licensing regulations and
construction/operation/maintenance experience at the expense of a more passive safety system and
overall design simplification. The W-SMR continues to use reactor cooling pumps and AC power
for forced reactor coolant flow. Core replacement occurs on a 24-month cycle. While some passive
safety was sacrificed, the W-SMR offers defense in depth for passive decay heat removal via a gravity
fed cooling water, passive heat exchanges and use of bleed and feed methods. The plant safety
systems do not require ASC power and the plant can provide safe shutdown for seven days before
additional water is needed. Due to the incorporation of a more complex design, the W-SMR does
require more human monitoring and interaction than other American SMR systems.
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4.3.1. NuScale ConOps

Recently, NuScale Power, LLC published a Concept of Operations (ConOps) for the NuScale 12
unit plant design (NuScale Power, 2019). The ConOps "describes how the design, systems, and
operational characteristics of the plant relate to the organizational structure, staffing, and
management framework." (NuScale Power, 2019) The ConOps follows NUREG-0711, which was
described in Section 3 of this report. The ConOps defines their staff size at six licensed operators:
three reactor operators (ROs) and three senior reactor operators (SROs). The SROs are compressing
multiple roles into their position, including shift manager, control room supervisor, and shift
technical advisor. The human operators share roles with the machine agent. The machine can vary
its level of automation, from fully automated to manual assist. When the automation is used to
perform a task the human monitor's its completion. The ConOps continues to discuss the tasks
required of the operators as well as the layout of the workstations, interface layout, and features to
support human performance.

4.4. Gaps in Understanding HFE in Microreactors

The task analysis and risk assessment methods presented within NUREG-0711 are targeted toward
manual human actions and errors. However, operators within the microreactor context may not
perform many (if any) manual actions. Instead, they will likely be engaging with a cyber system and
remotely controlling microreactor operations. Additionally, the operators may be working with a
SCADA system rather than a single control room layout, as was presented in the NuScale ConOps.
An approach may need to be developed to design a control room for SCADA interactions and
evaluate operator performance in remote monitoring tasks.

Additionally, future microreactor ConOps should provide rich detail regarding specific design
metrics used within the HFE plan. Supporting evidence should be presented to validate decisions
made around the level of automation within a microreactor control facility. Safety scenarios should
be presented demonstrating the robustness of microreactor facilities to a range of off-nominal
conditions.
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5. APPROACH FOR DESIGNING AND REGULATING MICROREACTORS

The following section outlines recommended steps for designing and regulating microreactors from
the perspective of safe and effective human operation. The respective steps, described in detail
below, include:

1) Define the concept of operations of microreactors to help capture user/operator
perspectives

2) Defme the functional architecture of the system, including different aspects of operation

3) Explicitly define human intervention; understand safety implications and requirements

4) Determine appropriate level of automation, alternatively human operator level of control

5) Determine interface requirements to support human operator across system states

5.1. Define the Concept of Operations (ConOps)

The first step of designing a new system after operational needs have been identified is to develop a
concept of operations. A Concept of Operations (ConOps) is an enterprise-level living document
that helps define a conceptual view of a new system, particularly from the perspective of the
user/operator. The ConOps indicates assumptions and intent of the system and can also act as a
justification for why the system should exist (the need), how it meets stakeholder needs, the
requirements that ensure those needs are met, as well as lifecycle information of the entire system.
Additional objectives of a ConOps include (MITRE, n.d.):

• Establish a high-level basis for requirements that supports the system over its life cycle.

• Establish a high-level basis for test planning and system-level test requirements.

• Support the generation of use cases to test the interaction points within the system.

• Provide the basis for computation of system capacity.

• Validate and discover implicit requirements.

Systems engineering literature provides a myriad of resources for developing a ConOps.
(ANSI/AIAA, 2012; Blanchard & Fabrycky, 2006; "IEEE Guide for Information Technology -
System Definition - Concept of Operations (ConOps) Document (1362-1998)," 1998; Kossiakoff &
Sweet, 2003; Levis & Wagenhals, 2000) are excellent resources for developing a solid set of
documentation around system architecture. Note that these documents usually involve a wide set of
stakeholders as sources of inputs; this helps manage expectations and outputs.

One outcome of the ConOps is to have a clear perspective of the user/operator. Though fine detail
of the user/operator role may not be defined at this stage of conceptual development, it is important
to have some vision or expectation for what is desired. This helps capture potential scope of user
activity, system states and corresponding user interactions, and use cases/scenarios to help drive
HMI development.

In constructing the ConOps, some of the necessary document components have already been
identified in other activities under this project. SME interviews conducted as part of this literature
review provide valuable insights regarding additional work that is needed to determine and integrate
stakeholder inputs. These directly inform the system goal and stakeholder needs. Additionally, the
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NuScale ConOps provides some direction regarding how other manufacturers have defined the
overall system https://www.nrc.gov/docs/ML1913/ML19133A293.pdf

• https://inldigitallibrary.inl.gov/sites/sti/sti/6899532.pdf

While the ConOps offers a high-level view and justification for a new system, the next stage of
system development aims to define more specific concepts of lower-level systems that address user
needs. These concepts describe specific problems, the operator's viewpoint, intended behaviors,
bases for verification and validation activities, basis for number of units, availability, deployment
locations, and basis for evaluation of future changes (ANSI/AIAA, 2012). The development of
these specific components embodies the transition from a lower fidelity to mid-level fidelity system
concept, which grow and mature throughout the product lifecycle. Accordingly, this transition
should include definition of measures of effectiveness of the new system.

This document should provide a forum to "stimulate information exchange at the operational level on
major technical and programmatic issues among the system's users, operators, and developers in
order to facilitate clear understanding of the system context and the users' view of the completed
system" (ANSI/AIAA, 2012, p. 12). More importantly, this document should precede system
specification, as it will provide key inputs to system requirements analysis and design. Finally,
operational concepts can and should be applied at lower levels of the overall system hierarchy and
developed concurrently with system requirements.

5.2. Define System Architecture

In order to properly scope the human-automation interaction with the future microreactor system, it
is necessary to create a preliminary functional system architecture that will help define:

• What will the system do?

• How does that need to be managed?

• What are the expected states of the system?

There are many different approaches to developing system architectures, many of which come from
Systems Engineering and related literature. (Levis & Wagenhals, 2000) provide a framework for
developing functional architecture. Figure 10 and Figure 11, below from (Levis & Wagenhals, 2000),
depict the phase of functional architecture within the larger development process and the necessary
components to define critical aspects of the system.
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Figure 10. Components of functional architecture (Levis & Wagenhals, 2000)
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Figure 11. Three phases of architecture development (Levis & Wagenhals, 2000)

5.3. Define Human Intervention / Control & Level of Automation

With a developed concept of how the system will function (functional architecture), it is possible to
then determine where the human controller plays a role in system operation. The expected states of
the system help define these responsibilities and expectations around what inputs and outputs might
be needed in order for those states to be reached or managed. The following steps help define
specific points of human intervention and control, and the respective level of automation for each
point. These steps can be considered iterative to ensure coverage and integration of changes into
prior analysis.

38



5.3.1. Define Human Intervention and Control

As described in Section 2.1.1., function allocation is the process of assigning activities between a
human operator and technology. Despite its pervasive emphasis in Human Factors and Systems
Engineering processes, function allocation literature lacks specific methodologies. Fuld (2000) has
criticized the concept accordingly, and identified specific methods that provide the desired outputs
of function allocation such as functional decomposition as an a priori method or task analysis.

Function allocation is more difficult in practice, with few methodologies to support robust
assignment (Fuld, 1993, 2000; Wright, Dearden, & Fields, 1999). Despite NRC guidance on function
allocation in NPPs (Table 1 below), Fuld (2000) has identified that function allocation may not be
robust enough by itself to identify potential errors in allocation via hazards that occur in post-design
operation. It is recommended that two methods are used to support the function allocation activity,
both of which support identifying potential hazards in complex systems and determining reliability
of human operators. Richer representations of work, such as models in contextual design
(Holtzblatt, 2016; Holtzblatt & Jones, 1993), offer useful insights in practice (Wright et al., 1999).
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Table 1. Human/Machine Capabilities from NUREG-0700, 1981 (Fuld, 2000)

Humand excel in Machines excel in

Detection of certain forms of very low energy levels

Sensitivity to an extremely wide variety of stimuli

Perceiving patterns and making generalizations
about them

Detecting signals in high noise levels

Ability to store large amounts of information for
long periods—and recalling relevant facts at
appropriate moments

Ability to exercise judgement where events cannot
be completely defined

Improvising and adopting flexible procedures

Ability to react to unexpected low-probability
events

Applying originality in solving problems: i.e.
alternative solutions

Ability to profit from experience and alter the
course of action

Ability to perform fine manipulation, especially
where misalignment appears unexpectedly

Ability to continue to perform when overloaded

Ability to reason inductively

Monitoring (both personnel and equipment)

Performing routine, repetitive or very
precise operations

Responding very quickly to control
signals

Exerting great force, smoothly and with
precision

Storing and recalling large amounts of
information in short time periods

Performing complex and rapid
computations with high accuracy

Sensitivity to stimuli beyond the range
of human sensitivity (infrared,
radio waves, etc.)

Doing many different things
at one time

Deductive processes

Insensitivity to extraneous factors

Ability to repeat opertions very
rapidly, continuously and precisely
the same way over long periods

Operating in environments which
are hostile to humans or beyond human
tolerance

5.3.1.1. System-Theoretic Process Analysis

System-Theoretic Process Analysis (STPA) offers a robust approach to identifying this element of
system design (Leveson & Thomas, 2018). STPA specifically helps identify hazards within a given
control structure, which closely aligns with the goal of the HFE team on this project. STPA, like the
systems architecting methodology, starts with a functional model of the system (as opposed to
physical), creating some advantage in that the 'form' of the system does not need to exist yet.
Essentially, STPA can be used in earlier stages of development as opposed to traditional fault tree
modeling. Rather, the intended control structure is the basis for analysis.
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Figure 12. STPA Steps (Leveson & Thomas, 2018)

An overview of STPA steps is presented in Figure 12. STPA techniques are based on abstraction of
complex systems. STPA seems to scale well as more details become apparent, and the result is
`scenarios' of what could happen in the event of failure. STPA is used already for NPP operations
and is appropriate for the case of microreactors in identifying potential points of concern a priori to
full system design and construction.

Integral to performing STPA is a basic understanding of what the control structure of the system
will be. Using a basic representation of a system (Figure 13), STPA includes identifying 1) outputs
where humans will play a role, and 2) a "map" of the control structure. This control structure
informs where additional analysis is appropriate to determine appropriate level of control (or level of
automation) at each step and the respective human reliability at these points of operator control.

INPUTS

CONTROLS

VERB —P.- OUTPUTS
AO

MECHANISMS

Figure 13. Basic System Representation (Levis & Wagenhals, 2000)
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5.3.2. Determine Appropriate Level of Automation

Iteratively conducted with Step 4, Step 5 will determine appropriate types and levels of automation
at specific interaction points between the operator and the system. (Parasuraman et al., 2000, 2008)
provide guidance for what is appropriate for expected human tasks. (Onnasch, Wickens, Li, &
Manzey, 2013) provide another resource to help navigate function allocation for different types of
tasks expected of the human operator.

Step 4 helps define the expected states of the entire system and the anticipated points of human
intervention or control. The results of this activity inform how much autonomy is desired or
required at control points, which defines the role of the human in that context. Guidance from level
of automation literature provides a starting point for what is appropriate for expected human tasks.

The output of this activity provides another resource to help navigate function allocation for
different types of tasks that require human input. Thus, this step is iterative with the previous step,
cycling between the two activities to reconcile potential conflicts and improve fidelity and
robustness of the concept.

5.4. Determine Interface Requirements

Finally, Step 6 helps determine how to best support the operator though interface design. Existing
standards (see Section 2.3) provide detailed guidance regarding best practices in different control
settings. This acts as a starting point for interface/control design.

After reviewing relevant standards, the next activity should focus on apply user-centered design
principles and processes to further determine interface and control requirements for safe and reliable
operation. This might include concept testing with operators (as a current system does not exist),
studying similar designs already deployed (NuScale), and conducting iterative design phases to
conceptualize, create, test, and revise features, functions, and capabilities. User testing will help
bolster understanding of impacts of potential design changes.
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6. CONCLUSIONS

While many of microreactor sites may incorporate autonomous systems, there is no clear definition
regarding how automation will be used at the various sites. Further, there's even less understanding
of how humans will be involved in on-site and remote decision-making and tasks. A key aspect in
the design of microreactors is specifying the level of automation within the system and how much
the human will be engaging with that system. For the various levels of automation, there are critical
issues that arise that must be explored within the literature. This report is the initiation of a
discussion into the factors that influence automation within microreactors.

This report:
• explored the issues around reduced staffmg of microreactors;
• highlighted historical safety functions associated with human operators;
• assessed current licensing requirements for appropriateness to varying levels of personnel

support; and
• described a recommended regulatory approach for reviewing the impact of reduced staffing

to the operation of microreactors.

The NRC has a foundational HFE program outline in NUREG-0711 that establishes a baseline
design process for any NPP design. However, implementation of this process may not be sufficient
for a system where the operator is located remotely and potentially controlling multiple
microreactors from a single operator station. The current NRC framework of applying function
allocation and task analysis to identify critical human actions is relevant for microreactor HMI,
procedures, and training design. However, since microreactors may have "inherently safe" features,
and humans may have limited ability for immediate intervention, designers need to consider all the
potential failures that could occur within a microreactor's life. Control mitigations using limited
physical human interactions need to be designed into the HMI. Further, analyses should consider
the data fidelity of sensors used to provide information about the microreactor's state to the human
operator. This fidelity may impact the type of HMI that is able to be incorporated into the
microreactor system.

The first two steps within the recommended approach align with the first steps of NUREG-0711. A
ConOps is defined for the desired system and indicates the system's goals, assumptions, stakeholder
needs, and lifecycle of information. After the ConOps is defmed, a designer decomposes the system
into a functional architecture, including different aspects of operation. Where the proposed
approach slightly diverges is the recommendation to define expected human intervention as the
third step in the process. This step does not assign specific roles to personnel, but instead identifies
tasks the human would need to perform as well as identify potential hazards a human may need to
mitigate. STPA can be used to provide a robust approach to identifying hazards within a given goal
structure. Since microreactors may have "inherently safe" features, STPA uses a control structure to
identify unsafe control actions. From this model, mechanisms to prevent unsafe modes can be set in
place. Iterative with the previous step, the level of automation is defmed from the human
interventions and iteratively modified as the human intervention is refmed Finally, from the
definition of human tasks and level of automation, requirements for an interface can be defined.
This phase can also incorporate the specification of procedures and training for using the interface.
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6.1. Future Work

Most of the methods presented in this report have been implemented on similar systems in previous
research. However, the specification of a functional architecture as it relates to human-system
integration for microreactors may be novel for some design types. Additionally, some research has
been performed on applying STPA to evaluate the safety of digital instrumentation and control
systems in nuclear power plants (Rejzek & Hilbes, 2018; Thomas, de Lemos, & Leveson, 2012). This
research could be expanded through an evaluation on the automation of microreactor control
systems. The assessment would consider the supervisory role of a human within a SCADA-type
system. The output of this analysis could provide insights on safety hazards, safety control structure,
identifying unsafe control actions, and translating those actions into safety constraints.
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APPENDIX A. SME INTERVIEW QUESTIONS

A.1. Interview Protocol: Microreactor Researchers

1. Name:
2. Years of Experience with microreactor research (or Advanced Reactor research):
3. What experiences have you had with rnicroreactors?
4. Within your role, how are you planning on using microreactors?
5. What do you envision is the human involvement in running the reactor on a day-to-day

basis?
6. What do you envision is the human's role in maintenance operations?
7. What contingencies, emergencies, and non-nominals might occur within operation of the

plant (not just the reactor)? (e.g. weather events, adversary intervention, cooling system
issues)

8. How might the human intervene in these situations?
9. What literature/authors should be included within a literature search related to the

automation of microreactors?
10. Is there anyone else you think we should talk with?

A.2. Interview Protocol: NRC Policies

1. Name:
2. Years of Experience with Nuclear Reactors:
3. What is your background related to Nuclear Reactors?
4. What experiences have you had with microreactors?
5. What is the role of the human in current reactor operations? (i.e. reactors that are currently

approved and licensed for use by the NRC)
6. What contingencies, emergencies, and non-nominals might occur within operation of the

plant (not just the reactor)? (e.g. weather events, adversary intervention, cooling system
issues)

7. How does the human currently intervene in these situations? How might a human be
required to intervene in future scenarios? I.e. could automation take the place of a human's
role in emergency situations?

8. What would it take for you to certify a fully autonomous microreactor? What current
regulations would stand in the way of automating microreactors?

9. Is anyone at NRC (or a partner of NRC) working on issues related to the introduction,
certification, or licensing of microreactors?

10. What literature/authors should be included within a literature search related to the
automation of microreactors?

11. Is there anyone else you think we should talk with?
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APPENDIX B. SME INTERVIEW NOTES

B.1. NRC SME Interview Notes

Interview Protocol: NRC Policies
1. Name:

[Redacted A]
[Redacted B]
[Redacted C]

2. Years of Experience with Nuclear Reactors (N/A)

3. What is your background related to Nuclear Reactors? (N/A)

4. What experiences have you had with microreactors?
Core Review team- includes HF staff. Been engaged with pre-application reviews for a couple
different designs/discussions.
Outside the scope of this, wrapping up reviews for the NuScale small modular reactor design. LWR.
Fairly early stages of microreactor discussions. In meetings about the general approaches that
applicants are considering for designs. Looking at what needs to be in place to formally conduct
reviews.
Part of what they're hearing in these discussions are issues that were raised in LTD6. Possibility of
autonomous operations. Remote operations. Highly automated or fully passive designs. Given
nature of the review process, the NRC historically uses HF guidance for large LWR. These facilities
pose substantially greater risk to the public than the new designs. Relied much more heavily on
operator action to mitigate accidents.
Been looking at this from HF perspective for a new review approach that would be more
appropriately suited to the level of risk, nature of the operations, nature of the orgs coming in, right
size and right focus to address these types of applications.

SNL Q: have they had any actual applications?
A: Pre-Application discussion.

5. What is the role of the human in current reactor operations? (i.e. reactors that are currently
approved and licensed for use by the NRC)
Staffing requirements: NRC regulations require operating experience for a specific number of years,
units, configurations. Regulations are based on large reactors. But, new designs don't fit existing
staffing requirements. For NuScale, had to prove out through validation exercises that they could
operate the facility through fewer staff.
The requirements would not be practical for microreactors because they would be prohibitive for
microreactor output. Wouldn't be deemed to be necessary based on the simplicity of design.

SNL Q: Would the requirements have to be changed? A: The NuScale applicant was able to proceed
based on a licensing pathway that didn't require a change. But, ultimately it would make sense for
the agency to not require prescriptive staffing requirement.
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6. What contingencies, emergencies, and non-nominals might occur within operation of the plant
(not just the reactor)? (e.g. weather events, adversary intervention, cooling system issues)
Challenge- Applications may vary across different vendors. One answer may not be sufficient for all.
It's natural based on our history to say "of course," because of what a large LWR would require.
[For the large reactors] There would have to be many situations that would require the operator
there. I think until we have more information, ies going the be hard to know if claims are true.

7. How does the human currendy intervene in these situations? How might a human be required to
intervene in future scenarios? I.e. could automation take the place of a human's role in emergency
situations?
[For microreactors] Litde required by human operator. Passive designs as design matures, but there's
a recognition that operator actions are required for certain activities. Might have a control station to
monitor multiple stations (remote monitoring station)

SNL Q: What types of events might the human be involved in?
A: something they're trying to explore. Largely a monitoring function. Design of reactor physics
should be to naturally shut down the reactor if there is at risk conditions. Reactor may naturally go
to a safe state. Start-up sequence. Control, power management functions- to adjust reactor output
on demand.

8. What would it take for you to certify a fully autonomous microreactor? What current regulations
would stand in the way of automating microreactors?
For remote: Understand the risk to the public (size of core, worst case scenario for reactor to fail).
That will be the beginning. If the answer is the worst thing that could happen is some minimal dose
within the controlled boundary of this facility triggers occupational exposure but not detrimental to
health and safety then you can say
For autonomous: whether we're looking at a facility in which the physics of the reactor make it so
that it can be autonomous and shut down as needed (passive). Or, are active components dependent
on complex control logic? More concerns about how confident we can be that active components
controlled by computer logic are effective without human backstop.
Bar for consequences of failure is much lower than large LWR. Expected to be risk-informed in
approach.
Will have to certify software. Physics is not as concerning as external software or mechanical
functions.

9. Is anyone at NRC (or a partner of NRC) working on issues related to the introduction,
certification, or licensing of microreactors?
NuScale certification: NUREG on staffing exemption process. Provided the broad framework for
how they were able to proceed with NuScale. But, would need to check with the people who did
that review. Needed to include a design specific staffing requirement for the NuScale design. Rather
than taking an exemption.

10. What literature/authors should be included within a literature search related to the automation
of microreactors?

11. Is there anyone else you think we should talk with?
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Other Comments:
Role of the operator and performance of the operator- used generally because some of these things
we can regular but when we think of from a safety perspective. Coming at from a broad human
performance perspective. How it would affect the number of people on site.
Licensing and changes to the licensing process.
Risk to the plant and non-plant personnel (other hazards, combustibles,)
To what extent are we using proven technologies vs novel technologies
Consideration to the site of the plant (how remote)- has implications for emergency preparedness,
also impacts personnel placement (sociological influences)
Remote operation of the facility (individuals aren't at plant. Where are they located?)
Frequency and extent of NRC oversite—in the past had resident inspectors, etc. Would that change?
Plant operating characteristics
Relying on passive or active features to control
Surveillance vs monitoring remote sensors (limited operating experience may lead to degraded
performance)
Plant emissions
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B.2. LANL SME Interview Notes

Interview Protocol: Microreactor Researchers

1. Name: [Redacted]

2. Years of Experience with microreactor research (or Advanced Reactor research): (N/A)

3. What experiences have you had with microreactors?
Used to run Melcore. Part of Level 1, 2, and 3 risk. Within DOE Nuclear Energy (NE)- Idaho,
Argonne, Oakridge that support nuclear power business (Commercial reactor industry). After 2006,
LANL kicked out of commercial reactor industry.
(1) Looked at the army reactor program (`60s) — 1 kW to lmW. Design small power heatpipe based
reactors for military bases, fits on semitruck. Portable DOD reactor.
Westinghouse has licensed some aspects of their designs, but mostly just kept heatpipe mechanism.
Working with Westinghouse but not making design decisions. Most of the work is inhouse for
Westinghouse.
(2) Space reactors — DUFF (Demonstration Using Flattop Fissions) and KRUSTY. Focused on
<10mW reactors on physics side (not on power conversion).

4. Within your role, how are you planning on using microreactors?
[See Q3]
Both defense and space usage. National security lab- so more government applications.

5. What do you envision is the human involvement in running the reactor on a day-to-day basis?
Because of size of microreactors, the power density is low. When you have megawatts of heat to
remove, that can cause problems... as you reduce the size of the nuclear reactor, these problems are
significantly reduced.
You can make a microreactor self-regulating. Make the reactor dependent on the power conversion
(tightly coupled). E.g. space reactor has to be automated because no people. Get reactors that would
respond through physics.
Have planned for people to remotely monitor (set the output and maybe turn on and off).
Physics- designed to make reactor want to be at a specific temperature. But, if the power conversion
wants more power, the temperature drops. Reactor contracts a little due to temp drop. Sheds less
neutrons. Opposite true for less power. Thus, reactor adjusts itself.
Maximize self-regulation. But, not maximizing uranium usage (ie power ain't cheap).
Single stepper motor that pulls rod in and out. (rods adjust temperature) For space reactor, no
redundancy.

In most small reactors, won't see a steam rankin cycle. Very small ranges- sterling engines. Next: gas
braten system (Not changing phase. Just taking a hot gas and putting it through. Loose efficiency
but vastly smaller). ... One version you use gas and eject. Other version you reuse.

Human- start stop option and maybe human wouldn't need to change the temperature equilibrium
point. Microreactor doesn't need a lot of human interaction. Just there to produce power. Can ramp
up or down on power conversion. Could pair with other energy sources (e.g. solar). Human would
only interact with some type of dial to adjust the power output.
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6. What do you envision is the human's role in maintenance operations?
In space- no one has the ability to fix anything or maintain anything. For the DOD didn't want that
either. Would just have a set lifetime. If something broke, then it's broken. It would be shut down
and sent home.
❑

7. What contingencies, emergencies, and non-nominals might occur within operation of the plant
(not just the reactor)? (e.g. weather events, adversary intervention, cooling system issues)
How might the human intervene in these situations?
Safety consideration- e.g. radiation release- dependent on size of the microreactor. E.g. level 1 risk
Whaes probability of melting fuel? In Level 1 PRA look for human factors or ways things fail that
lead to core melt. How could we decay reactor and not be able to get rid of heat?
For Kilopower project- showed they could turn off all active cooling. Didn't scram reactor but it still
dropped in temperature and it was still "happy as a clam" based on physics of heat leak. PM says he
doesn't know if it can meltdown.
If it were working correctly- would just check periodically on temperature balance and other metrics.
Envision a need to Scram? Space no. Terrestrial yes. E.g. if power system fails. Need to send power
system back to factor. Hear a noise, power's shot. Reactor's shot. Not making power no use in the
reactor. Call guys "lost the turbine they say "wait 7 days then we'll send it back"
OR if they lost a base then might need to scram to send the reactor back.
What about security- what could a bad agent do? Could they make it dirty? A terrorist could blow it
up and spread fission products.
Could they steal the materials? Anything terrestrial would be LEU <20% enriched. For space would
be HEU.

8. What literature/authors should be included within a literature search related to the automation of
microreactors?
Kilopower & Megapower documents. Could send us some documents.

9. Is there anyone else you think we should talk with?
[Sandia Braten Lab, Sandia Super critical CO2]
Can get us names of people at Westinghouse. DD Rao.
Oklo. Bwxt. X Energy.
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B.3. EPRI SME Interview Notes

Interview Protocol: Microreactor Researchers
1. Name: [Redacted]

2. Years of Experience with microreactor research (or Advanced Reactor research):
20 years experience

3. What experiences have you had with microreactors?
• Operational experience with Navy
• Training facility, prototype and on aircraft carriers
• At Jensen Hughes (before it was JH). Has worked on risk assessment.
• Academic, university. Science
• Now, more research-based with national labs
• AT EPRI:

o Has spoken to staff at Westinghouse and Oklo and National Labs about
microreactors

o Does own research looking at rnicroreactors
• Has had interactions with small reactors (maintenance) + panels (preventative maintenance,

corrective maintenance) throughout career

4. Within your role, how are you planning on using microreactors?
• What are the applications of microreactors? Applications of microreactors is pretty wide

(DOD, commercial, off-grid, etc)
• High-barrier to entry (staffing, etc) all applies to modern larger reactors

o If they say no emergency planning zone (EPZ) required, what does that mean?
o For the forseeable future, [the microreactor is] on it's own site.
o Site boundary could be small (acres) but not a city block

5. What do you envision is the human involvement in running the reactor on a day-to-day basis?
• For autonomous- no humans. Technology monitoring, so it would bring back into balance if

needed.
• Wording is very critical- very important how you communicate these technologies.
• Human interactions at the monitoring level is redundant. Humans now are already "remote,"

and separated by shielding.
o Issues with cyber security and the growth of adversary technology

• Fundamental design of the device—how complex did you make this thing?
o If accident tolerant fuel, then ok.... risk assessment is very important

• Capitulated from a regulatory standpoint to provide more engineering and rigidity to provide
safety

o As the latest greatest developments have come, it's tough to meet yesterday's
requirements

o Requirements are too prescriptive
• When systems are more simplified, they'll have less operating systems and less parameters

(lots of N/A for the requirements)
o Related to latest and greatest licensing projects
o CFR Part 50, Part 52 -- regulations
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6. What do you envision is the human's role in maintenance operations?
• Design-specific

o Turbine- then specific to maintaining those, Etc

• Every 12 years- fuel shuffling

• Sensors that will break? Maybe

7. What contingencies, emergencies, and non-nominals might occur within operation of the plant
(not just the reactor)? (e.g. weather events, adversary intervention, cooling system issues)
How might the human intervene in these situations?

• Cyber
• Evacuation
• Site-dependent: where is the device? Ease of physical access

o e.g. reactors on military bases
• Depends on the design

o Backup ac?
o Diesel generator required?
o Multiple microreactors?
o Could build something that's fairly hardened with redundancy. Redundant fuel cell

and hydrogen on site.
o Decrease the threat vectors through redundancy

• Things operating at low pressure vs high pressure, gets rid of some risk
• Threats

o Inside actors
o Cyber
o Physical security

8. What literature/authors should be included within a literature search related to the automation of
microreactors?

• Advanced nuclear technology (ANT) economic-based research and development roadmap
for nuclear powerplant construction (EPRI 3002015935)

• Economics Roadmap on Reactor Deployment
• Titans of nuclear podcast (NEI, EPRI, )

9. Is there anyone else you think we should talk with?
• Operating characteristics
• Licensing pathways
• Licensing support
• Deployments
• <ppl who build reactors>
• Titans of nuclear: podcast. Bret Kugelmass
• Yasar Arafat (Westinghouse — now INL)
• Sen Lisa Murkowski
• Senate committee of energy and natural resources
• Pandora's promise (2013 documentary)
• New Fire (Documentary)
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o David Schumaker
o The executive producerli

10. Near-term

• Licensing and Modernization Project (NRC): INL
• Existing pipelines and channels don't support the proposed path forward

• Wrap-up existing work on modernizing other plants. Identify existing entities and
stakeholders

• Community of existing stakeholders that are submitting their designs for regulatory reviews
o E.g. microreactor that needs existing work
o Design is still very conceptual, not all analyses have been conducted
o Building into a design certification document (DCD)
o DCD- has prescribed table of contents

• Expectation of a regulator or a licensing agent has documentation already existing.... Design
maturity

• Under research reactors there is a licensing protocol that exists that the microreactors can go
through (license starts with R)

• Sufficient —
o Unsure if they're sufficient processes

• Documents are very prescriptive
o Too the level of degrees people have to have to operate the reactor

11. What would it take for you to certify a fully autonomous microreactor? What current regulations
would stand in the way of automating microreactors?
• NUREGs—

• Etc. evacuating

• Even how we communicate to the public evacuations is from 1980 (old tech.. broad but still
out of date)
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