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Abstract

The current standard Bayesian approach to model calibration, which assigns a
Gaussian process prior to the discrepancy term, often suffers from issues of unidenti-
fiability and computational complexity and instability. When the goal is to quantify
uncertainty in physical parameters for extrapolative prediction, then there is no need
to perform inference on the discrepancy term. With this in mind, we introduce Gibbs
posteriors as an alternative Bayesian method for model calibration, which updates
the prior with a loss function connecting the data to the parameter. The target of
inference is the physical parameter value which minimizes the expected loss. We
propose to tune the loss scale of the Gibbs posterior to maintain nominal frequentist
coverage under assumptions of the form of model discrepancy, and present a bootstrap
implementation for approximating coverage rates. Our approach is highly modular,
allowing an analyst to easily encode a wide variety of such assumptions. Further-
more, we provide a principled method of combining posteriors calculated from data
subsets. We apply our methods to data from an experiment measuring the material
properties of tantalum.
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1 Introduction

Model calibration is the process of learning about model inputs by coupling experimental

data with computational simulation outputs, essentially solving an inverse problem for a

deterministic computer model. Typically experimental data are assumed to be generated

from the process:

y(x) = ((x; 0*) + e(x)

77(x; 0*) = ((x; 0*) + ( S (x; 0*)
(1)

where y(x) are observations of the true physical process ((x; 0*) at time x measured with

independent errors e(x). The parameter 0 is an input to the physical process and 0* is the

true value of 0 that we are trying to learn. The true physical process is approximated by

deterministic physical model 77(x; 0), and the goal is to determine the model inputs 0 from

the observations of y(x). However, there is some systemic bias in this physical model, and

so (5(x) accounts for this inadequacy and is called the model discrepancy term.

Model calibration can serve two distinct purposes in computer modeling: interpolative

prediction and extrapolative prediction. In interpolative prediction, the model parameters

are tuned such that the model can accurately predict throughout the design space where

data have been collected. In extrapolative prediction, the calibrated model results are ap-

plied to predict in a space or setting where no data have been collected and the model cannot

be directly validated. Extrapolative prediction is common in many engineering applications,

as the computer modeling exercise is often intended to compensate for gaps in data. Ex-

amples of extrapolative prediction include calibrating subsystem models to roll-up results

into overall system predictions (Li and Mahadevan, 2016), using calibration to estimate

parameters with scientific meaning for use in other applications or models (Brown and

Hund, 2018; Brynjarsdatir and O'Hagan, 2014), and using models to predict to spaces

where data cannot be collected (Ling et al., 2014).

Physical models are inherently approximations of reality and typically contain error;

thus, model calibration procedures must accommodate for model discrepancy (called model

misspecification in the statistics literature) to obtain valid estimates and uncertainties on
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calibrated input parameters. The ontological question of whether a "true value of a

model input exists in reality is debatable, because there is no ground truth in a computer

simulation. Here we take the pragmatic view that a true calibration parameter exists insofar

as it informs extrapolative prediction. Therefore, we refer to such calibration parameters

as "physical parameters," following BrynjarsdOttir and O'Hagan (2014).

In this paper we present a Bayesian approach to model calibration based on Gibbs

posteriors. With this method, the target of inference is the physical parameter which

minimizes a user-defined loss function in expectation, and we accommodate the use of prior

information when available. In the remainder of this section, we preview our method as a

solution to issues of identifiability and computational stability associated with the current

standard Bayesian approach, and connect it with existing ideas in the literature which cast

calibration as an optimization problem. In Section 2, we explain our method in detail and

motivate our approach of setting the loss scale for the Gibbs posterior, of which we present

an implementation in Section 3. Then, in Section 4 we give a statistically principled method

for combining posteriors calculated from data subsets. Section 5 applies our methods to

data from an experiment measuring the dynamic material properties of tantalum. We

close with a discussion in Section 6. The online supplement contains simulation results,

algorithmic details, and additional figures.

1.1 Standard Bayesian approach

Calibration is often a poorly identified problem, where multiple inputs produce equally

valid solutions. Bayesian inference has been used extensively in model calibration to avoid

optimization challenges under poorly identified parameters. The most common Bayesian

approach comes from the seminal paper by Kennedy and O'Hagan (2001) (hereafter, KOH),

whereby the model in Eq. (1) is completed by assigning priors to the unknown components:

y(x) = ii(x; t9) + (5(x) + c(x)

6) — 71 (0), 6 ,-, GP(0, k(- , -)), c(x) ,--, ..N. (0, a2)
(2)

where k( , .) denotes the covariance kernel of the Gaussian process (GP) prior for the

discrepancy 6 . This model accommodates different sources of uncertainty, including input
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parameter uncertainty, measurement uncertainty in the experimental data, and model-form

error. This paper is primarily concerned with this latter uncertainty, model-form error.

The KOH model allows for model misspecification through incorporation of the GP prior

for the discrepancy. However, it is well known that including this term to account for model

discrepancy is insufficient, because 0 and 6 are not jointly identifiable (Loeppky et al., 2006);

various configurations of the two can explain the data equally well while having similar

density under the prior. The calibration parameters 0 are only guaranteed to converge to

their true physical values when there is no discrepancy, or when the discrepancy is mean

0 over x and independent of O. Calibration parameters should not be expected to have

physical interpretations under the KOH model in the presence of model discrepancy (Arendt

et al., 2012b; Brynjarsd6ttir and O'Hagan, 2014). The non-identifiability of the discrepancy

function is similar to the problem of "spatial confoundine in the spatial statistics literature

(Reich et al., 2006; Hodges and Reich, 2010; Paciorek, 2010), as it is generally not possible

to learn a systematic, unobserved model bias from the observed data alone.

When model inputs have physical interpretations, model discrepancy must be carefully

considered for valid physical parameter estimation and uncertainty quantification. For in-

stance, BrynjarsdOttir and O'Hagan (2014) illustrate that the KOH model results in biased

parameter estimates in the presence of systematic model discrepancy, and the only way to

reduce this bias is to know a priori the form of the discrepancy. Challenges associated with

physical parameter calibration under model misspecification are well-documented (Arendt

et al., 2012b,a; BrynjarsdOttir and O'Hagan, 2014; Arendt et al., 2016; Tuo and Wu, 2016),

but few solutions exist beyond the standard KOH treatment of model discrepancy. More

recent work shows that KOH calibration is not £2-consistent and calibration parameter

inferences depend on the model discrepancy prior (Tuo and Wu, 2016). To address this

issue, Plumlee (2017) proposes using a prior on the discrepancy that is orthogonal to the

computer model gradient to produce calibration results that are consistent with the desired

loss function, similar to projected kernel calibration proposed by Tuo (2017).

A common thread across all calibration methodologies is that the analyst must make

assumptions about the form of the model discrepancy in order to obtain accurate calibration

parameter estimates. For instance, the KOH model assumes that model discrepancy can be
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represented as a Gaussian process; further, inferences about calibration parameters under

KOH are generally only correct when the Gaussian procss is mean 0 and independent of

the model inputs. BrynjarsdOttir and O'Hagan (2014) place stronger prior information

on the Gaussian process under a non-mean 0 discrepancy to improve inferences based on

knowledge of the form of the discrepancy.

1.2 An alternative Bayesian approach

The goal of this paper is to introduce a Bayesian approach for accomodating model discrep-

ancy as an alternative to KOH, namely Gibbs posteriors. With this method, we specify a

prior 7(6) for the calibration parameters, and provide an update for these parameters by

a loss function connecting the data and the unknown parameters. The Gibbs posterior is

pw(9 1 y) a exp(-wl(y, 0))7(0)

where l(•,•) is a loss function and w is a scalar apportioning weight between the data and

the prior, which we call the loss scale. Crucially, as explained in greater detail in Section 2,

the target of inference here is different from that under the KOH model; our motivation is

to quantify uncertainty in the 0 value that minimizes the loss l(y, 0) in expectation under

the data generating process for y. In this sense, the target has a well-grounded physical

interpretation. This approach provides a flexible alternative modeling framework to KOH

that allows the analyst to utilize prior knowledge of how the model is wrong when possible.

The Gibbs posterior framework as introduced here for application to Bayesian model

calibration has several advantages: (i) the target of inference is as the minimizer of the

expected loss, avoiding issues with the ontological meaning of 9 in KOH, and (ii) we bypass

issues of computational stability associated with estimating the discrepancy function in

the KOH model. Further, this approach emphasizes and responds to the need for distinct

treatments of calibration for extrapolative versus interpolative prediction, analogous to

predictive versus explanatory modeling in statistics (Shmueli et al., 2010). For extrapolative

prediction, alternatives to KOH are lacking but needed. Previous work has employed

power likelihood techniques, a special case the Gibbs posterior, for calibration (Jackson
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et al., 2004; Mosbach et al., 2014; Brown and Hund, 2018), but to our knowledge none

of this work links power likelihood methods to the emerging statistics literature on Gibbs

posteriors, and it remains an open question how to select the loss scale w. In this paper,

we generalize previously proposed Gibbs posterior techniques for the calibration setting,

and give a method of tuning the choice of loss scale.

1.3 Calibration as optimization

Given that 0 is difficult to interpret in the KOH model due to lack of £2 consistency, a

recent trend in the calibration literature is to view calibration as an optimization problem

(Tuo and Wu, 2015; Wong et al., 2017; Gramacy et al., 2015). The "ideal!' value of the

physical parameters 0 is defined to be the minimizer of f2 distance between the truth

physical process and the observed data:

0* = arg min f [y(x) — ((x;0)]2 dx.
0E8 x

(3)

However, because the true physical process ((x) is unknown, Wong et al. (2017) propose

the estimator minimizing the £2 loss between the computer prediction and the observed

data:

0 = arg 
0E 
min f [y(x) — n(x; e)? dG(x) (4)
8

where G(x) characterizes a weighting scheme for x. The sampling distribution of this

estimator is approximated with the bootstrap.

While viewing calibration as optimization, as given above, simplifies the definition of

the "best estimate" of 0 relative to KOH, this approach is not satisfactory from a Bayesian

perspective. We would prefer to give a posterior distribution for 0 conditional on the

observed data, while incorporating prior information on both the discrepancy and the model

parameters when possible. Our Gibbs posterior method does exactly this. We reformulate

the inferential goal of the Bayesian approach as one which quantifies uncertainty on a

0 value which minimizes an expected loss function, in contrast to the KOH model which

expresses uncertainty in a set of parameters 9 which are involved in a specified probabilistic
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model given in Eqs. (1) and (2).

2 Gibbs posteriors for Bayesian model calibration

When physical parameter estimation is the goal of calibration, then we have no need to

make posterior inference on a discrepancy function (which only improves interpolative

prediction). With this in mind, we propose a Gibbs posterior approach to calibration

under model discrepancy.

We continue to assume the data generating mechanism of Eq. (1). In connection with

the frequentist literature viewing model calibration as an optimization problem, our method

has the inferential goal in quantifying uncertainty around an unknown parameter which

minimizes the expected value of the loss function l(y, 0), i.e. the target is

00 0(F0) := arg 109.1e1 f /(y, lndFo (5)

with the expectation over Fo, the true, unknown data generating process for y, a combina-

tion of the unknown physical process ((x) and measurement error e(x).

Given a prior belief distribution on 7(B) for the minimizer 00 defined in Eq. (5) and

the observed data y(x), we propose a posterior update for 90 in the form of

pu,(0 y) oc exp(—wl(y, 6))7(0) (6)

assuming this admits a proper density, for some w > 0, called the loss scale, which controls

relative weighting of the prior and the data in the update. Bissiri et al. (2016) show that

Eq. (6) constitutes a "valid and coherent" update from the prior 7(B) concerning 00, in

that, for example, it follows a sequential invariance property of updating, and minimizes

an additive loss measuring respective discrepancy between the posterior and prior, and the

posterior and data. The update in the form of Eq. (6) is referred to in the literature as the

Gibbs posterior (Zhang, 2006; Jiang and Tanner, 2008a; Alquier et al., 2016). We do not

incorporate the discrepancy into the posterior inference scheme, though we do use prior

knowledge on it to inform the choice of loss scale, as we explain in the following subsection.
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A special case of the Gibbs posterior is power-likelihood methods (Miller and Dun-

son, 2015; Grunwald et al., 2017), where the likelihood for the (presumably misspecified)

probability model is scaled by some power. However, here we are more generally inter-

ested in linking the observed data and unknown parameters via a loss function. Note that

(6) accommodates power-likelihood posteriors as a special case when 4., .) is the negative

log-likelihood, and further, the ordinary Bayesian posterior is returned when w = 1.

The choice of loss function defines the estimand, as shown in Eq. (5). To choose the

loss function, we can consider prior knowledge about model discrepancy. For instance, one

loss function could be the £2 distance between the observed data and the expected value of

the true process:

l(y, 9) = j [y(x) — EF0 Mx; 9))12dx, (7)

which admits an estimand similar to that in Eq. (3). When EF0(6(x)) = 0 and so

EF0(((x; 9)) = n(x; 0), this loss function is the same as that used in the frequentist es-

timator in Eq. (4) when using a uniform weighting scheme on the sample space x E X.

The main benefit of using the Gibbs posterior is now we have a well-defined target of

inference coming from a user-defined loss function, in contrast to the KOH approach which

has a less concrete target. As we accumulate more data, we concentrate on the empirical

risk minimizer, as long as this value has positive support under the prior. Also, we can

avoid the computational difficulties typical in taking the KOH approach (i.e., calculating

matrix inversions in the MCMC scheme necessary when using a GP prior). We now address

the question of setting the loss scale w.

2.1 Choosing the loss scale by calibrating credible intervals

Gibbs posteriors, in particular power-likelihood methods, have previously been applied to

model calibration (Jackson et al., 2004; Mosbach et al., 2014; Brown and Hund, 2018),

but it remains an open question as to how the loss scale w should be selected. Outside of

calibration applications, there are many other suggested for approaches (Miller and Dunson,

2015; Grunwald et al., 2017; Jiang and Tanner, 2008b; Holmes and Walker, 2017; Syring
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and Martin, 2018; Lyddon et al., 2017). So far there has been no universally applicable

approach, though it is clear that any valid approach should require assumptions of the form

of the discrepancy

In ideal situations, there exists an analytic solution. As an example, if we are willing

to make the strong assumption that the model discrepancy arises from a mean 0 Gaus-

sian process over x and apply asymptotic results, then we can calculate the asymptotic

posterior distribution for 0 under the Gibbs posterior (6). Brown and Hund (2018) use

this approach to justify scaling the likelihood by a function of the effective sample size of

the residuals. However, heavily relying on asymptotic results may not be prudent, given

that many calibration problems involve sparse data and, more importantly, this approach

relies on strong assumptions about the form of the model discrepancy (mean 0 Gaussian

process). A primary advantage of our Gibbs posterior approach to calibration is that this

framework allows for a very broad class of such assumptions.

For the calibration problem, we propose the strategy of tuning the loss scale w to achieve

correct nominal frequentist coverage of the Gibbs posterior under the assumptions of the

discrepancy, as approximated by a bootstrap approach. In this way, our method is similar

in spirit to Syring and Martin (2018) and Lyddon et al. (2017).

Given that F0, the data generating process for y in Eq. (5), is unknown (because the

model discrepancy is unknown), we may assign it a prior F0 , F61/4". This prior then propa-

gates uncertainty onto the distribution for the minimizer 190 via the hierarchical formulation

F — F(';"

(9(F) 1 F) = arg Ipp-8. f 1(y, 191)dF.
(8)

We refer to (8) as the bootstrap model, since implementation generally requires sampling

over the prior distribution on the data generating mechanism. Note that, in the boot-

strapped model in (8), the data generating mechanism is considered a random variable, as

opposed to Eq. (5) where the data generating mechanism F0 is fixed but unknown. As a

result, in the bootstrapped model, there is stochasticity in y(x) due to measurement noise

and in ii(x; 9) due to unknown model discrepancy.

Lyddon et al. (2017) consider a similar approach for the case of independent observations
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arising from F0 and select the w for the Gibbs posterior by matching the Fisher informa-

tion of the asymptotic distributions for the Gibbs posterior (6) and bootstrap model (8).

However, deriving similar analytic results for the calibration problem is likely intractable

and perhaps not the most pragmatic choice in our case.

Instead, we propose selecting the loss scale w to retain frequentist coverage for the

Gibbs posterior, following Syring and Martin (2018). We argue that coverage is a natural

metric for the calibration application, since our primary interest is sufficient uncertainty

quantification (UQ) for the physical parameters of interest. One reasonable definition of

sufficient UQ in this sense is accurate credible interval width under our prior assumptions

on the model discrepancy. Such a requirement is stemmed in the property that, for a

correctly specified model credible intervals for parameters retain frequentist coverage on

average across the prior'. Generally, for a model given by (y 1 0) , Po, 0 , 7(B), if

C,(9 1 y) is a 1 — a ordinary posterior credible interval, it follows that

fPrpo (C,(0 1 y) 3 0)7(c10) = 1 — a.

In our case, we want to ensure that the Gibbs posterior retains frequentist coverage

of the target 0 on average under the presumed prior for the data generating process. Let

C,,„(6) 1 y,n) denote the 1 — a Gibbs posterior credible interval with scale w, and let the

average frequentist coverage be defined as

c,(w; F6') := f PrF6,(C„,,,„,(0 1 y,ri) 3 0)7(d0). (9)

This is the frequentist probability, on average across the prior, that the Gibbs posterior

credible interval with loss scale w contains the true 0 under the assumed prior F. We

want to choose w such that co,(w; F6k) = 1 — a. Such an approach is closely related to the

"calibrated Bayee school of thought, whereby frequentist properties are used as criteria

for Bayesian model evaluation (Little, 2006; Box, 1980; Rubin, 1984; Gelman et al., 1996).

1Note that coverage of credible intervals is not uniform across all 8, or equivalently, conditional on any
particular 0, with the exception of the special class of "matching priors" (Ghosh, 2011), i.e., in general

Prp,(Ca(0 1 y) 9 0 1 8) 1 — a.
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Again, finding the optimal choice of w to uphold the frequentist coverage property is

analytically intractable in most cases. Instead, we propose to use Monte Carlo approxima-

tions of coverage to evaluate possible choices of w using a bootstrap approach. To obtain

these estimates of frequentist coverage for the Gibbs posteriors, we need to specify the prior

for F61/4" and generate data under this prior. For this, we propose both a parametric proce-

dure, which we describe in detail in Section 3, and a nonparametric procedure, described

in the supplement.

3 Parametric bootstrap

Here we describe a parametric bootstrap implementation to approximating Eq. (9), the

average frequentist coverage of the Gibbs posterior with loss scale w. Note that other

implementations of the parametric bootstrap may be reasonable for scale parameter selec-

tion. The online supplement describes one such approach, and presents a simulation study

which verifies that this weight selection procedure ensures nominal frequentist coverage

under assumptions of discrepancy form.

We assume that a loss function l(y, 61) has been specified to link the data and parameters

of interest 61, for example the £2 distance. Furthermore, we assume that a prior 6) ,--, 7(6)

has been specified for the parameters of interest, as well as a prior for F61/4", i.e., 6 '-'-' 7(8 1 À)

and E rs-, 7r(f 1 r) are given, with E(E) = O. Usually there is a Gaussian process prior for the

discrepancy 8 and a Gaussian prior for the measurement error E, but here we use a more

general notation, allowing these prior to be governed by some arbitrary hyperparameters

À and T, respectively. These hyperparameters may be obtained using either empirical

Bayesian estimation, expert judgment, or a combination of the two. Section 3.1 gives an

empirical Bayesian procedure for estimating the hyperparameters in order to approximate

F. We require all priors to be proper so that samples may be drawn from them. The

bootstrap procedure is then described as follows:

(i) Create bootstrap sample data. For b = 1, ... , B, draw components from the assigned

11



priors for the unknown values,

9(b) — 7(9), 6(b) — 7((S I A), E(b) r' 7 (e 1 7)1

and from these compute the bootstrap observations to mimic draws from Fc;",

y(b)(x) = n(x; 9(b)) + ö(b)(x) + e(b) (x).

(ii) Given one value of w, construct credible intervals Ca,,109 1 y(b)) for each dataset

b = 1,... , B. Then the frequentist coverage is estimated by

B

ea(21); F6) = B-1 E WO E Ca,w(9 1 y(b)))

b=1

(iii) Choose the loss scale W such a,(W; F6') ,c--- 1 — a, by using a defined grid of values or

by using a stochastic approximation (Syring and Martin, 2018). Using this, we can

form the calibrated Gibbs posterior pti,(9 1 y) using the experimental data to perform

final inference for 9 .

Intuitively, one can see how the prior for (5 (either specified with expert knowledge

or through empirical Bayes) informs the final choice of loss scale. If (5 is expected to

be erratic and large in magnitude, then the point estimate for each bootstrap sample

B(b) := arg mino /(y(b), 9) will be inaccurate, and therefore the scale w must be smaller

(closer to 0) so that the Gibbs posterior is more diffuse to maintain the right coverage.

Conversely, if (5 is expected to be smooth and small in magnitude, then o(b) will be close to

the truth ON, and w will be tuned to be larger.

Note that the necessary prior specifications are similarly required for the standard

Bayesian approach of KOH. The difference here is that the priors are used here for the

purposes of tuning the choice of w. Unlike under the KOH approach, here the prior F6* is

not something that is updated in the Bayesian procedure, but rather a modeling assumption

which drives the final choice of w, and subsequently influences inference on O. In KOH,

inferences are not generally as sensitive to choice of the prior, since the prior is updated in

the posterior sampling scheme. Hence, using this parametric bootstrap procedure, careful
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selection of Fc; is required to obtain valid inference.

3.1 Empirical Bayes prior

We can derive an empirical Bayes variant of the parametric bootstrap procedure as follows.

First, find the best fitting estimate O = arg mino l(y, 0) and calculate the empirical discrep-

ancy 8= y(x) — ri(x; 0). Then, obtain estimates for 5k and f- (e.g., the hyperparameters for

the GP discrepancy, and the residual variance) using maximum marginal likelihood on S.

This approach is similar to Brown and Hund (2018), who also calculate the empirical dis-

crepancy, in their case to estimate the effective sample size of this discrepancy to determine

the appropriate scale w. Further, it is analogous to residual resampling in standard para-

metric bootstrap approaches for regression models (Efron, 1979), in that we "resample"

the estimated functional discrepancy S in the bootstrap procedure we describe.

3.2 Toy example

To illustrate the proposed method in a simple setting, we repeat the example given in

BrynjarsdOttir and O'Hagan (2014). Consider the data generating mechanism:

Bxz
=  + ci, ci Ai(0, T)

1 + xi/a
(10)

where 0 = 0.65, 7- = 0.012, and a = 20. The goal of the calibration is to estimate O. To

mimic model discrepancy, the authors assume the computer model approximation is

yi = Oxi ci Ar(0, T) (11)

with T unknown. We generate n = 60 observations from the true data generating mecha-

nism, and then consider 4 models for calibrating O: (i) Maximum likelihood using Eq. (11),

ignoring discrepancy, (ii) the KOH model, (iii) power likelihood model following Brown

and Hund (2018), and (iv) Gibbs posterior model with parametric bootstrap.

Ignoring discrepancy First, we fit the model in Eq. 11 using maximum likelihood,

ignoring discrepancy. The 95% confidence interval for 0 is (0.56, 0.57), which is far from
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the true value. The true and fitted model are displayed in Figure la.

KOH Now, suppose we instead fit a KOH model that allows for discrepancy:

yi = Ox, + 6(xj) + ez (12)

We fit the model in Eq. (12) using generalized least squares (GLS) assuming a squared-

exponential kernel for the correlation function. The 95% confidence interval for 0 is (0.48,

0.58), wider than OLS, but still too narrow to encompass the true value of O.

Power-likelihood with effective sample size weighting From the GLS fit, we follow

Brown and Hund (2018) and use the estimated correlation function parameters to estimate

the ESS and find ne 1.4, i.e. the residuals are highly autocorrelated (Figure lb). We now

fit a Bayesian linear regression model, with the log-likelihood scaled by ne/n. We specify

a disperse normal prior for 0 and an inverse gamma prior for T. Hyperparameters were

selected to make these priors proper but essentially noninformative. The 95% credible

interval for 0 is (0.43, 0.70) and now brackets the true value of 0 = 0.65. The power-

likelihood approach gives exceptionally wide confidence interval estimates in this case, as

we essentially do not have any degrees of freedom for parameter estimation due to the high

residual autocorrelation.

Gibbs posterior with bootstrap Finally, we implement the Gibbs posterior method

with the parametric bootstrap, specifying a distribution .F1(-̀ to encode prior assumptions

about model discrepancy. The parametric bootstrap procedure in Section 3 allows us to

incorporate known information about discrepancy into the problem. The model discrepancy

gets worse as x increases, and the magnitude of the discrepancy ranges between 0 and 0.43.

To mimick this mechanism, we assume a prior discrepancy of 0 over the first 1/3 of the

support of x and a Uniform(0, 0.4) shift over the latter 2/3 of the support. Figure lc

illustrates how imposing this prior distribution corrects for model discrepancy.

With this specfication of F6k, we use the £2 loss function in Eq. (7) and resample y from

the hypothesized DGM, as in Eq. (1). We obtain a loss scale of w 1, posterior median

= —0.64, and a 95% posterior credible interval on 9 of (0.58, 0.70). We again bracket the
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true value of 9, as in the ESS method, but now with greater precision in the uncertainty

interval. While this example is contrived, the results clearly illustrate that the parametric

bootstrap can perform well with good prior information on the discrepancy function. In

the absence of this information, the method would give poor inference.
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Figure 1: (a) The grey points are the observations sampled from the true model; the blue
line is the incorrect (linear) model with B= 0.65; and the red line is the incorrect (linear)
model with the "best fittine value of 0 = 0.57. (b) The shape of the residuals from the
best-fitting linear model suggests there is model discrepancy. (c) Parametric bootstrapped
data (red line) approximates the model with discrepancy at the true value of 0 (blue line).

4 Ensemble calibration

In some calibration problems, it may be advantageous to divide the data into subsets, cal-

ibrate on the subsets, and then combine inferences across them. We consider two primary

motivations for calibrating in subsets: (i) it can be more computationally efficient, partic-

ularly when datasets are large and/or calibration parameters vary over the model space

x E X; and (ii) when the discrepancy is non-stationary over X, updating the loss sepa-

rately for different subsets of X will often be simpler than trying to specify a joint loss and

discrepancy prior over all of X. For example, in the material model calibration problem

described in Section 5, material properties can be calibrated separately for each experiment

and then combined over experiments to produce a global estimate. Discrepancy may differ

by experiment; by estimating 0 separately for each one, we do not have to incorporate the

changing magnitude of the discrepancy into the loss function, and we can gauge how much
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information each experiment provides about 0 in the presence of discrepancy.

We refer to the idea of calibrating in subsets as "ensemble calibration." Section 2

considered choosing a single w for the entire dataset. In ensemble calibration, model

misspecification is considered for subsets of the data. The data are subdivided over X into

K subsets and each subset receives its own loss scale, so the full posterior is

K

p(e 1 y) a II exp(—wk(yk 1 0))7(0),
k=1

(13)

with the methods in Sections 2 and 3 used to select loss scales wk for the different subsets.

Directly updating the model in Eq. (13) is disadvantageous. Gunawan et al. (2017) show

that directly calibrating this joint posterior of the weighted subsets results in consistent

estimates of 0, but uncertainty in 0 is underestimated. An alternative solution is to calibrate

each subset separately and obtain a posterior for each one:

p(e 1 Yk) cx exp(—tvkl(yk 1 9))7(0), k = 1, . . . , K. (14)

The posteriors p(9 1 yk) can then be combined post hoc to produce an overall estimate of the

calibration parameters. This approach has computational advantages, in that calibrating

each subset is simpler than the joint calibration problem. Further, the ensemble calibration

approach is advantageous because we get model diagnostics for free. That is, allowing 9 to

vary over x could help diagnose areas of the model space x where model discrepancy could

substantively change the calibration parameters. Calibrating subsets separately provides

information about how calibration parameter estimates vary across the input space, which

informs how discrepancy impacts the calibration parameter estimates.

Ensemble calibration is closely related to distributed Bayesian analysis, where data is

divided into subsamples for subset inference (Scott et al., 2016). The resulting subset

posteriors are combined into a consensus posterior distribution approximating the full data

posterior. Similarly, ensemble calibration entails solving the calibration problem on subsets

of the data and combining the results.
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4.1 Combining subset posteriors

We apply the recently developed method of Wasserstein scalable posteriors (WASP) to

combine subset posteriors (Srivastava et al., 2015). WASP divides the data into K subsets,

finding posteriors II k for each subset k =1,...,K; then, subset posteriors are combined

into a consensus posterior II by calculating an approximate Wasserstein barycenter or

an "average" (with respect to Wasserstein distance) of the subset posterior distributions.

As long as the number of subsets K is not growing too quickly with the sample size n,

WASP achieves almost optimal convergence to the true parameter, 19, and WASP produces

estimates that asymptotically converge to the full data posterior, even for many models

with independent and non-identically distributed observations (Srivastava et al., 2018).

Here we use the WASP framework to provide a coherent framework for combining

individually calibrated experiments into a consensus posterior. For the consensus mean we

use an inverse covariance-weighted average of the subset means. While the Wasserstein

barycenter mean is the unweighted average of individual means, we think a covariance-

weighted average is better here for two reasons. First in our framework the covariance

of each experiment is not only another parameter but also a quantification of uncertainty

about the parameter of interest. Second, when normal likelihoods are used, this method

provides an exact consensus posterior mean Scott et al. (2016), if we factor individual

loss scales. Finally, we note that computing the consensus mean in this manner has no

effect on the consensus covariance computation. An iterative algorithm, described in the

supplement, is used to calculate the consensus covariance matrix.

There is a question of scaling the consensus posterior. In their original paper, Srivastava

et al. use the "stochastic approximation tricle ; each subset likelihood is raised to the

power of K. This forces the consensus posterior to reflect that we have nK as opposed n

total data points. This models the covariance of parameters across all experiments; each

experiment provides a noisy estimate of p(6) and information across experiments is pooled,

providing greater power. Otherwise, omitting the scaling factor K, we effectively model the

covariance of parameters 0 within an individual experiment, the covariance of an "average"

experiment. Based on the assumptions about the discrepancy process, 6, we recommend

scaling as follows. When discrepancy å is not known or assumed to be nonzero mean,
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then we recommend omitting the K factor rescaling. In this case, the uncertainty from

individual experiment posteriors may account for bias that does not disappear as more

experiments are conducted. In the case that c5 is known or assumed to be zero mean, has

finite variance, and the x for each experiment are coming from a relatively small interval,

we may apply the scaling K. Here experiments are providing information about parameters

of interest for a specific interval of x values, and as the discrepancy is zero mean, we expect

parameter estimates to be unbiased. If in addition (5 is stationary, so that its variance is

not shifting with x, then we may apply the scaling K even to experiments over different

values of x. Here we expect different experiments, even over different x values, to provide

unbiased estimates of parameters 9 with the same scaling of uncertainty.

Combining subset posteriors using the Wasserstein metric has several advantages. The

Wasserstein metric encodes geometric information about the distribution and the sample

space. For example, the Wasserstein barycenter between distributions of the same location-

scale family will also be in the same location-scale family. This does not hold for Euclidean

barycenters of distributions in the same location-scale family. These factors make the

WASP approach more flexible in the setting of ensemble calibration. There is no need to

down-weight priors, as with other methods, potentially losing conjugacy. The method can

also handle deviations from Gaussianity and different specifications of loss function.

We outline our algorithmic process for combining subset posteriors and give additional

detail in the online supplement; for general background in this area, see Villani (2003, 2006);

Gouic and Loubes (2017); Agueh and Guillaume (2011); Alvarez Esteban et al. (2016).

5 Application to dynamic material properties

Dynamic material models describe how materials behave at extreme conditions of high

pressures and temperatures. To calibrate these material models, we couple computational

predictions of velocity over time with experimental measurements. In this application, our

goal is to calibrate parameters of the tantalum equation of state, namely the bulk modulus

pressure derivative B(3 based on the model form of Vinet et al. (1989).

Here we overview the structure of the problem; details are further discussed in Brown

and Hund (2018). We analyze the same data here to illustrate how our method works. We
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have data from 9 different experimental measurements. In the experiments, a pulsed power

driver delivers massive electrical currents over short time scales through an aluminum panel,

resulting in a time-dependent stress wave (impulse) propagating through the tantalum

samples and then through transparent lithium fluoride windows (Figure 2, left panel). The

output of interest in the velocity over time at the tantalum-lithium fluoride interface (Figure

2, right panel). Inputs to the computer model predictions include the material properties

of interest for calibration and other experimental uncertainties, including: uncertainty in

the boundary condition, which specifies the impulse imposed on the material sample; the

thicknesses of the tantalum and aluminum samples; and the initial tantalum density.
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Figure 2: Left: Experimental configuration. A time-dependent magnetic field (boundary
condition) results in a time-dependent stress wave propagating through the system; the
experimental output is the velocity measured at the interface between the tantalum sample
and lithium-flouride window. Right: Nine different velocity curves from experiments with
different thicknesses and/or boundary conditions.

Because the same tantalum plate was used to generate samples across all experiments,

the material properties and density of tantalum do not vary between experiments. Differ-

ences between the experiments occur due to different thicknesses of the tantalum samples

and different boundary conditions. A single experiment produces a functional output (a

velocity curve measured over time) which can be sampled at a high rate. While there is a

small amount of measurement uncertainty in velocity at each time point, smoothing this

curve can essentially eliminate this measurement noise at each time point, such that the

experimental outputs can be considered smooth with no measurement noise.

In this application, model discrepancy arises because there is no combination of model

inputs for which the computationally predicted velocity curve can exactly match the ex-
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perimental measurement (Figure 3). Whether this arises due to experimental uncertainties

that distort the velocity curve or due to actual computational model error does not matter

here for the mathematical formulation of discrepancy. Furthermore, since the goal is quan-

tifying uncertainty in these physical parameters for the sake of extrapolative prediction

(i.e., prediction in contexts outside these experiments), our method of Gibbs posteriors for

model calibration is appropriate to use here. Since we have nine different experiments,

with separate functional discrepancies expected for each, it is also convenient to calibrate

each one separately and combine their respective posteriors using our ensemble approach.

0
O
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5 o
0 0
o

>

0
O

— Experimental data
- Calibration fit

Calibration is a good
fit, but estimates are
uncertain because
the model contains
some error.

0.05 0.07
Time (us)

0.09

Figure 3: Example of model discrepancy in a single experiment.

For the jth experiment, we consider modeling the output as y(x3) = 71(x3; 0) + 6(x3),

where ii(x3; 0) is the computational model prediction of velocity at n3 = n = 100 time

points x3 with input values of the calibration parameters 0, and .5(x3) is the discrepancy

between the model prediction and experimental measurement. Failing to account for model

discrepancy would essentially result in the uncertainty of the calibration parameters de-

creasing arbitrarily with the number of points sampled from the functional output.

In the original analysis of these data, Brown and Hund (2018) apply both a standard

KOH model and a power-likelihood approach to account for model discrepancy. Equiva-

lently, we may say they implemented a Gibbs posterior with the loss function being the
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Gaussian negative log-likelihood,

l(y , B, 0-) = 2 log(270-2) +

n

i=1

[y (x3i ) - (xii ; 0)] 2
•

2a2
(15)

Although we previously made the comment that we can effectively assume no error in the

experimental measurements, the 0-2 parameter is included in this loss function to quantify

the scale of the discrepancy, which is also potentially useful to compare across experiments.

To select the loss scales w3 for the Gibbs posteriors pw(0 yi) cx exp(—wi/(y3, 0 , 0))7(0),

they first obtain a point estimate for the parameters giving the best fitting output to the

data, A, 6-3) = arg mino,o. l(y , B, 0-) and then select w3 based on the effective sample size

(ESS) ne3 of the empirical discrepancy i(x.3) = y(x3) — ii(x3; oi), so that zqss = ne3/n. To

compute the full posterior for 0 , they use the joint loss function, assuming independence

between experiments,

9

P(9 y) cx H exp(_,thrsl(y3, 9, a))7(9).
j=1

(16)

They conclude that the Gibbs posterior generates more computationally stable results that

are consistent with prior knowledge about the material properties.

Here we reanalyze the data making two changes. First, we implement the parametric

bootstrap procedure of Section 3 to tune the choice of loss scales wi for each experiment. We

use these to obtain posteriors for each experiment independently. Then, we use the WASP

method of ensemble calibration in Section 4 to combine the posteriors for each experiment

into one consensus posterior. For the sake of comparison, we will also calculate the WASP

consensus posterior using posteriors formed using loss scales from the ESS method. We

use the same loss function (15) for the Gibbs posterior, and assign the weakly informative

priors Bo rs, U(2.9, 4.9) and a2 N ig(0.01, 0.01).
We use the empirical Bayes variant of the parametric bootstrap procedure, assuming

that the discrepancy follows a mean-0 GP with squared exponential covariance kernel (for

simplicity we drop the j subscript and explain the procedure for one experiment). We first

calculate the empirical discrepancy term 25(x) exactly as done by Brown and Hund (2018).

Then we estimate the hyperparameters for the Gaussian process using maximum marginal
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likelihood on S to calculate an estimate of it covariance matrix t‘ .

One bootstrap dataset is calculated as follows. First, take a draw from the prior for 0 ,

0(b) 70), and sample a bootstrap discrepancy term using 6(b) N N(0, E). The bootstrap

dataset is calculated by y(b)(x) = 11(x; 0(b)) + 6(0 (x). We then form equal-tailed Gibbs

posterior credible intervals using y(b) for a defined grid of possible loss scale values {w}, and

check whether these intervals bracket OM. Following this procedure for b = 1, . . . , B = 100

gives a Monte Carlo estimate of frequentist coverage for the Gibbs posterior with these

values of {w}. We considered 35 values of w on a log-scale for each experiment, and then

fit an interpolating spline to estimate coverage as a function of w, with the inverse standard

error as weights for fitting the spline, and use a root finding algorithm to find which w gives

the nominal frequentist coverage of 1 — a = 0.9.

Figure 4 shows the results of the parametric bootstrap procedure for choosing the

Gibbs posterior loss scales w3 for each experiment j = 1, , 9, and compares them to

those calculated from the residual ESS. At times the two differ widely, suggesting that the

loss scales from ESS method could result in poor frequentist metrics. In addition, the loss

scales from the parametric bootstrap tend to be closer to one another than those from ESS.
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Figure 4: Results of parametric bootstrap procedure for choosing the loss function selecting
scaling factor.
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Finally, Figure 5 compares the experiment-specific posteriors and the consensus poste-

riors resulting from the two scaling factor selection methods for the parameter of interest.

Because we combine inference across distinct experiments, we scale the consensus variance

by a factor of 1/9, as explained in Section 4.1. Both consensus posteriors have similar

variances, likely because the scaling factors from the two methods are, on average, sim-

ilar in magnitude. However, since each experiment is weighted differently between the

two methods, the means are quite far apart. This difference is due to deviations in the

experiment-specific posterior variances; ESS has lower posterior variance for experiments 5

and 6, which both have relatively smaller posterior means, while the parametric bootstrap

has lower posterior variance for experiment 1, which has a relatively high posterior mean.

This explains the difference in consensus posterior means. The online supplement gives the

loss scales and subset posteriors for each experiment for both methods.

The consensus posterior distribution presented here differs from the posterior in Brown

and Hund (2018) due to differences in the estimation procedure. Specifically, the consensus

posterior is based on a weighted combination of experiment-specific posteriors, rather than

the joint posterior distribution in Eq. (16). The point-estimate of the parameter is an

inverse-variance weighted average of the experiment specific point estimates, and, from

Figure 5, we can see that two experiments (experiments 5 and 6) have small variances and

also result in much lower estimates of /4) than the remaining experiments. Hence, these

experiments have substantial influence over the consensus posterior.

We consider this property at once to have both strengths and drawbacks. One possible

disadvantage is that our method may be sensitive to outlying sets of data. However, the

ability to examine experiment-specific posteriors and identify influential sets of data, such

as experiments 5 and 6, is a key advantage of the consensus posterior approach. The

experiment specific posteriors for Bo are shown in Figure 5. We can consider whether the

experiment-specific estimates are consistent with scientific knowledge or appear anomalous,

which informs where model discrepancy may exist within the support of the data. This

information may help identify areas where the model could be improved and/or where we

might place less faith in the physical parameter estimates.
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Figure 5: Gibbs posteriors for Bo from each experiment, and combined into a consensus
posterior using the WASP ensemble calibration method. We consider both methods of loss
scale selection, our parametric bootstrap approach and the ESS method.

6 Discussion

When computational models are used for extrapolative prediciton, there is a need to have

well-defined calibration parameters and use statistical methods which make inference more

robust to model misspecification. Estimating a discrepancy function is not necessary in

physical parameter estimation is the primary focus. With this motivation, we have in-

troduced Gibbs posteriors for Bayesian model calibration when the goal is physical pa-

rameter estimation for extrapolative prediction. This generalizes previous power-likelihood

approaches to model calibration.

The loss scale in the Gibbs posterior can be tuned to maintain nominal frequentist

coverage under assumptions of the discrepancy form, and coverage is approximated using

our bootstrap procedure. This procedure shares conceptual similarities to the pre-posterior

method from Arendt et al. (2016) to determine how identifiable a calibration parameter is

by repeatedly sampling discrepancy functions and evaluating variability in the calibration
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parameters. It is also similar to the bootstrap procedure used by Wong et al. (2017) to

estimate the sampling distribution of the frequentist point estimate in Eq. (4); however,

the underlying goal in our case is much different, as our bootstrap procedure is designed

to calibrate the width of credible intervals from the Gibbs posterior.

There are several advantages of using the Gibbs posterior for physical parameter esti-

mation over the existing Bayesian approach. First, the target of inference is well defined

by the specified loss function, so we largely avoid the typical issues of unidentifiability.

Second, the sampling scheme for Gibbs posterior is more computationally stable and less

expensive than that of the current standard Bayesian method, as now we do not need to

calculate matrix inversions necessary when sampling the posterior for the Gaussian process

discrepancy term. Finally, our approach is highly modular; it allows for various choices of

loss function to define the target of inference, and provides the analyst a large degree of

freedom in specifying forms of model discrepancy to inform the choice of loss scale.

Additionally, we present a method of ensemble calibration, making the case that it is

often both advantageous to calibrate separately on data subsets, and then combine their re-

spective posteriors into a consensus posterior. An implicit assumption here is independence

between subsets, and this may not always be the case. For example, in our application in

Section 5, the discrepancy largely depends on the experimental conditions for each data

subset, and these are likely correlated. This could be handled, for example, by incorporat-

ing dependence when combining partitions. To our knowledge, how to do this remains an

open question.

Because our approach is intentionally general, there is much promise for future work.

We mainly focused on using the £2 loss to define the inferential target, and so it may be

of interest to find applications where other loss functions are suitable. It would also be

informative to find an application where the calibrated Gibbs posterior can be directly

validated against external data or known parameter values. There are other potential

bootstrapping schemes for approximating frequentist coverage to be explored, and likely

more efficient means for tuning the loss scale, such as an iterative method rather than a

grid search.
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