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ABSTRACT
This communication is the final report for the project Utilizing Highly Scattered Light for
Intelligence through Aerosols funded by the Laboratory Directed Research and Development
(LDRD) program at Sandia National Laboratories and lasting six months in 2019. Aerosols like
fog reduce visibility and cause down-time that for critical systems or operations are unacceptable.
Information is lost due to the random scattering and absorption of light by tiny particles.
Computational diffuse optical imaging methods show promise for interpreting the light
transmitted through fog, enabling sensing and imaging to improve situational awareness at depths
10 times greater than current methods. Developing this capability first requires verification and
validation of diffusion models of light propagation in fog. For this reason, analytical models were
developed and compared to experimental data captured at the Sandia National Laboratory Fog
Chamber facility. A methodology was developed to incorporate the propagation of scattered light
through the imaging optics to a pixel array. The diffusion approximation to the radiative transfer
equation was found to predict light propagation in fog under the appropriate conditions.
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1. INTRODUCTION

Degraded visual environments (DVEs) are a major challenge for security and monitoring systems
because situational awareness can be diminished or completely lost, limiting mission
effectiveness. When the state of the environment can change in an unknown way it becomes
difficult to manage risk and current solutions usually require costly actions. Aerosols that are
naturally occurring or man-made can create DVEs that are sufficiently severe to impact security,
transportation, aviation, remote sensing, surveillance, and more [1, 2, 3, 4, 5]. Fog is particularly
concerning because it occurs in all climates and at certain locations with high frequency.
Information is scrambled because the propagation direction of light in fog becomes randomized
due to scattering from micron sized particles. Moreover, the light will be absorbed, leading to the
loss of information. Therefore, in general, to maximize information transfer through fog for
improved situational awareness, the scattered light must be deciphered, and the effect of
absorption must be minimized.

In general, both scattering and absorption extinguish straight propagating or "ballistic" light, and
the information it contains exponentially with depth [6]. This process is characterized by the
mean free path l, which is the average distanced traveled by a photon between scattering and
absorption events, and the transport mean free path l*, which is the average distance over which a
photon's propagation direction becomes random. Both / and l* depend on the wavelength of the
light and the size and refractive index (RI) of the particles. In a dense aerosol or fog, l is about
1 m and l* is about 10 m. Human visibility in this fog would not extend beyond 10 m.

To improve the situation, methods have been developed to reduce the effects of scatter and
absorption on imaging. The methods generally discriminate two contributions to the light: first,
the ballistic light that has traveled in a straight line from an object to a detector or lens system,
and second, the scattered light that has changed propagation direction many times on the way to
the detector. The ballistic light contains much more information than the scattered light and can
form a high-resolution image of an object if the scattered light is rejected. For example,
polarizing filters can reject scattered light that is in a different polarization state than the source
light [7, 8, 9, 10]. Similarly, gated imaging methods can selectively detect ballistic photons by
measuring the travel time of light pulses [11, 12, 13]. However, because the intensity of ballistic
light decays exponentially with depth, the signal-to-noise ratio (SNR) falls rapidly, and images
can only be formed up to depths of between l and l*. Alternatively, both the ballistic and scattered
photons could be used to form an image, enabling sensing and imaging to depths of perhaps at
least 10/* [1].

Coherent imaging methods have been developed that take advantage of the wave nature of light
and the random interference of waves that have traveled different paths within the scattering
media with each other. For example, the coherent intensity pattern of light transmitted through
scattering media is called a speckle pattern, and this pattern and its correlations can be exploited
for imaging [14, 15, 16]. However, these methods may be challenging to implement in aerosols
because they are sensitive to moving particles. Alternatively, incoherent methods that do not take
advantage of the wave nature of light could be naturally insensitive to particle motion in fog. For
example, diffuse optical imaging (DOI) methods generally rely on computational imaging to
invert a model that describes the propagation of photons in a scattering media [17]. Through
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optimization techniques [18, 19], it becomes possible to detect objects [20], estimate the locations
of objects [21, 22] and even recover the shape of objects [18, 19, 23, 24]. DOI methods suffer
relatively low spatial resolution because the coherent information is not used. However, for
applications related to improving situational awareness and physical security, we expect the
resolution of incoherent methods to be sufficient to locate and identify threats.

A first step in developing DOI methods for aerosols is to verify and validate the models of light
propagation in fog. To this end, experiments were performed at the Sandia National Laboratory
Fog Chamber facility (SNLFC), which can generate a repeatable and well characterized natural
fog [25]. In Section 2, the light propagation models and the diffusion approximation are
described. Analytical solutions are derived to be compared to experimental results. In Section 3,
the relevant optical parameters of fog and corresponding model simulations are presented. In
Section 4, a camera measurement model is presented that allows projection of the light scattered
within a volume of fog to the pixel array. This measurement model allows comparison of images
captured within the fog with model predictions. The experimental setup is described in Section 5,
the results are presented in Section 6, and we conclude in Section 7.

2. MODELS

2.1. Radiative Transfer Equation

Propagation of electromagnetic waves in scattering media can be described by the radiative
transfer equation (RTE) [17]

1 a
c dti(r't'§) 

+ V • /(r,t,§)A + (pa+ ps)I(r,t,§) = ps f f(§,§')I(r,t,š)dn+Q(r,t,š) (1)
47c

where r denotes the position, c is the speed of light in the medium, I(r, t, š) (W/m2/s/sr) is the
radiance at time t in direction §, pc, = cran (m-1) is the absorption coefficient, sus = asn is the
scattering coefficient (m-1), saa is the absorption cross section (m2), as is the scattering cross
section (m2), n is the particle density (cm-3), l =1/(µ4+ pa), f(š,š') is the scattering phase
function from incidence direction š' to scattering direction š, and Q(r, t, š) (W/m3/s/sr) is the
radiance source term. The RTE provides an incoherent model that treats light as particles
undergoing elastic collisions within a medium where interference effects are assumed to average
to zero. Integrating over solid angle results in a continuity equation

-
1 
c dt 
—
d

(1)(r
' 
t) +V • J(r, 0+ 1.0(r,t) = S(r,t) (2)

where 0 (r,t) = f4n/(r,t, š)dn is the fluence rate (W/m2/s), J(r,t) = f4n/(r,t,š)šdn is the flux
density (W/m2/s), and S(r, t) = f4,Q(r,t,š)dn is the source (W/m3/s).
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2.2. Diffusion Equation

When the light within the medium experiences many more scattering events than absorption
events (µ4 » ga), the radiance can be expressed as the sum of an isotropic fluence rate and a
small flux density J, resulting in Fick's law [26]

J(r,t) = —D.A0(r,t), (3)

where the diffusion coefficient D = 1/[3(µ,' + sus = — g) is the reduced scattering
coefficient, g is the average cosine of the scattering angle, or the anisotropy parameter, and
/* = 1/(4 + µa). As g decreases from 1, the light becomes less forward scattered. Plugging (3)
into (2), the result is the diffusion equation (DE) [27]

—
1 
—
d 

v dt 
(r t) — V • [D(r)VO (r, + kta(r)0(r,t) = S(r,t).

The solution to the DE is

0(r, t) = f g(r,V,t) * S(i,t)de ,

(4)

(5)

where g(r, r',t) is a Green's function to be determined and * signifies a temporal convolution. If
the medium is homogeneous with constant D and pa, and S(r' ,t) = S,6(rs,t), where rs is the
location of a point source with power S, (W) and (5 is the Dirac delta function, the temporal
analytic Green's function solution to the DE is [28]

S,c — rs 12
(r, t) =  exp   /lama 

(47cDct)312 4Dct

Taking the Fourier transform of (4) with exp( jot) time dependence results in the frequency
domain form of the DE

(6)

V • [D(r)VO (r, co)] — [tta(r) jco/c] 0(r, co) = —S(r; co), (7)

where the fluence rate 0(r, (0) has units of W/m2. In a homogeneous medium and far from the
source (7) simplifies to a scalar wave equation

V20 (r, (0) k20(r, co) = 0, (8)

where k2 = (—µac — j co) 1 (Dc) is the wave number squared, and the solution,

0(r, co) _ (4S;D) exp( rjkIrrs rs1)
(9)

is the temporal Fourier transform of (6) and describes the propagation of what have been called
diffuse photon density waves (DPDW's) [29]. The modulation frequency (0 is on the order of
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distribution measured at the SNLFC.

MHz, and for the case of continuous wave or unmodulated (0) = 0) light, (9) simplifies to

0(r) _ (4,57:D) exp( 1:11; rsD

(10)

In Section 3, the temporal and spatial analytic solutions to the diffusion equation, (6) and (10), are
simulated with optical properties representative of fog, and in Section 6, (10) is compared to
experimental measurements.

3. LIGHT PROPAGATION IN FOG

Interest at Sandia in imaging through and characterizing fog engendered the creation of one of the
world's largest fog chambers in 2015 in Albuquerque, New Mexico [30]. At 3 x 3 x 55 m, the
SNLFC provides a unique capability for sensor testing and the development of imaging methods
in realistic fog conditions. To characterize the fog, a transmissometer measures the exponential
attenuation of ballistic light and a particle sizer measures the size distribution of the fog water
particles to determine l and l* [25]. This characterization of the fog is ideal for verification and
validation of models that describe light transport in scattering media. In this section we present
simulations of the temporal and spatial solutions to the diffusion equation using the optical
properties of the fog generated at the SNLFC.
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3.1. Fog Optical Properties

Mie's solution to Maxwell's equations describes the scattering of a plane wave in a homogeneous
medium by a sphere of known diameter and refractive index (RI) [31, 32]. The fields are written
as an expansion in vector spherical harmonics, and coefficients describing the amplitudes of the
scattered and internal fields can be calculated from the boundary conditions. The scattering and
absorption efficiencies, Qsca and Qabs, as well as the anisotropy, g, can be written in terms of
these coefficients. Assuming the spheres are far apart, fts = QscaAn and µa = QabsAn, where
A = z(d/2)2 is the cross-sectional area of a sphere with diameter d, and n is the density of
spheres (cm-3). In fog, the spheres will have a distribution of diameters, di, where were i denotes
a parameter of the ith sphere. We then find that

(11)kis = - f,
2 i di
3 

Qsca,vi

3 Qabsi Vi 
12= f, ( )

2 i

Ps = 2 
- 

(Qscaivi) 
(1 — gi), (13)

di
3 

where f; is the particle volume fraction and vi is the percent of the total volume contributed by
particles of diameter di.

We simulate fog optical properties using the RI and particle size distribution of Fig. 3-1.
Figure 3-1(a) shows the real and imaginary parts of the RI of the sphere that is scattering light
(water) and the background medium (assumed to be free space) as functions of wavelength
Figure 3-1(b) shows a particle size distribution measured at the SNLFC. Most particles have
diameters less than 10 pm, which is typical of a radiation fog. Radiation fog commonly forms
overnight above ground that is cooling by thermal radiation [10]. As the air temperature drops
below the dew point, water vapor changes to a liquid state and forms microscopic spheres that
remain suspended in the air due to collisions with gas molecules. The thermodynamics of the
droplet formation is described by Köhler theory [33], which allows prediction of droplet radius as
a function of concentration of dissolved solute under conditions of supersaturation [34].

The simulated fog optical properties calculated for different particle densities n are shown in
Fig. 3-2. As the wavelength is increased, the amount of scattering decreases, the light becomes
less forward scattered, and the amount of absorption increases. Peaks in absorption corresponding
to the resonances in Fig. 3-1(a) are observed at 2.95 µm and 6.1 pm. Two regions are found
where ps > pa and the diffusion approximation used to derive (4) applies. The first is at
wavelengths between 200 nm and 2.7 pm, and the second is at wavelengths between 3.4 µm and
5.6µm. At wavelengths outside of these two regions, the RTE must be applied to model the light
propagation.

Additional optical parameters of interest are the optical depth or thickness [10]

= (ls +11a)L1 (14)
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where L is the distance between a source of light and a detector in homogeneous fog. Then, the
attenuation of ballistic light is given by the Beer-Lambert law

0 (L) = 00 en (— t), (15)

where 00 is the fluence rate at the source of light. The meteorological optical range (MOR), an
approximation of human visibility, is given by

ln(0.05) 
MOR = .

/is + Pa
(16)

Using T and the Beer-Lambert law or MOR, distances in dense fogs generated at the SNLFC can
be converted to equivalent distances in less dense fogs [25].

The optical depth and MOR are simulated in Fig. 3-3 using the parameters in Fig. 3-2 and
L = 5.8 m (the experimental distance). The general trend is a decrease in optical depth and an
increase in MOR with wavelength. While the MOR is not strictly defined for wavelengths outside
the human visual range, it is useful for understanding the transmission of information through
fog. In general, more information is transferred at higher wavelengths, even though the amount of
absorption is increased. We also calculate the liquid water content (LWC), LWC= ., f v,-0water,

where 0rwater ":'' 1 g/cm3 is the density of water, as 0.13 g/cm3 when n = 105 cm-3.
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3.2. Simulations

100

We use fog optical properties from Fig. 3-2 that are relevant to the experiment to simulate
analytical solutions to the DE. First, the time-domain solution (6) is considered. Assuming
L = 5.8 m and light at A, = 543 nm, the DE's temporal analytic Green's function solution is
calculated for different particle densities and plotted in Fig. 3-4(a). As the fog density is
increased, the light experiences more scattering events, causing more photons to arrive at later
times. The DE's solution is compared to the RTE analytic solution [35] in Fig. 3-4(b). The DE
does not accurately describe the early arriving and nearly ballistic photons. For this reason, the
temporal DE's solution may have limited utility in fog.

Next, the spatial-domain solution (10) is considered in Fig. 3-5. We consider only the
unmodulated (co = 0) case, which is equivalent to the DC component or the integral of (10) over
time. Light at A, = 543 nm and a fog density of 105 cm-3 were assumed, giving from Fig. 3-2,

/Is = 0.36 m-1, g = 0.8, and ,u,,„ = 9.1 x 10-9 m-1. A 543 nm isotropic source,
S(11, co) = S06 (I's), is located at rs = (x,y, z) = (0,0, —0.02) m with S, = 200 mW. The DE's
spatial analytic Green's function solution is shown in Fig. 3-5(a), and the RTE spatial analytic
Green's function solution is shown in Fig. 3-5(b). We see that, compared to Fig. 3-4, the DE
solution is very close to that of the RTE, suggesting the unmodulated DE spatial solution will be
useful for studies in fog.

4. CAMERA MEASUREMENT

Cameras are ubiquitous and provide a high density of information that can be easily interpreted
by the human visual system. When fog is present, the information is scrambled by light
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z'

Figure 4-1 Projection of the flux within the jth voxel, 0j, through
the imaging system to the ith pixel, P,. Each pixel will integrate
the contribution along its line of sight, si. The distance from
the pixel array to the lens, d„ and the distance from the lens to
the jth voxel, d„ — z, define the magnification and a coordinate
transformation from (x,y,z) to (x',y',Z).

scattering, motivating the need for computational methods that can translate the scrambled
camera measurements into something that can be understood by a human being. However, light
propagation from a source through fog and imaging optics to a detector or pixel array is a
complex process. We have shown in Fig. 3-5 that a diffusion model can describe the propagation
from a source through fog. Next, we describe a camera measurement model of the projection of
light scattered within a volume of fog to a pixel array. The diffusion and camera measurement
models are combined in software to interpret the experimental measurements.

Considering Fig. 4-1, our problem is to project light measured in the voxel or (x,y,z) space to the
pixel or (x',y', z') space. This problem has been addressed using calibration methods in particle
image velocity (PIV) or optical tomography [36], and we employ a similar method. The photon
flux at the jth voxel position ri due to source S(rs) (assuming unmodulated light) from (5) is

0i(ri) = fg(rj,r,),S(rs)drs. (17)

The fluence rate measured by each pixel will be the integration along the pixel's line of sight of
only the light that is not scattered on the way to camera aperture. Using the Beer-Lambert
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law (15), the ith pixel Pi at position ri in (x', y', z') space will therefore measure

Pi(ri) = f exp [—(µs+ µa)Irj — (18)

where si is the pixel line of sight. For implementation on a computer, the volume must be
discretized into voxels. The integration in (18) then becomes a summation and we write

Pi(ri) EWexp [— (As + 0./(ri), (19)

where W is a weighting matrix that represents the geometric contribution of each jth voxel to the
ith pixel.

Populating W is considered a calibration step in PIV. In general, z' is always zero and

(x',y') = F(x,y,z), (20)

where F is a nonlinear function. F can be approximated with a least-squares polynomial, where
the vector valued coefficients are estimated using experimental images of calibration targets [36].
This procedure has been shown to reduce or remove optical distortions along the imaging path,
caused by, for example, glass-water interfaces in PIV. Since these distortions can be minimal
when imaging in fog, we implement a simpler analytic solution to F that is based on the
magnification principle. Considering the lens system of Fig. 4-1, where di is the distance from the
lens to the pixel array and d, is the distance from the lens to the furthest point within the volume
of interest, the coordinate transformation is defined by

,
x = x = —Mx

do —z
,
Y = 

d, — z
Y =

(21)

(22)

where M is the magnification of the lens. If di and the pixel array dimensions of a camera system
are known, (21) and (22) can be used to populate W for a user-defined discretized volume.

5. EXPERIMENT

To validate the models developed in Sections 3.2 and 4, an experiment was performed at the
SNLFC. A schematic showing the experimental setup is shown in Fig. 5-1. Details of the fog
generation are described elsewhere [34, 25]. Briefly, salt water solution was sprayed from 64
nozzles uniformly distributed along the length of the chamber. A Spraytec particle sizer from
Malvern Instruments and a transmissometer provided the particle size distribution (vi) and the
particle density (n). The salt water was periodically sprayed in 25 minute cycles. During a cycle
the fog density increases, and after the cycle is complete the fog density decreases. Throughout
each cycle data was captured continuously by a visible CMOS camera (Basler acA2440) and the
particle sizer and transmissometer, allowing camera images to be matched to the corresponding
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fog optical parameters Ay, g, and sua using (11), (12), and (13). The light source was a 532 nm,
200 mW laser incident on an integrating sphere (Thorlabs IS200-4). The output of the integrating
sphere was directed towards the camera, and assumed to approximate an isotropic source for the
purposes of verifying (10). The distance between the integrating sphere and the camera was
5.8 m, and the integrating sphere was translated a distance AL between fog spray cycles.

Photos of the experimental setup are shown in Fig. 5-2. Figure 5-2(a) shows the setup along the
length of the SNLFC. The control computer is visible in the foreground, and the enclosures
containing optical components are visible in the background. The transmissometer enclosures are
on the right in the image and the camera and integrating sphere enclosures are on the left. The
enclosures were maintained at slight positive pressure to prevent fog from entering.
Figures 5-2(b) and (c) show photos of the integrating sphere radiation pattern from the front and
side. Figures 5-2(d) and (e) show photos of a person holding a flashlight walking deeper into the
fog. At increased depths, ballistic information is lost according to (15). Figure 5-2(f) shows the
fog receding at the end of the test.

6. RESULTS

Here we compare the experimental measurements to the model predictions. First, (21) and (22)
were used with di = 5 cm and d, = 5.8 m to populate the weighting matrix W. The free-space
projection of the pixel positions (V, y', z') into (x, y, z) space was tested using images of a
resolution target, and the results are presented in Fig. 6-1. The top row, Fig. 6-1(a)-(d), show raw
image data of the resolution target at increasing distances from the camera. The x' and y' axes
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(a)

(c1)

(b)

(e)

(c)

(f)

Figure 5-2 Photos of the experimental setup at the SNLFC. (a)
Setup along length of the tunnel. (b) and (c) show photos of
the integrating sphere radiation pattern from the front and side.
(d) and (e) show photos of a person holding a flashlight walking
deeper into the fog. (f) Fog receding at the end of the test.
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Figure 6-1 Demonstration of the projection from pixel to voxel
space. Camera images were captured of a resolution plate at
different depths (without fog present). (a), (b), (c), and (d) show
pixel or (x',y',z') space images of the resolution target placed 0.8,
1.4, 1.9, and 2.5 m from the camera. Note that the pixel array was
8.4 x 7.1 mm. (e), (f), (g), and (h) show computed voxel or (x,y,z)
space images, where di= 5 cm. The percent error was calculated
between the known dimensions of the resolution target and the
computed dimensions in these images as 8.3%, 2.8%, 1.2%, and
5.9%, respectively.
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Figure 6-2 Modeling results using the DE's spatial analytical
Green's function solution demonstrated in Fig. 3-5(a) and the
voxel to pixel projection demonstrated in Fig. 6-1.

were defined by the number of pixels and the dimensions of the pixel array. The bottom row,
Fig. 6-1(e)-(h), are the corresponding images of (a)-(d) projected into (x,y,z) space. The image is
flipped because of the negative signs in (21) and (22). Using the known dimensions in the
resolution target, the percent error in the predicted (x, y) coordinates of each image were
calculated, and were 8.3%, 2.8%, 1.2%, and 5.9% for (e)-(h), respectively.

Finally, images were captured using the experimental setup shown in Fig. 5-1 to compare to (10)
using the weighting matrix W from Fig. 6-1. The fog optical parameters ps, g, and pa were
computed using (11), (12), and (13) and the transmissometer and particle sizer data.
Representative results are presented in Fig. 6-2. The fog optical parameters ,tts' and p„„ are shown
above the images in the left column. The plots to the right of each image compare measured data
along the dashed white lines to the model predictions. The image counts were first converted to
photons using the detector quantum efficiency and pixel saturation capacity. The photons
measured by each pixel were then converted to energy (J), and finally to mW/m2 using the
detector integration time and the physical size of the pixel. Each data set was then scaled by a
constant value close to 1 so that the spatial variation of the model and data could be compared.
Future work will include a calibration step to determine this constant scaling factor. The plots
from left to right correspond to the dashed white lines from left to right, respectively. To compare

21



the measured and modeled data, we calculate the normalized mean square error (NMSE) [18]

V FPN I/0d • 1 Pi xP ir • 112 } 1 /2 ,

NMSE = i—k=1 (r 
ik \A ik 

[pexp (rik ) 2

where Prod (rik) is the model predicted pixel value, piexp (rik) is the experimentally measured
value, and k is an index from 1 to N of the pixel positions ri used for the comparison.

(23)

In the first two rows of Fig. 5-1, AL = 0, however the integrating sphere was tilted slightly,
causing the image data to be skewed to the left. Nevertheless, the model still provides a good
prediction of the measured data. The prediction is not as good in the high intensity region, and
this discrepancy may be due to the approximation of the integrating sphere as an isotropic source.
This is supported by the data in the second row, where /.4 has increased by almost ten times, and
the integrating sphere more closely resembles an isotropic source. In the third row of Fig. 5-1,
AL = 7.6 cm, and we see that this translation has a substantial impact on the data. The NMSE is
large for the data in the high intensity region, and we expect this discrepancy is also due to
inaccurate modeling of the tilted integrating sphere. Follow up experiments are planned to
address this discrepancy. Numerical solutions based on the finite element method (FEM) [37] will
be employed to better model sources like a tilted integrating sphere or an object reflecting light.

During a follow up experiment, it was discovered that the parameter setup of the Spraytec particle
sizer from Malvern Instruments was being done incorrectly, causing the measured mean particle
diameter to be too large by about 0.5 gm. This introduced an error into the values of juts and /la
displayed in the left column of Fig. 6-2 that contributed to the difference between model and
experimental data.

7. CONCLUSION

Models of light propagation in fog were verified and validated using image data captured at the
Sandia National Laboratory Fog Chamber facility. These initial modeling and experimental
results suggest that the diffusion approximation to the radiative transfer equation can predict the
light propagation. However, more sophisticated models are required to describe light propagation
from sources that are not isotropic. Future work will include developing and verifying FEM
models of diffuse light propagation and imaging illuminated and thermally emitting objects in
fog. Improved calibration procedures will be considered for better formation of the weighting
matrix W. Once the models have been developed and validated, computational sensing and
imaging methods will be explored that invert the models to enable detection, localization, and
imaging of objects in fog for improved situational awareness.
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