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Abstract. As clock speeds have stagnated, the number of cores in a node has
been drastically increased to improve processor throughput. Most scalable sys-
tem software was designed and developed for single-threaded environments. Multi-
threaded environments become increasingly prominent as application developers
optimize their codes to leverage the full performance of the processor; however,
these environments are incompatible with a number of assumptions that have driven
scalable system software development.

This paper will highlight a case study of this mismatch focusing on MPI mes-
sage matching. MPI message matching has been designed and optimized for tradi-
tional serial execution. The reduced determinism in the order of MPI calls can sig-
nificantly reduce the performance of MPI message matching, potentially overtak-
ing time-per-iteration targets of many applications. Different proposed techniques
attempt to address these issues and enable multithreaded MPI usage. These ap-
proaches highlight a number of tradeoffs that make adapting IVIPI message match-
ing complex. This case study and its proposed solutions highlight a number of gen-
eral concepts that need to be leveraged in the design of next generation scaleable
system software.

Keywords. Message Passing, multithreading, concurrent coimnunications, MPI,
communication middleware

I. Introduction

Processor core counts have been increasing for many years. Along with these increas-
ing core counts, use of thread level parallelism is increasing to adapt code for modern
architectures. For some architectures, including alternative architectures like many-core
accelerators and ARM-based HPC solutions, leveraging multiple threads is key to lever-
aging the available performance of the processor. Consequently, interest in using multi-
threaded communication is also on the rise.
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Several architectures in use today provide large numbers of hardware threads per
node. For example, as of mid-2018, 4 of the 10 top supercomputers in the world provide
more than 200 hardware threads per node. 5 of the remaining 10 systems use GPUs,
which is also a highly "threader environment but these execution environments are
treated as computational accelerators and are not conducive to using a many-threaded
communication solution.

With high thread-count hardware, leveraging all of the compute power can require
the use of threads. As threading models have become increasingly used in applications,
thread-safe middleware has become a highly requested feature as it allows application
developers to utilize these services without requiring serialization. Providing functional
multithreaded access to middleware is not straightforward as it involves the use of com-
mon techniques to enforce serialized access to middleware such as locks. Middleware
can also be designed to be more concurrency friendly than simple serialization. How-
ever, this can prove difficult for communication middleware as network adapters have
fundamental limits to their concurrent operations/commands.

Providing functional multithreaded middleware is an engineering exercise, and the
mechanics of concurrency are well-studied. However, the impact on application work-
flows of multithreaded communication are not well understood. The ordering and con-
tention impacts of applications that use a multithreaded model for communication is a
new topic that has only recently begun to be explored. This article will focus on the im-
pacts of multithreading on communication middleware for HPC, examining the issues
relating to introducing concurrency, as well as the current and upcoming solutions to the
problems encountered in emerging research.

Message passing, as represented by the Message Passing Interface (MPI), is the
dominant communication model in HPC. Contemporary scientific codes typically adopt
a 'hybrid' model with respect to multithreading and communication through MPI: com-
putational work is multithreaded (e.g., through OpenMP), but communication remains
single-threaded. However, a recent survey of application developers involved in the US
Department of Energy's Exascale Computing project found a strong majority of devel-
opers (86%) want to extend multithreading to communication by having multiple threads
concurrently engage in message passing [1].

Unfortunately, engaging in multithreaded communication can cause communication
to become the dominant bottleneck. For instance, when multithreaded communication
is enabled in MiniFE (a mini-application representative of finite-element codes), com-
munication time begins to overwhelm increased solver efficiency (Figure 1). In short,
increased core counts bring increased thread counts, and as application developers incor-
porate a multithreaded communication model leveraging these threads, the result may be
an unfortunate degradation in message passing — and hence application — performance.

In this article, we begin by providing more detail regarding the potential per-
formance implications of multithreaded communication under the message passing
paradigm (section 2), and then survey some of the steps currently being taken to ensure
this potential storm is avoided as we move towards exascale.

2. The Coming Storm

In this section we introduce the problem of multithreaded message matching. Section 2.1
provides a background on MPI message matching. Section 2.2 addresses the current state
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Figure 1. Increasing Communication Requirements for MiniFE with Increasing Thread Count

of MPI message matching for applications that create a serial region to communicate.

Finally, Section 2.3 presents the impact multithreaded communication will have on MPI

message matching

2.1. A Brief Overview of MPI Message Matching

MPI groups distinct processing elements of a parallel application into communicators,

and the processes comprising a communicator are each assigned a unique logical address
or rank. Furthermore, individual messages can be given user-specified tags. This tuple

of communicator, rank, and tag enables processes within an application to distinguish

between incoming messages so that their payloads can be processed correctly. In other
words, to handle incoming data, a process in an application must match arriving messages

against some record of those it is expecting.
Traditionally, implementations of MPI meet this requirement by creating a pair of

linked lists: a posted receive queue (PRQ) to store records of messages the process is

expecting, and an unexpected message queue (UMQ) to handle those it is not. The pro-
cess of matching MPI messages is illustrated in Figure 2. When a message arrives at a

process, the MPI matching engine searches the PRQ to determine if a request with the
same communicator, rank, and tag has already been posted. If such a request is found, it

is removed from the list and the incoming payload is processed. Otherwise, the message

is unexpected and is added to the UMQ. Likewise, when the process posts a receive, the
UMQ is traversed to determine whether there is a message with the same communicator,

rank, and tag that has already arrived but has not yet been matched to a request. If not,

the new receive request is added to the tail of the PRQ.
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Figure 2. The processes of traditional MPI matching.

2.2. State of the Practice: Single-threaded determinism

Multithreaded MPI is a rarity in current HPC applications. In cases where computation
is threaded (e.g., using OpenMP or qthreads pp, calls to the MPI library are typically
made from a single thread context (e.g., by ensuring that MPI functions are called from
a serial region or by 'funneling' requests from multiple worker threads to a single com-
munication thread).

Application Description

LAMMPS

Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS). A classical molecu-
lar dynamics simulator from Sandia National Laboratories [3,4]. The data presented in this pa-
per are from experiments that use the Lennard-Jones (LAMMPS-1j) potential that is included
with the LAMMPS distribution.

Livermore Unstructured Lagrangian Explicit Shock Hydrodynamics (LULESH). A proxy ap-
plication from the Department of Energy Exascale Co-Design Center for Materials in Extreme

LULESH Environments (ExMatEx). LULESH approximates the hydrodynamics equations discretely by
partitioning the spatial problem domain into a collection of volumetric elements defined by a
mesh [5].

HPCG
symmetric Gauss-Seidel preconditioned conjugate gradient method [6].
A benchmark that generates and solves a synthetic 3D sparse linear system using a local

A multi-material, large deformation, strong shock wave, solid mechanics code [7,8] developed
CTH at Sandia National Laboratories. The data presented in this paper are from experiments that use

an input that describes the simulation of the detonation of a conical explosive charge (CTH-st).

MILC 
A large scale numerical simulation to study quantum chromodynamics (QCD), the theory of
the strong interactions of subatomic physics [9].

miniFE 
A proxy application that captures the key behaviors of unstructured implicit finite element
codes [10].

Table 1. Descriptions of the workloads used for evaluating MPI match ng performance.
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Figure 3. Average search depth of current HPC workloads. The height of each bar represents the mean search
depth over all processes. The error bars extend from the smallest per-process average search depth to the largest
per-process average search depth.

When a single thread controls access to the MPI library, programmers can exploit
determinism in process communication to ensure that searches of the PRQ and UMQ
remain short, even when those queues grow long. As a simple example, if each process
first posts receives expecting messages from their neighbors to the north, east, south,
and west, then they can issue sends to the south, west, north, and east; in this way, the
order of messages arriving corresponds to the order the requests appear in the PRQ, and
search depths can be kept small, assuming the application is reasonably synchronized.
By adopting strategies such as this, current scientific workloads experience short average
search depths and the performance impact of MPI message matching is kept modest [11 ].

Figure 3 shows average PRQ and UMQ search depths for six workloads that rep-
resent important categories of scientific applications. Details about these workloads are
provided in Table 1. To generate this figure, we strong-scaled each workload and col-
lected a trace of its MPI operations. With the exception of LULESH, we scaled each
workload from 32 to 256 processes. LULESH requires the number of processes to be a
perfect cube and so it is scaled from 27 to 216 processes. The data shown in these figures
were then collected using a simulator that is based on LogGOPSim [12]. LogGOPSim is
a trace-based, discrete-event simulator for simulating the execution of MPI programs.
For the experiments discussed in this section, we configured LogGOPSim to use network
parameters that correspond to a Cray XC40 [13]. By executing a trace of each of these
workloads, the simulator can maintain a detailed record of their MPI matching behavior.
Collecting these data using simulation has distinct advantages over using instrumentation
provided by existing MPI libraries. MPI libraries are commonly highly-optimized to take
advantage of the hardware capabilities of specific machines. These optimizations have
the potential to interfere with the accuracy and interpret-ability of MPI message match-
ing statistics [14]. In contrast, the simulator has a simple MPI matching engine that al-
lows us understand how applications use MPI without the confounding influence of hard-
ware optimizations. However, the simulator only allows us to study message matching
for single-threaded MPI mode.

As shown in Figure 3, the average PRQ and UMQ search depths are quite short for
all six of the workloads. Even the largest per-process average search depths are less than
ten. Moreover, the scaling behavior for these applications demonstrate that the average
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search depth does not grow dramatically with increasing scale. The average PRQ search
depth for LAMMPS-lj, MILC, and CTH-st are nearly constant as scale increases. The
growth rate of the average PRQ search depth for HPCG and LULESH is a logarithmic
function of the number of processes. The average PRQ search depth of miniFE appears
to be growing more slowly than the logarithm of the number of processes. With respect
to the UMQ, the average search depths for LAMMPS-kj and CTH-st are nearly constant.
The average UMQ search depth of MILC decreases with scale. HPCG, miniFE, and
LULESH appear to exhibit logarithmic growth in their average UMQ search depths.

Overall, this figure demonstrates that the average search depths of current workloads
are short and are not growing rapidly as the number of processes increases.2 As a result,
the performance impact of MPI matching when operating in single threaded mode is ex-
pected to remain modest unless or until application behavior changes or the per-element
cost of match queue searches increases significantly, cf. [11]. However, recent surveys
indicate that the number of applications that will use MPI multithreaded mode in the
future is going to rise [1].

2.3. The Impact of Multithreaded Non-determinism

While search depths in current applications remain low, the MPI standard allows for mul-
tithreaded access to the communication library (through MPI_THREAD_MULTIPLE). This
has the potential to disrupt determinism in message ordering: contention between threads
for control of message matching data structures can result in a pseudo-random insertion
of requests in the MPI library [15]. While some higher-level order may be introduced by
applications themselves (e.g., have all threads post receives for the north before those for
the east), the ordering of individual requests is not something the developer can control.

The non-determinism problem is aggravated by having a larger volume of messages
with multithreaded code. While some message aggregation is possible, a logical solution
for multithreaded communication code is to send at least one message per thread per par-
allel communication region. This means the volume of messages per process expands as
a multiple of the number of threads. The combination of pseudo-random insertion order
and increase in message volume thus has the potential to create a 'message matching
storm', stressing the MPI message matching engine and expanding matching overheads.

To explore the impact of non-determinism on message matching in detail, we devel-
oped a benchmark [15] that emulates a multithreaded version of a common communi-
cation pattern, the halo exchange. In this benchmark, one multithreaded MPI process is
designated as the receiver, and a second emulates the group of surrounding sending MPI
processes participating in a halo exchange. Following the standard bulk synchronous
processing model, the threads of the receiving process concurrently post their receive
requests, after which the threads of the sending process compete to issue their sends.
This benchmark aims to create a realistic thread level decomposition of a halo exchange,
where threads compute on a subdomain of the process's problem space and only commu-
nicates along the intra-process edges the subdomain is in contact with. A version of MPI
was instrumented to record the average search depths required to match each incoming
message, and the total time elapsed during processing of the queue. The benchmark was

2Additional details on the match queue performance of current scientific workloads are available from Fer-
reira et al. [13].
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Figure 4. Impact of multithreading (1 x 1 x z decomposition).

then executed using different decompositions (2- and 3-dimensional) and stencils (5, 7,
9, and 27 points).

Figures 4(a) and 4(b) show results for 1 x 1 x z decompositions for increasing values
of z and two 3-dimensional stencils, executed on an Intel Xeon Phi Knight's Landing
system. Even with a modest number of threads participating in inter-process communi-
cation, average search depths can inflate by multiple orders of magnitude in comparison
to the single-threaded cases described above. Perhaps more striking is the time to process
the queue. For instance, molecular dynamics (MD) codes use halo exchanges, and are run
at some of the largest scales of any scientific applications. MD codes simulate individual
timesteps, typically in the femtosecond range per step. To be productive, an MD code
should be able to calculate many microseconds of simulated time per real-world day of
execution [16,17]. These requirements enforce a real-world deadline on completing each
simulated time step, including both computations and communication (e.g., 1.728µs per
step to reach 50µs of simulated time per day). The grey region in figure 4(b) shows the
point at which queue processing times require a microsecond or more. The issue, then, is
under some decompositions and stencils, communication time may consume the entire
MD timestep budget currently allocated for both computation and communication. This
possibility is troublesome.

To summarize, current scientific applications keep search depths shallow at least
in part by exploiting determinism in message ordering. However, while a semblance of
this ordering can be retained under multithreaded communication, scheduling and lock
contention introduce noise, resulting in increased average search depths. This situation
is exacerbated by a growth in message volume, and can ultimately lead to unacceptable
amounts of time spent in communication. Since, as previously noted, developers have
expressed the intention to adopt multithreaded communication, steps should be taken to
avoid this potential 'storm'. In the following sections, we survey some of the strategies
we've explored for addressing the issue.

3. Improving Parallelism

One strategy for addressing the potential effects of matching on performance is to im-
prove parallelism in the matching engine. In this section, we describe some of the strate-
gies we've investigated for doing so.
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3.1. Simultaneous Progress

A straightforward way to make the traditional matching approach (figure 2) thread-safe
is to protect it with a lock. However, doing so effectively serializes matching by block-
ing threads from simultaneously making progress in their respective searches. Provid-
ing separate locks for the PRQ and UMQ has the potential to increase multithreaded
matching performance by permitting searches to progress on each queue independently
of the other, but there remains the problem of coordinating failed searches. As noted in
section 2, if no match is found in one queue, the other must be modified to include the
unmatched request, creating a race condition.

To address this issue, we designed a new approach that we call Tail Queues. It sup-
plements the unexpected and receive queues with an ̀ inbox' mediating access to the tails
of each (figure 5(a)) [18]. This inbox contains two supplementary data structures storing
requests to be appended to the UIVIQ and PRQ, respectively. These data structures allow
for 'lazy appends', that create a separate critical section encapsulating the interactions
with the inbox queues. For example, consider a thread that will access the inboxes after
searching the PRQ. When it acquires access to the inbox, it inspects the inbox items to be
appended to the PRQ and, if none match, adds its request to those to be appended to the
UMQ. If an item matches, it is returned and removed from the inbox. In either case, the
thread appends the contents of the PRQ portion of the inbox to the actual PRQ, making
those items available to future parallel searches.

Figure 5(b) shows results for eight threads accessing a simple Tail Queues data struc-
ture. The experiments were run on an Intel Knights Corner Xeon Phi. This implemen-
tation focuses on a basic implementation of Tail Queues. While Tail Queues can enable
larger degrees of parallelism, the basic implementation allows for two threads to access
the matching engine; allowing for one thread to access PRQ and one thread to access
the UMQ. In this case the use of Tail Queues increases throughput by roughly a factor
of two, which is the maximum we can expect given only two threads can access the
data structure at a time. Additionally, this improvement is seen even at smaller list sizes,
which makes the technique viable for both modern and future applications.
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Most if not all contemporary processors include SIMD vector instructions, and these
instructions typically contain comparison operations. Consequently, vector instructions
provide another opportunity for improving parallelism in message matching.

To investigate the potential of this opportunity, we designed and implemented a mod-
ified matching engine utilizing the AVX-512 SIMD instructions offered by Intel's Xeon
Phi. Figure 6 illustrates how this works for matching message tags (the process is similar
for matching ranks) In this approach, vector matching requires two vector operations
each for matching rank and tag (applying the mask and performing the comparison), as
well as some followup work to evaluate the resulting bit masks. Each step simultaneously
evaluates 16 matching queue entries [19].

The amount of parallelism could be increased by leveraging vector instructions with
smaller sizes, below the 8 bytes typically allocated for rank and tag by standard MPI
implementations. Fuzzy Matching leverages small bit with vector by truncating bits from
the tag and/or rank representation, matching only on the least 'significant' bits [19]. The
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cost of doing so is the possibility of false positives, tags or ranks that are incorrectly

identified as matches. Consequently, this approach requires a follow-up step to confirm

a match identified by the vector operations is correct. The feasibility and performance of

an implementation of this approach is dependent on the number of false positives.

To assess false positives, we considered a variety of applications and mini-

applications at different scales. We recorded the ranks of sender processes issuing point-

to-point sends, the rank of the destination process, and the tags used in those sends. We

found most of the applications surveyed had tag spaces that were either zero (i.e., none

of the inter-process communication actually required a tag) or scale-invariant (i.e., the

number of distinct tags did not grow as scale increased). Figure 7 shows false positives

for the worst-performing rank some of these applications run at 1024 procs. Eight bits

is sufficient for half to have perfect tag discrimination, and eight still remain below 5%

possible false positives.

Figure 8 shows the performance impacts of Vector and Fuzzy Matching. Figure 8(a)

shows the impact of these approaches on bandwidth on a Intel Sky Lake processor. This

figure shows a significant performance improvement as we increase the level of vector

parallelism, where using an 8-bit element vector allows us to do 64 matches in parallel.

Figure 8(b) shows the time spent matching in AMG2013. This metric is gathered by aver-

aging the result for the bottle-neck process across the run. This allows us to evaluate ap-

plication impact, as laggard processes are often determinant of application performance.

Both of these compare against the Open MPI default matching engine and a lightweight

single linked list.
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4. Managing Memory

Another strategy for increasing the efficiency of message matching is to utilize memory
in more intelligent ways, e g minimizing cache misses by encouraging list items to be
available in the cache hierarchy pm. To explore this possibility we examined two sorts
of locality, spatial and temporal. Linked lists often span multiple non-contiguous cache
lines, and are can be difficult for the CPU's pre-fetcher. With spatial locality, multiple
matching elements are placed into contiguous memory. This is so that the act of fetch-
ing one matching element into cache also brings in a number that follow. In contrast,
with temporal locality, the goal is to access the list periodically to prevent list elements
from being evicted from cache. There are a number of ways this can be accomplished,
including a dedicated network cache, pinning memory to cache, and our new technique,
software hot caching.

Figure 9 demonstrates the impact that spatial locality of MPI matching data has on
achievable bandwidth. The baseline is the default layout for a linked list approach to
message queues. LLA-n indicates that the linked list has been aggregated together to be
a contiguous memory regions that can hold n matching elements per list element (e.g.
LLA-32 has linked list elements that hold an array of 32 match elements). It can be seen
that spatial locality matters most when list lengths exceed 512 elements, with the largest
amounts element counts being the most effective.

Figure 10 examines the impact of data placement in the cache hierarchy by using
hot caching (HC). Hot caching is a technique that uses compute cores that share a cache
level with the core performing MPI processing. The hot caching core keeps the relevant
MPI match list data in cache by accessing it periodically, ensuring that it does not get
evicted from cache. We can observe that the hot caching technique is complimentary
to the spatial locality techniques that we previously discussed. Hot caching is preferred
for short list searches, but degrades at a similar point to the baseline MPI implementa-
tion. Combining the effect with increased spacial locality, the utility of hot caching is
extended to longer list searches, eventually converging with the spatial locality technique
in performance.

Figure 11 illustrates the improvements that spacial and temporal aware MPI mes-
sage matching can have on Fire Dynamics Simulator (FDS). The benefits can be up to
2X the baseline when the job core count exceeds 2048. This shows the application im-
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pact available from improving match-list locality. While we don't expect this to be rep-
resentative of today's applications, FDS serves as a good proxy for future multithreaded
applications. It should be noted that the HC Nehalem performance is tied to the over-
head of externally managed memory. With explicitly managed memory, we can create a
pool of elements that are consistently hot cached, removing the overhead of adding and
removing elements. As the LLA implementation manages memory within the matching
engine, HC is more effective when combined approach.

5. Changing Models

Perhaps the best way to avoid the coming storm is to adopt alternative models for mes-
sage passing. For example, by allowing relaxations of current ordering constraints, avoid-
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ing traditional point-to-point communication, or finding other ways to exploit multi-
threading besides promoting them to the same communicative role as traditional MPI
processes. By designing new communication models, we can tailor the interface to match
modern runtime environments, allowing for a holistic approach rather than creating a
series of workarounds. The drawback of these approaches is they can require signifi-
cant changes to applications. However, these approaches can allow for sustainable and
portable multi-threaded performance. In this final section we discuss two possible alter-
native models, RIVIA and Finepoints.

5.1. One Sided Models

RMA is MPI's one-sided communication model. Under this model, each process exposes
a buffer as a window through which other processes can put, get, and accumulate data.
This approach provides limited message processing, reducing message-passing over-
heads. However, since this technique can leverage hardware level Remote Direct Mem-
ory Access (RDMA), the out-of-band communication that occurs with RDMA must be
managed to ensure that the memory performance of the application is not impacted. For
some systems, this Network-induced Memory Contention (NiMC) can have significant
impact on application performance [21,22].

RIVIA can be a challenging model to understand and use. Unlike two-sided model,
message delivery is not explicit so the user must use methods to explicitly synchronize
the RMA windows with the remote processes. This means that communication in RIVIA
typically occurs in epochs. In the MPI-3 RMA model there are two classes of commu-
nication synchronization; active-target, and passive target. Active target provides global
memory fence (MPI_Win_fence) and group communication (Post-Start-Complete-Wait)
completion semantics. Niether of which may be well optimized in MPI implementations.
For passive target, using the MPI_Win_lock and MPI_Win_lock_all APIs enable the use
of unlock or the more efficient flush operations to synchronize windows. Users may see,
and not totally understand, suboptimal performance when opening and closing windows
frequently in applications. Additionally, RMA requires sender side knowledge of data
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Figure 12. RMA-MT results for MiniFE on two major computing platforms
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placement, particularly when multiple processes are interacting with the same window.
MPI-3 RIVIA also has two memory models that an applications needs to be aware of. The
unified memory model and the seperate memory model. In the seperate memory model it
is necessary for the application to call MPI_Win_sync to ensure the application memory
is updated to reflect changes made to the private RMA window data.

The performance of RIVIA in a multi-threaded environment has not been a focus
of MPI library implementors in the past. This was partially due to a lack of codes that
used RMA in a multi-threaded way. Recent efforts on developing codes that use multi-
threaded RMA (R1VIA-MT) [23,24] have lead to further efforts to improve MPI library
performance. These efforts have resulted in significant performance improvements to the
multi-threaded support in MPI RMA implementations [25].

Figure 12 and 13 highlight performance of two mini-applications from the RIVIA-
MT benchmark suite. These were run using the new improvements to Open MPI and
were run on LANL's Trinity and TACC's Stampede. These results show a significant
improvement in runtime at scale, allowing for full use of the system.

5.2. Partitioned Communication

The overhead of modifying existing applications to use alternative models like one-sided
communication can be significant. Changes to alternative models can require restructur-
ing data layouts for communication and in some cases require new algorithm design to
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fit the new communication model [24,25]. Therefore it is desirable to have solutions that
are as close as possible to the most popular two-sided send/recv communication model.
However, the existing multi-threaded interface for MPI does not differentiate between
processes and threads, allowing each to interact with MPI in the same way, with the same
interfaces and similar privilege.

One way to address these problems is to develop new MPI interfaces that differenti-
ate between threads and processes. In addition, these interfaces can be aligned with ex-
isting multi-threading methods/APIs. In order to provide a two-sided communication in-
terface that leverages existing multi-threading programming models, we have developed
MPI partitioned communication [26].

In partitioned communication, threads have a specialized interface that matches
multi-threading programming model semantics that also allows for greater efficiency in
MPI. The model is "partitione& in that each thread contributes a subset of the data for a
two-sided communication call. This can be conceptualized as many threads working on
a common data buffer, with notification to MPI on what data is available and when.

The MPI library can leverage this information to optimize data movement, mov-
ing data earlier than a traditional two-sided model can and leverage aggregation to opti-
mize wire efficiency. There are other advantages to moving data over a longer period of
time, reducing bursty traffic which in turn lowers network contention [27,28]. Partitioned
communication allows for what we have termed"early-bird communication". This allows
data transmission whenever data becomes available, rather than waiting for monolithic
transmissions on a per process basis like traditional MPI.

However, simply performing more communication operations would present addi-
tional problems in message volume for processing at the MPI level [15]. Therefore par-
titioned communication provides a method of moving data whenever it is available, but
provides high efficiency remote notification of completion. At the simplest level match-
ing overheads and MPI-level message volume are reduced to single-threaded levels, with
only completion of the entire buffer being promoted to the MPI level.

Early implementation of partitioned communication have shown promising results.
It significantly reduces overhead compared to multithreaded communication and with
efficient aggregation and early bird communication, partitioned communication can out-
perform thread single improving application performance.

6. Related Work

MPI message matching previous work can be broken into two main categories: matching
list performance characterization and alternative message matching approaches. In this
section we will review work done in both of these areas and how it relates to more recent
research that we have covered in this paper.

6.1. Efficient MPI Message Matching

MPI message matching has been explored in the context of evaluating its performance
[29] and investigating the impact of match list length [30] and performance on different
types of CPU architecture [31]. Vetter et al. conducted an early study on communication
overhead with several scientific applications were they found that the issue of commu-
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nication overhead was worthy of further investigation [29]. Underwood and Brightwell
were the first to build MPI message matching microbenchmarks to study the impact of
long list length and unexpected messages [30]. This was followed by work attempting
to overcome such overheads by using processing-in-memory operations on a very-wide
ALU in order to process multiple matches at once in memory. With the introduction of
manycore architectures, Barrett et al. assessed the match performance of MPI with many
different CPU architectures [31]. They found that manycore architectures can have an
order of magnitude worse performance than a tradition big-core out of order processing
core.

The length of an MPI match list can be an important factor in overall performance.
Unexpected messages can lead to performance issues when they are sufficiently large in
number at any given time. Keller and Graham looked at MPI applications and the im-
pact of unexpected messages on performance. They found that for a subset of scientific
applications, processing unexpected messages can be a significant bottleneck to perfor-
mance [32]. This finding is corroborated by earlier work that focused directly on MPI
unexpected list performance using microbenchmarks Brightwell et al. have investigated
this impact with several microbenchmarks and the impact of unexpected message queue
length on overall observed communication latency [33,34,35]

6.2. Matching Techniques

Several matching techniques have been proposed to avoid performance degradation.
Dang, Snir and Gropp proposed [36] a multi-threaded hash table approach to matching
for MPI. Unlike other techniques in matching, this technique relies on a concurrent hash
table design that is highly scalable. The concurrent nature of the hash table requires that
no wildcards can be used in MPI messages at all. This constraining of the MPI model
allows for more concurrency that allows multiple threads to interact with MPI efficiently.
In contrast, Flajslik et al. demonstrated a hash-map keyed to use the entire set of match-
ing criteria [37]. This allowed them to include wildcards in a hashing-based matching
scheme. Their design requires setting a user configurable number of bins to which mes-
sage match requests are posted. They use 256 bins in the default configuration, allowing
for list lengths to ideally be divided in length by that amount (in practice the division
will not always be equal). This approach seems to have solved major long list match per-
formance issues, but the approach has a small overhead in the hash mapping for lists of
any size, and therefore has higher overhead than a traditional list when the match would
be near the front of a traditional linked list. Due to the fact that many applications have
tuned their match list performance over time to have the vast majority of matches oc-
cur near the beginning of the list, this approach may not be ideal for some applications.
Indeed, there has been work in allowing an MPI implementation to dynamically swap
between a hash-table and a traditional list [38].

Some solutions to MPI matching have been aimed at specific compute architectures,
namely GPUs. Klenk et al. proposed a solution for matching on GPUs that used two
phased, a scan phase and a reduce phase that could take advantage of the large amount
of concurrency available [39]. Unfortunately, there are no MPI implementations that run
on GPUs today, so the technique is not immediately applicable to the MPI state of the
art. It is also unknown what overheads exists for short lists or the case of the first match
element being the correct match as the work only used medium and large size lists for
performance evaluation.
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Alternative match list stmctures based on new data structure layouts have also been
explored. Zounmevo and Afsahi showed that a 4-dimensional list structure could be used
to accelerate matching. It works by decomposing the list into a 4D lookup that allows
skipping portions of the list where the match cannot occur. Other approaches have sought
to create new queues dynamically to reduce the lengths of matching lists by separating
out traffic from specific source nodes as the traffic is observed arriving at the destina-
tion [40,41]

MPI message matching has also been addressed by creating hardware designed to
offload the matching processing itself. Examples of such efforts are the Portals commu-
nication API [42] that defines an interface for MPI message matching on hardware that is
also descriptive of general hardware design. Approaches have been done in FPGAs and
with TCAMs [43]. The Seastar interconnect [44] is an early example of a Portals MPI
matching offloading NIC, but it did so with a general CPU, much like early designs that
could be adapted to perform message matching like the Quadrics network QSNet II [45]
and the Myrinet network [46]. More recent examples of message matching NICs include
the Bull-Atos BXI NIC [47] that implements the Portals interface and ConnectX-5 NICs
from Mellanox that also perform message matching [48]

7. Conclusion

In this article we have shown that the non-determinism resulting from multithreading
scalable system software can have a significant negative impact on application perfor-
mance and highlighted several key techniques to approach this problem. Using our case
study of MPI Message Matching, we demonstrated that the change in access behavior
of threaded applications can create performance problems via request ordering. We then
highlighted three areas of research that have been alleviating this problem. These include;
leveraging parallelism through parallel progress and vector parallelism, modifying mem-
ory behavior, and building new interfaces to fully avoid these problems. Each of these
solution areas have different trade-offs; Leveraging parallelism requires the least changes
to the programming environment but is somewhat limited in the amount of improvement
it can offer. Changing memory behaviors offers decent performance improvement but
will require hardware vendors to expose caching controls. Additionally, the impact of
changing the caching model on other parts of code requires a more thorough examina-
tion. Finally, changing communication models offers the most promising improvements
but requires more application changes than the other approaches.
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