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USE CASE HIERARCHY

The IDC Use Case Hierarchy is shown here. The use cases highlighted in yellow are the use case
realizations that appear in this document.

1 System Acquires Data

1.1 System Receives Station Data

1.2 System Receives Bulletin Data

13 System Automatically Distributes Data

1.4 System Acquires Meteorological Data

1.5 System Synchronizes Acquired Station Data
1.6 System Synchronizes Processing Results

2 System Detects Event

2.1 System Determines Waveform Data Quality
2.2 System Enhances Signals

2.3 System Detects Events using Waveform Correlation
2.4 System Detects Signals

2.5 System Measures Signal Features

2.6 System Builds Events using Signal Detections
2.7 System Resolves Event Conflicts

2.8 System Refines Event Location

2.9 System Refines Event Magnitude

2.10 System Evaluates Moment Tensor

2.11 System Finds Similar Events

2.12 System Predicts Signal Features

3 Analyzes Events

3.1 Selects Data for Analysis

3.2 Refines Event

3.2.1 Determines Waveform Data Quality

3.2.2 Enhances Signals
3.2.3 Detects Signals

3.24 Measures Signal Features

3.2.5 Refines Event Location

3.2.6 Refines Event Magnitude

3.2.7 Evaluates Moment Tensor

3.2.8 Compares Events

33 Scans Waveforms and Unassociated Detections
3.4 Builds Event

3.5 Marks Processing Stage Complete

4 NA

5 Provides Data to Customers
51 Requests System Data



5.2

6.1
6.2
6.3
6.4
6.5
6.6
6.7
6.8

7.1
7.2
7.3
7.4
7.5

8.1
8.2
8.3
8.4
8.5
8.6
8.7
8.8
8.9
8.10
8.11

9.1
9.2
9.3
9.4

10

10.1
10.2
103
10.4

11

11.1
11.2
11.3

Views System Results

Configures System
Controls Data Acquisition
Configures Station Usage

Defines Processing Sequence
Configures Data Acquisition
Configures Processing Components
Views System Configuration History
Configures Analysis Interfaces
Configures System Permissions

Monitors Performance

Analyzes Mission Performance
Monitors System Performance
Monitors Station State-of-Health
System Monitors Mission Performance
Monitors Mission Processing

Supports Operations
Accesses the System

Controls the System

Exports Data

Imports Data

Views Event History

Maintains Operations Log
Provides Analyst Feedback
Views Analyst Feedback

Views Analyst Performance Metrics
Views Security Status

Views Messages

Tests System

Performs Software Component Testing
Creates Test Data Set

Replays Test Data Set

Replays Analyst Actions

Maintains System
Performs System Backups
Performs System Restores
Installs Software Update
System Monitors Security

Performs Research
Analyzes Special Events

Develops New Algorithms and Models
Determines Optimal Processing Component Configuration
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12

12.1
12.2

13

13.1
13.2

14

14.1
14.2
14.3
14.4

14.5

Performs Multiple Event Location

Performs Training

Configures Data for Training Subsystem
Trains Analysts

Operates Standalone Subsystem

Conducts Site Survey
Performs Standalone Analysis

IDC Unique

System Assesses Event Consistency
Assesses Event Consistency
System Screens Event

Controls Monitoring Stations

Performs Expert Technical Analysis



IDC Use Case Realization Report
UCR-01.01 SYSTEM RECEIVES STATION DATA

1 USE CASE DESCRIPTION

This architecturally significant use case describes how the System acquires continuous station
data or requests data and puts it into the correct formats for automatic and interactive processing.
Stations send seismic, hydroacoustic and infrasound data to the System in a variety of formats.
The System converts the data into the internal format and authenticates the data. The System
parses the data into waveform data, station data, and state-of-health (SOH) data and puts it in the
data storage format. The Data Acquisition Partition moves the data to the Data Processing
Partition for automatic and interactive processing. The System Controller can request
retransmission of data from the Data Acquisition Partition to the Data Processing Partition.

This use case is architecturally significant because it describes acquiring data from multiple
sources in various formats and protocols and distributing the data to processing components
within timeliness requirements.

2 ARCHITECTURE DESCRIPTION

The Station Data Receiver Control acquires station data from seismic, hydroacoustic, and
infrasound stations on the Data Acquisition Partition. The Station Data Receiver Control receives
the data, converts the data to the System format (if necessary), creates Raw Station Data Frame
objects, and stores them in the OSD. Station Data Acquisition Control subscribes for OSD
callbacks related to stored Raw Station Data Frames to perform further processing. The Station
Data Acquisition Control authenticates the frame objects based on digital signatures,
accumulates Raw Station Data Frame objects over time for each station into Waveforms, and
stores the Waveforms in the OSD.

Each Data Acquisition Partition may transfer data to other Data Acquisition Partitions. On the
sending Data Acquisition Partition, an instance of the Transfer Control class periodically
transfers Raw Station Data Frames to the receiving Data Acquisition Partition along with a
Transfer Invoice containing a log of transferred frames. A separate instance of Transfer Control
on the Data Acquisition Partition periodically checks for transferred frames, audits received
frames against the Transfer Invoice, and stores the frames to the OSD which triggers OSD
callbacks to Station Data Acquisition Control to process and store the data. Storage of
Waveforms in the OSD triggers callbacks on the Processing Sequence Control mechanism
(which runs in the Data Processing Partition) to process the data (see "System Detects Event"
UCR). In the case where frames are missing, the Transfer Control notifies the System
Controller. The System Controller uses the Request Transfer Display on the sending Data
Acquisition Partition to transfer the missing frames to the receiving Data Acquisition Partition.

10



3 USE CASE DIAGRAM

|

System Acquiﬁ{s Data

Performs Stﬁngalune Analysis

zincludes

System Receives 5tation Data

4 CLASS DIAGRAMS

System Controller

4.1 Classes - Data Reception and Acquisition

«boundary»
[ Station
= Interface

[ station Data Receiver Control
(from Data Acquisition Controi)

__«configuration»
=] station Configuration
from System Configuration Elements)

a «entitys
|| Station Connection Status
{from Station Eiements)

) sinterfaces
£ Application Control IF
{from Process Control Contro|
i Start{)
2 Stop ()

«control»
] station Data Acquisition Control
(from Data Acquisition Control

! =entitys
{=] Raw Station Data Frame
{from Data Acquisition Elements

«mechanism» entitys

- ] station Acquit
—| 0sD Station Acquired SOH
{from Mechanism Layer] from Data Acquisition Elements)

__entitys
] waveform
L 4 from Signal Enhancement Elements
_wentitys
=] channel

(from Signal Enhancement Elements

This class diagram depicts the control classes involved in reception and acquisition of station
data from a Station Interface. Station Data Receiver Control receives the station data from the
Station Interface, creates Raw Station Data Frames, and passes them to Station Data Acquisition
Control for further processing. Station Data Acquisition Control authenticates the frames and
accumulates them into Waveforms, and stores them the OSD. Note that the Station Data
Receiver Control class only runs on the Data Acquisition Partition. There can be multiple Data
Acquisition Partitions within a Subsystem and individual stations connect to only one of the
instances, depending on the particular station. The Station Data Acquisition Control class also
only runs on the Data Acquisition Partition. Raw Station Data Frames can be transferred
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between Data Acquisition Partitions, in which case Station Data Acquisition Control performs
the same processing occurs on the Raw Station Data Frames in each partition (see "Classes -

Data Transfer" for details).

4.2 Classes - Data Transfer

| wdisplays

whatfidarys I;I Request Transfer Display

QSystemCuntmller et

_ sutilitys
] system Clock
|_{from Mechanism Layer) |

- xentitys
iE] Transfer Invoice
| {from Data Acguisition Elements] |

| (from Data Acquisition Views} |

| {from Data Acquisition Contref) |

= =interfaces
[Z] Application Control IF

__ =controls
I-:—__I Transfer Control
acontrols

Transfer Control C ion
__{irom Data Acquisition Control)

m

=mechanisms
E| Motification
ifrom Mechanism Layer]

=2 autilitys
=] Transfer Audit Utility
| {from Data Acquisition Elements] |

i wertitys
{E! Raw Station Data Frame
| {from Data Acquisition Elements] |

="
«mechanisms

= osp

| gomMecariEm e |
This diagram depicts the classes involved in transfer of data frames between two Data
Acquisition Partitions. The Transfer Control class runs in both partitions. On the sending Data
Acquisition Partition, the Transfer Control class periodically transfers Raw Station Data Frames
to the receiving Data Acquisition Partition and maintains a Transfer Invoice to keep track of the
frames it transferred. In addition, it also transfers the Transfer Invoice itself. On the receiving
Data Acquisition Partition, the Transfer Control responds to System Clock callbacks to
periodically audit the transfers via the Transfer Audit Utility to determine if all frames were
transferred. When Transfer Audit Utility finds missing frames Transfer Control either
automatically requests retransmission of the missing frames or sends a notification to the System
Controller of the missing frames. Transfer Control stores frames that were successfully received
in the OSD, triggering a callback to the Station Data Acquisition Control instance on the
receiving Data Acquisition Partition for further processing. In the case where the System
Controller is notified of missing frames on the receiving Data Acquisition Partition, the System
Controller uses the Request Transfer Display on the sending Data Acquisition Partition to
manually initiate a retransfer of missing frames.
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4.3 Classes - Raw Station Data Frame

=zentitys
E Raw 5tation Data Frame
(from Data Acquisition Elements)
E & recepton time i
station id
[ frame data
E‘é frame format and version

)

1.7,

=zenumeration=
[E]] Authentication Status

ffrom Data Acquisition Elements)
= N/A

=1 Validation Succeeded

= Validation Failed

=1 Unvalidated

This diagram depicts the Raw Station Data Frame class and related classes. Frame data within
the Raw Station Data Frame is stored in the System format. To facilitate possible migration to
future formats, each Raw Station Data Frame keeps track of its format and version. Each frame
may optionally have a digital signature. The System attempts to validate signed frames. Frames
without digital signatures have Authentication Status of "N/A".
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4.4 Classes - Waveform

aentity=
E Raw 5tation Data Frame
(from Data Acquisition Elements)
=] recepton time
=] station id
== frame data

g frame format and version
= )

created from

aentitys
Waveform
{from Signal Enhancement Elements) £ contitys
[Eg waveform data = ] channel
[Cg start time (from Signal Enhancement Elements)
== end time
= storage time

This diagram depicts details of the Waveform class. Station Data Acquisition Control converts
Raw Station Data Frames into Waveform objects for automatic and interactive processing.

4.5 Classes - Transfer Audit Utility

atilitys
| Transfer Audit Utility
(from Data Acquisition Elements)

wentity= aentitys
E Transfer Invoice E Transfer Audit Resulis
(from Data Acquisition Elements) {from Data Acquisition Elements)
=] reception start date time = audit date time
=] reception end date time F list of missing data
E’E list of transferred data

This class diagram depicts the Transfer Audit Utility class and related classes. The Transfer
Audit Utility is used by the Transfer Control instance on the receiving Data Acquisition Partition
to read the Transfer Invoice and produce the Transfer Audit Results.
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4.6 Classes - Station Connection Status

=enumeration=
=entitys [E] Communication State
] station Connection Status {from Station Elements)
{from Station Elements) e -~ = Not Connected
[Cg station id = Active
| [E status collection time = Mot Receiving Any Messages
=l Disabled

This diagram shows the Station Connection Status class, which is maintained by Station
Receiver Control for each station connection.

4.7 Classes - Station Configuration

xsronfigurations

E Station Configuration r -::CIL‘I"I‘fi_gE.I['aﬁGr'In .
ifrom System Configuration Elements) L] station Acquisition Configuration
[Eg station identifier ifrom System Configuration Elements)

= station name 2 Eéeﬁerna!_¥gr.v arding configuration |
I_E‘E sites configuration =] internal forwarding configuration

£, channels configuration [ storage configu ration

senumeration»
[] Station Connection Enabled

(from 5Station Elements)
=l Enabled
= Disabled

This diagram shows the Station Configuration class and related classes. Station Configuration
information is configured by the System Controller (see "Controls Data Acquisition" and
"Configures Station Usage" UCRs).

5 CLASS DESCRIPTIONS

<<boundary>> Station Interface
Represents the interface to a station (i.e., the Station actor).

<<boundary>> System Controller
Represents the System Controller actor.

<<configuration>> Station Acquisition Configuration

Represents configuration for how waveforms acquired from a Station are stored and forwarded
within the System.
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<<configuration>> Station Configuration
Represents the configurable aspects of a Station such as its name, location, the sites at the
station, the channels from the sites, site instrumentation, instrument calibration, etc.

<<control>> Station Data Acquisition Control
Responsible for authenticating Raw Station Data Frames and accumulating them as Waveforms.

<<control>> Station Data Receiver Control

Responsible for acquiring the Raw Station Data Frames from the external network of stations
(seismic, hydroacoustic and infrasound) and parsing the received data to create Raw Station Data
Frame objects.

<<control>> Transfer Control

Responsible for transfer of data (e.g., Raw Station Data Frames, meteorological data, bulletins)
between Data Acquisition Partitions. A separate instance runs on both partitions to coordinate
the transfer.

<<control>> Transfer Control Configuration

Contains configuration for the Transfer Control class, such as how often to transfer data between
Data Acquisition Partitions and what data to transfer. Different types of data have different
configurations.

<<display>> Request Transfer Display
Display that provides the System Controller with the capability to transfer missing data (e.g.,
Raw Station Data Frames, meteorological data, bulletins) between Data Acquisition Partitions.

<<entity>> Channel

A Channel represents a source of Waveforms. A Channel can either be a Raw Channel,
representing data from a station, or a Derived Channel, representing data after an enhancement
has been applied to it.

<<entity>> Raw Station Data Frame

A data frame comprised of the typical amount of data sent by a station in a single message (e.g.,
this might be 10 seconds of seismic or hydroacoustic data, or 30 seconds of infrasound data).
Each frame includes data from one or more of the station's sensors and each sensor's data is
called a subframe. Includes Authentication Status for the entire frame and for each subframe.
The reception time field may include multiple values tracking the times when the frame was
received on different Data Acquisition Partitions.

<<entity>> Station Acquired SOH

Represents the state-of-health for a single Station. Includes state-of-health information acquired
from the Station (including whether the station has GPS locked) and digital signature
authentication status.

<<entity>> Station Connection Status
16



Represents the status of the Station Data Receiver Control's connection to a Station at a variety
of sample times.

<<entity>> Transfer Audit Results
Includes the list of data (e.g., Raw Station Data Frames, System Format Meteorological Data)
that was not successfully transferred between Data Acquisition Partitions.

<<entity>> Transfer Invoice
A list of transferred data (e.g., Raw Station Data Frames, System Format Meteorological Data)
between Data Acquisition Partitions, and information about previous transfers.

<<entity>> Waveform
A Waveform represents a time-series of data from a Channel.

<<enumeration>> Authentication Status
Enumeration representing the status of digital signature authentication for a Raw Station Data
Frame, as follows:

N/A - original acquired format does not support digital signatures

Validation Succeeded - digital signature was successfully validated

Validation Failed - digital signature failed validation

Unvalidated - digital signature has not been validated yet, or private/public key is missing or
expired.

<<enumeration>> Communication State
Enumeration representing the possible states for Station Connection Status.

<<enumeration>> Station Connection Enabled

Enumeration representing whether the System should (or should not) connect with the Station to
receive data. Depending on the specific protocol the connection can be initiated by either the
System or the Station.

<<interface>> Application Control IF
Defines the interface implemented by all <<control>> classes in the system that are controlled by
System Control.

<<mechanism>> Authentication
Represents the mechanism to authenticate digital signatures using Public Key Infrastructure
(PKI) private/public keys.

<<mechanism>> Notification

Represents the mechanism to distribute messages to user(s). The mechanism filters which
messages it delivers to each user and delivers messages to users at predefined frequencies. See
“Views Messages” UCR for details on how users configure these preferences.
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<<mechanism>> OSD
Represents the Object Storage and Distribution mechanism for storing and distributing data
objects internally within the system.

<<utility>> System Clock
Represents the mechanism to schedule, reschedule, and cancel callbacks.

<<utility>> Transfer Audit Utility
Performs audits of transferred data frames and generates audit results.

6 SEQUENCE DIAGRAMS
6.1 Flow Overview

i} Flow Overview

Main Flow - System Receives Station

Data =
—  Expansion Flow - Station Data
. " \Acquisition Control - Validate Digital
- at _,// Signature
Alternate Fiow - Station Data el
Acquisition Control - Handle OSD “| Expansion Flow - Station Data Acquisition ‘
Callpack Control - Process Raw Station Data Frame I\\\ o

E Expansion Flow - Station Data
a5 Acquisition Control - Accumulate
- And Store
Alternate Flow - Transfer Contrel - i
Automatically Transfer Raw Station | ™
Data Frames

ef Ny et
Alternate Flow - System Controller ~| Expansicn Flow - Transfer Control - Reguest
_Requests Transfer of Missing Data 5= Transfer Data
,—‘f’/’
ef " et
Alternate Flow - Transfer Control - > Expansion Flow - Transfer Audit Utility - Audit
Automatically Audit Transfers Transfer invoice

Expansion Fiow - 5tation Data
Receiver Control - Request
Waveform Segment

[iFa
Alternate Fiow - Station Data ﬂ Expansion Flow - Station Data Receiver
Receiver Centrol - Startup (Controd - Process Station Connection Reguest|

Alternate Flow - Transfer Control -
Startup

Alternate Flow - Station Data
Acquisition Control - Startup
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6.2 Main Flow - System Receives Station Data

=] Main Flow - System Receives Station Data

] :5tation :Station Data Raw- Station iEtation Data Q rStatien l E MDED |
Interface Q Receiver Data Frame Acquisition Configuration
| Control | Control

1:|Re(eive Station Data {)
—

Ll

[For each frgme in the received dat?,.]

5 1: Create ()

2: Set Reception 'I'|rqse ()
L]

3: Convert to System Format { raw station data frame ) Convert to the System
3 [ | Format if not received
|‘ T . in that format.

| |

4: Determine Statiorr and Channels { raw station data frame |
fL»—‘ | |
5: Set Station () |
L |

6: Set Channels () |
_4-? |
- Get Station Configu Eation { station ) |
|
|

|
B: Get Station Stomi;e Configuration {)

|
| i

g: Store Raw Station Déﬁta Frame { raw station Jata frame, processing ct*nte:d ]

- SR S

| Context {e.g. private

I transient, global persisent)
T defined by the station's
storage configuration.

1
| ;

| | Stere using the Processing g
|

This flow shows Station Data Receiver Control receiving and formatting data frames from
seismic, hydroacoustic, and infrasound stations.

6.2.1 Operation Descriptions

None.
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6.3 Alternate Flow - Station Data Acquisition Control - Handle OSD
Callback

'] Alternate Flow - Station Data Acquisition Control - Handle 05D Callback

data data acquisition
B acquisition partition
partition E SDAC:Station Data
osD:osD Acquisition
] J Control

i 1: Raw Station Daiq F!mme Callback ()

‘ >

[for each raw station data frame,,]
1: Process Raw Station Data Frame ( channel, frame )

__IF

'E_xpansion Flow - Station Data Acquisition Contrel - Process Raw Station Data Frame|

This flow depicts how the Station Data Acquisition Control handles a callback from the OSD to
process raw station data frames that have been stored.

6.3.1 Operation Descriptions

None.
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6.4 Expansion Flow - Station Data Acquisition Control - Process Raw
Station Data Frame

E Expansion Flow - Station Data Acguisition Control - Process Raw Station Data Frame

E :Station Data ‘Raw Station
Acquisition Control Data Frame

E 1: Validate Digital Signature {ra\q! station data frame )

ﬂ'tl |

txpansion Flow - Statioh Data Acquisition Control - Validate Digital Signature
L |

ﬂ 2 Set Reception Time () i A frame may be received,
Pl processed, and transferred to

P multiple Data Acquisition
H " Partitions and therefore may
U I hawve muitiple reception times.
31 Accumulﬂa‘te And Store [ raw station data frame )

—

[
| et
1

Expansion Flow - Station Data Ac

n Control - Accumulate And Store |

“'“‘*-.,L. Accumulate and store Raw Station Data
Frames whether or not they validated correctly,
‘System Determines Waveform Data Quality”
UCE creates QC Masks for Waveform data
created from invalid frames

This flow describes how the Station Data Acquisition Control processes station data.

6.4.1 Operation Descriptions

None.
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6.5 Expansion Flow - Station Data Acquisition Control - Validate
Digital Signature

E] Expansion Flow - Station Data Acquisition Control - Validate Digital Signature

:Station Data [ | :Raw Station | ‘ E:Authemication ‘ ‘ E:thiﬁcatécn i EI:OSD
Acquisition Diata Frame L 1

Controf =~ ‘ ! i
;b Initially, each frame is "Unvalidated” {or "M/A" if it was
5 2 } received in 2 format that does not support digital
4 iGEt pathentzation Sta%u;_“ P signatures). If the authentication statusis "N/A" then
| ;.4_---*"""" skip the remainder of this flow. If the authentication
status is "Unvalidated” then continue with this flow

| =
| i T
| |

I [ | |
[if authen ticatﬁcn status is "Unvalidated” ;and public key exists and ;Is not expired] ‘

| 1: Get Digital Signature () [ \

L

| ||
| 2 Get Authentication Knlzy { station, time, chann elﬂ l
T | ‘

: 3: Validate Digital Signatu:re ]
| |
| 4: Set Authentication Sthajhs )
i L5

| The frame's digitad signature along with
: e 2ach subframe’s digital signature are
| retrieved and validated.

i : | |
of authentication status is “Validation Failed”] ‘

1: Notify Digital Signature Validation Failed () |

[if pubfic key is missing or is expired] i I
| | |
1: Notify of Expired or Missing PKI Key () L

| | | g

| |
! | | | |

This flow describes how Station Data Acquisition Control authenticates a Raw Station Data
Frame and any included subframes using their digital signatures. Note that frames may be
received in formats that do not support digital signatures, in which case the Authentication Status
is "N/A". In addition, authentication may not be possible if public/private keys have expired. In
that case the Authentication Status is left as "Unvalidated". Unvalidated frames are still made
available for processing by the System. The System Maintainer may manually validate frames
later on (see 'Views Security Status' UCR).

6.5.1 Operation Descriptions

None.
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6.6 Expansion Flow - Station Data Acquisition Control - Accumulate

And Store

|| Expansion Flow - Station Data Acquisition Control - Accumulate And Store

] :Station Data

] :Raw Station :Station
= Acquisition Control ‘:J

Data Frame = Configuration
1: Get Station ()

2: Get Station Configuration { station )

E ‘Waveform

__ iStation
= Acquired
SOH

3: Get Station Storage Configuration ()

4: Get Channels ()
- o

ifor each channel,]
1: Get Waveform for Channel { channel )

2: Get Frame Data ( channel )
—_—

if necessary, format

3: Create Time Samples (frame data) ... ;Toa'-’;:td:;:t;n;o the
L e s ot o v ¥

s Waveform.

4: Append Time Samples ( samples )

5: Set Storage Time ()

6: Store Waveform { waveform, processing context )

There is a separate
storage time for each
.~ set of samples.

5: Create ( raw station data frame )

&: Store Station Acquired SOH ( station acquired soh, processing context )

[if data is outsjde operational processing time period]

1: Notify of Data Outside of Operational Processing Time Period ()

£ iNotification

Whether Waveforms
should be segmented
for storage and how
the segmentation is
performed are OSD

+—""" implementation

decisions.

* Store using the Processing

Context (e.g. private
transient, giobal persisent)

+" defined by the station’s

storage configuration.

This flow describes how the Station Data Acquisition Control accumulates Raw Station Data
Frames into Waveforms. Station Data Acquisition Control accumulates Raw Station Data
Frames in Waveform objects (one Waveform for each channel in the Raw Station Data Frame)
and stores the Waveforms in the OSD for use in automatic and interactive processing. Station
Data Acquisition Control also parses Station SOH from the Raw Station Data Frame and stores

the Station SOH object in the OSD.
6.6.1 Operation Descriptions

Operation: OSD::Store Waveform()

23



Store the given Waveform with the given lifespan (persistent vs. transient) and visibility (private
vs. global) as specified by the given Processing Context and notify relevant subscribers via
callbacks.

6.7 Alternate Flow - Transfer Control - Automatically Transfer Raw
Station Data Frames

Alternate Flow - Transfer Control - Automatically Transfer Raw Station Data Frames

E :System E data acquisition: Transfer . | E 0sp | E :Station Q [Transter Invoice v
Clock Control | = Configuration = —— |
B | f | L i |

| l f |

213 Requeé‘{ Transfer Raw Station Data Frames () Lockup previous Transfer Invoices from
o the Q5D to help determine which
4 frames need to be transferred.

| 2 Get Transfer Invoice 0 Py
.—Q‘“-PH" T
| | |

Retrieve Raw Station Data
Frames to be transferred.

3: Get Raw Station Data Frames 1 | |
—_——

R LR
o T )

8 Get forwarding

I i
5: Get Station Internal Forwarding Configuration (1™~ configuration for each
Use station forwarding T T L IO o Station with frames
[

configuration and
available frames to

determine which frames | -
Vit | 6t Determine Frames To Tllans#er i)

ready for transfer

o i X ‘ |
| |
T: Create () |
| L
-, Eal
47‘-\_\ |
.,
| s,
& Transfer Data ( transfer data, transfer invoice ) | BN SICHE ANER Iafael
I . | Invoice containing a list
| L ., of the soon-to-be-

[ | i transferred Raw Station
| = Data Frames,

|
_ Euwpansion Flow - Transfer Control - Request TransferData

This flow is only performed on the sending Data Acquisition Partition. The Transfer Control
class periodically transfers Raw Station Data Frames from the sending Data Acquisition Partition
to the receiving Data Acquisition Partition.

6.7.1 Operation Descriptions

None.
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6.8 Expansion Flow - Transfer Control - Request Transfer Data

lf_'] Expansion Flow - Transfer Control - Request Transfer Data

data acquisition | data acquisition | __ data acquisition

sendenTransfer E receiver Transfer él receiver

Control Control OsSD:05D

1 .

Bf no transferdata provided] [
| |
| 1: Find Data To Transfer { transfer invoice )
.
T Get necessary data |
from the sending | |
partition’s Q5SD.

1: Transfer pata { transfer data, transfer invoice |

2: Store Transfer Invoice [ transfer invoice, processing context )

3: Store Transfer Data {_tlansfer data )

Store with a private transient
context, resulting in OSD
calibacks to subscribers.

This flow describes how Transfer Control on the sending Data Acquisition Partition transfers
data and the Transfer Invoice to the receiving Data Acquisition Partition for further processing.
If necessary, Transfer Control on the sending Data Acquisition Partition uses the Transfer
Invoice to find the data to transfer. Transfer Control on the receiving Data Acquisition Partition
stores the transferred data to the OSD, which causes the OSD to send callbacks to subscribers
(e.g., Station Data Acquisition Control).

6.8.1 Operation Descriptions

Operation: OSD::Store Transfer Data()
The COI stores the data in the format received from the stations for the purpose of later replay.
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6.9 Alternate Flow - Transfer Control - Automatically Audit Transfers

[7] Atternate Flow - Transfer Control - Automatically Audit Transfers

[] System data acquisition _Wansfer | | __dataacquisition []Tansfer | | data acquisition & :Notification
= Clock [ receiver TC: Tansfer B Audit B receiver = imoice || [ sender
Controf Utility 05D:05D | T Transfer
Control

1{ Audit Transfer Invoice ()
P
2: Get Transfer Invoice ()

" | Get the Tansfer Invoices since the fast
", audit to verify all of the data reported
on the invoice is found on the
receiving data acquisition partitiion.

3: Audit Transfer Invoice { transfer invoice )
—

Expansion Flow - Transfer Audit Utility - Audit Transfer invoice

The audit results

4: Get Transfer Audit Results ( transfer invoice ) :::;’:?:xl;;:ai; itany,

[if Audit Transfer Resuits show missing data and Transfer Control is configured to automaticaily resend]
e Create a new Transfer Invoice
T listing th i
1: Create {) i sting the missing data

2: Transfer Data ( transfer data, transfer invoice )

The transfer data parameter is empty in this T
call since the receiving Data Acquisition i

Expansion Fiow - Transfer Control - Request Transfer Data
Partition does not have the data. i)}

[else if Audit Transfer Results show missing data and Transfer Control is not configured to automatically resend]

1: Notify Transfer Data Missing ( transfer audit results )

This flow is performed only on the receiving Data Acquisition Partition. The Transfer Control
instance on the receiving Data Acquisition Partition periodically audits data frames transferred
from the sending Data Acquisition Partition against the Transfer Invoice to verify the data was
successfully transferred to the receiving Data Acquisition Partition and stored in the OSD.

6.9.1 Operation Descriptions

None.
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6.10 Expansion Flow - Transfer Audit Utility - Audit Transfer Invoice

[i, Expansion Flow - Transfer Audit Utility - Audit Transfer Invoice

| g (Transfer ' E ‘Transfer | | E:OSD
| Audit Utility y‘ Audit Results

[ 1:Find Untmnsferréd Data ({ transfer invoice )
|

|

2: Generate Audit Results {)

3 Create {untmnﬁgrred data, transfer inmicqjse 2 global

; persistent context.

4: Store Transfer Audit Results ( tran sfer E:,ti:dﬁ results, processing context )
el

This flow is performed only on the receiving Data Acquisition Partition. The Transfer Audit
Utility checks the OSD to determine if the data listed in the Transfer Invoice (e.g., Raw Station
Data Frames, System Format Meteorological Data, bulletins) exists in the OSD, and creates and
stores the Transfer Audit Results in the OSD.

6.10.1 Operation Descriptions
Operation: Transfer Audit Utility:: Find Untransferred Data()

Queries the OSD to determine if the data listed in the Transfer Invoice (e.g., Raw Station Data
Frames, System Format Meteorological Data, bulletins) exist in the OSD.
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6.11 Alternate Flow - System Controller Requests Transfer of Missing
Data

7] Alternate Flow - System C Transfer of Missing Data
E! :System __ data acquisition | data acquisition data g ‘Transfer
— Controller L-:J RTD:Request = TC:Transfer Control E acquisition Invoice
Transfer Display 0OSD:0SD
1: Open ()

2: Select Data to Transfer ()
G Retrieve data to be

3: Request Transfer ( ) » transferred.

| 4: Get Requested Data ()|
T Create a new Transfer Invoice

containing a list of the soon-to-

be-transferred data

|
5: Create () PR o

6: Transfer D_at_a ( transfer data, transfer invoice )

Expansion Flow - Transfer Control - Request Transfer Data
|

This flow is performed only on the sending Data Acquisition Partition. The System Controller
uses the Request Transfer Display to request transfer of missing data from the sending Data
Acquisition Partition to the receiving Data Acquisition Partition.

6.11.1 Operation Descriptions

None.

28



6.12Expansion Flow - Station Data Receiver Control - Request
Waveform Segment

E Expansion Flow - Station Data Receiver Control - Request Waveform Segment

; :Station Data ' ‘Station
Receiver Interface

Control

| 1: Request Waveform Segment { begin time, end time

=

| I

This flow shows Station Data Receiver Control requesting a waveform segment from a station.

The station asynchronously provides the requested segment to Station Data Receiver Control
(see “Main Flow — System Receives Station Data”).

6.12.1 Operation Descriptions

None.
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6.13 Alternate Flow - Station Data Receiver Control - Startup

[=7] Alternate Flow - Station Data Receiver Control - Startup
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l_,l.tl ........ |
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i | T,
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T

|

This flow describes how the Station Data Receiver Control initializes at startup. Station Data
Receiver Control opens, listens for incoming station connection requests, and processes
requested station connections. Station Data Receiver Control also monitors the connection status
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of enabled stations (see 'States - Station Connection Status - Communication State' for the
possible connection states).

6.13.1 Operation Descriptions

None.
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6.14Expansion Flow - Station Data Receiver Control - Process Station
Connection Request

B Expansion Flow - 5tation Data Receiver Control - Process Station Connediion Request
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This flow describes how the Station Data Receiver Control processes a station connection
request. The Station Data Receiver Control looks at Station Configuration to determine if the
station is currently enabled. Station Connection Configuration is set by the System Controller
(see 'Configures Station Usage' UCR). If the station is disabled, Station Data Receiver Control
refuses the connection and records the connection attempt (e.g., station id, station's IP address,
number of connection attempts within a time period). Station Data Receiver Control also records
the connection attempt if the connection fails.

6.14.1 Operation Descriptions

None.

6.15Alternate Flow - Transfer Control - Startup

[="] Atternate Flow - Transfer Control - Startup
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This flow describes how the Transfer Control class initializes at startup. The Transfer Control
class runs on the sending and receiving Data Acquisition Partitions.
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6.15.1 Operation Descriptions
None.

6.16 Alternate Flow - Station Data Acquisition Control - Startup

E] Altemate Flow - Station Data Acguisition Control - Startup

’ Q.’S:.rsterﬂ \ ‘ g iStation Data
‘ Control Arcquisition Control

| Beoso |

u _
H 1: Start {) |

o
P L
n"'
.-"JI,J
-

This subscription occurs on
each sending and receiving
Data Acquisition Partition.

” ’ ‘ 2: Subscribe for Raw! Station Data Frames ()
| -

This flow illustrates how the Station Data Acquisition Control subscribes for OSD callbacks on

startup, which allows it to respond to and process Raw Station Data Frames when they are stored
in the OSD. This flow occurs on each Data Acquisition Partition.

6.16.1 Operation Descriptions

None.
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7 STATE MACHINE DIAGRAMS
7.1 States - Station Connection Status - Communication State

[» States - Station Connection Status - Communication State

5] Connected

T connection accepted
& Not Connected 1

& Mot Receiving Any Messages

no msgs for pre-configured
amount of time

"“"'«\‘»_ no msgs from Live station for
5 pre-configured amount of time

System Contrgller enables station

Tost or failed
connection
receives msg

System Controller disables Enabled station = W

@& Active
@ Disabled

System Controller disables Connected station

This diagram shows the state transitions for the states defined in the "Communication State"
enumeration. These states are maintained by Station Data Receiver Control for individual
stations. The System Maintainer configures the timeouts for the state transitions which occur
when no messages have been received for a pre-configured amount of time.

7.1.1 State Descriptions

State: Not Connected
The station is currently not connected and is not expected to be connected.

State: Disabled
The station is disabled. Attempts to connect with the station will be blocked.

State: Connected::Active
The station is connected and the server has received data within a pre-configured amount of time.

State: Connected::Not Receiving Any Messages
The station is connected but hasn't received data for a pre-configured amount of time.
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8 SSD MAPPINGS

General:
S-1191: [Objective / Priority 1] The System shall store all raw waveform data.

S-1192: [Threshold] The System shall store signed waveform data in a format supporting
retrospective authentication.

S-1199: [Threshold] The System shall authenticate the digital signature using PKI credentials
upon receipt of signed station waveform data.

S-1204: [Threshold] The System shall allow for PKI credential changes without interrupting
operations if made prior to key expiration.

S-1205: [ Threshold] The System shall mark acquired waveform data as unauthenticated when
the data cannot be authenticated.

S-1234: [Threshold] The System shall accept waveform data in the CD1.1 format.
S-1235: [Threshold] The System shall accept waveform data in the CD1.0 format.

S-1236: [Threshold] The System shall accept station information, waveform data, and processing
results in the CSS3.0 format.

S-1237: [Objective / Priority 1] The System shall accept station information and waveform data
in the SEED format.

S-1238: [Objective / Priority 1] The System shall accept waveform data in the mini-SEED
format.

S-1239: [Objective / Priority 1] The System shall accept waveform data in the Antelope format.
S-1240: [Extensibility] The System shall accept waveform data in new formats.

S-1947: [Threshold] The System shall implement user interfaces according to the User Interface
Guidelines.

S-2067: [Threshold] The System shall confirm 100% of data transfer integrity prior to deleting
data from source storage.

S-2134: [Threshold] The System shall store raw waveform data availabilities for specific points
in the processing history.
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S-2135: [Threshold] The System shall store latency measurements for waveform data intervals.

S-2223: [Threshold] The System shall store all data and derived processing results to persistent
storage as soon as the data and/or derived processing results are available.

S-5625: [Threshold] The System shall store all data that are available for external release on the
Data Acquisition Partition.

IDC Specific:

S-5577: [Threshold] The System shall acquire continuous waveform data from hydroacoustic,
infrasound, and primary seismic stations of the IMS Network.

S-5578: [Threshold] The System shall request waveform data segments from auxiliary seismic
stations of the IMS network.

S-5580: [Threshold] The System shall provide data buffering allowing acceptance of waveform
data arriving a minimum of 10 days after its recording at a station.

S-5607: [Threshold] The System shall acquire waveform data from auxiliary seismic stations of
the IMS Network.

S-5609: [Objective / Priority 1] The System shall acquire continuous waveform data from
hydroacoustic, infrasound, and primary seismic stations of the IMS Network.

S-5785: [Threshold] The System shall complete transfer of waveform data from the Data
Acquisition Partition to the Data Processing Partition within 5 minutes of receipt of the data.

9 NOTES

General:
1. The initial System format for Raw Station Data Frames is CD1.1.

2. Waveform objects can be replayed into the system (see "Replays Test Data Set" UCR).

3. Stations can be connected to OPS, ALT, or both.

4. This UCR shows Station Data Acquisition Control storing the acquired Raw Station Data in
“Expansion Flow — Station Data Acquisition Control - Accumulate and Store” which occurs after

the control class validates the frame data. This is done because each frame’s authentication
status is stored with the frame. It is left as a design model decision on whether acquired data
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should be stored before validation and then updated with the authentication status after
validation.

5. This UCR addresses real time station data acquisition that provides inputs to pipeline
processing. Other station data acquisition, such as importing a tape containing data from a new
station, is addressed in ‘Imports Data” UCR. The Analyst may interactively process this data
(see ‘Analyzes Events’ UCR) and the Researcher may also access and process this data (see
‘Performs Research’ UCR).

6. Station SOH and acquired waveform data are stored and available on the sending Data
Acquisition Partition and the receiving Data Acquisition Partition.

7. Station Data Acquisition Control determines whether to store acquired waveform data on each
Data Acquisition Partition based on the Station Configuration set by the System Controller (see
‘Controls Data Acquisition’ UCR). This allows the System Controller to configure storage based
on available hardware resources (e.g., the Standalone Subsystem may have limited disk space).

IDC Specific:

1. Open Issue: Station Acquisition Configuration contains “internal forwarding configuration”.
Is it appropriate for the System to use this configuration to segregate auxiliary station data from
the processing partition until the data has been requested?

2. Open Issue: When does the System request waveform segments from auxiliary stations
(during automatic processing, during interactive processing, etc.)? Need to determine where to
invoke "Expansion Flow - Station Data Receiver Control - Request Waveform Segment".

3. Open Issue: Automatic pipeline processing and interactive processing on the Data Processing
Partition need to request auxiliary station waveform segments from Station Data Acquisition
Control on the Data Acquisition Partition. This can be accomplished by invoking the
“Expansion Flow — Transfer Control — Request Transfer” with the desired waveform segments.
When do Analysts request auxiliary station waveforms? When does automatic pipeline
processing request auxiliary station waveforms?

4. Open Issue: The Authentication mechanism provides access to PKI keys required to
authenticate digital signatures on received station data. Need to determine a few additional
details: what class or mechanism generates key pairs for the System? What class or mechanism
acts as the Certificate Authority to generate and manage certificates? What class or mechanism
receives public keys generated by Stations or External Data Centers? UC and UIS Controls Data
Acquisition describe some key management so some of these questions may be elaborated more
in UCR Controls Data Acquisition. However, we may need more SSDs in this area.

5. Should Raw Station Data Frame validation only occur when the data are first received from a

station (i.e., in the Main Flow) or should validation occur on each Raw Station Data Frame
callback to Station Data Acquisition Control (as currently modeled)?
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IDC Use Case Realization Report
UCR-02.12 SYSTEM PREDICTS SIGNAL FEATURES

1 USE CASE DESCRIPTION

This architecturally significant use case describes how the System predicts signal features in
order to accomplish key monitoring tasks. Signal features include phase identification,
probability of detection, arrival time, azimuth, slowness, amplitude and spectral content. The
System references both empirical knowledge from past events and geophysical models, including
time-varying geophysical models, to predict the signal features. The System applies empirical
corrections to predictions. The System provides uncertainties for predictions as appropriate. The
System uses default signal prediction parameters configured by the System Maintainer (see
'Configures Processing components' UC) or selected by the Analyst (see 'Refines Event' UC).

This use case is architecturally significant because it involves use of large and complex earth
models for calculation of signal propagation through the earth, including time-varying models of
the atmosphere and ocean.

2 ARCHITECTURE DESCRIPTION

The Signal Feature Prediction Control class is responsible for controlling signal feature
prediction computations. Signal Feature Prediction Control may be invoked by Processing
Sequence Control as part of executing a step in a Processing Sequence (see "System Detects
Event" UCR). Signal Feature Prediction Control uses a Signal Feature Predictor Plugin to
perform the signal feature prediction calculations. Multiple Signal Feature Predictor plugins exist
in the system, each realizing a common plugin interface. The specific Signal Feature Predictor
plugin used varies dynamically at runtime based on the Signal Feature Prediction Parameters.
When invoked from Processing Sequence Control, Signal Feature Prediction Control builds up
the Signal Feature Predictor Plugin Parameters, selects and invokes the appropriate Signal
Feature Predictor Plugin, updates the appropriate Event Location with the signal feature
prediction, and stores the Event Hypothesis via the OSD mechanism.
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3 USE CASE DIAGRAM

4 CLASS DIAGRAMS

4.1
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{from Process Control Control] |
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E Processing Context
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7 E Signal Feature Predictor Plugin Parameters

(from Signal Feature Predicticn Elements)

b (from Signal Feature Prediction Interfaces) |

=plugin interfaces
Signal Feature Predictor Plugin IF

Q Signal Feature Prediction

aentitys
(from Signal Feature Prediction Elements)

This diagram shows the Signal Feature Predictor Control class and related classes. The Control
class invokes a Signal Feature Predictor Plugin via the plugin interface to compute Signal

Feature Predictions. The prediction is based on a particular Event Location and a particular

station location. The Control class associates the prediction to the Event Location and stores the

predictions in the OSD.
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4.2 Classes - Signal Feature Prediction

‘ zentity= =N agntitys
E Event Hypothesis E Association
{from Event Elements] |« {from Event Elements)
# 'lI. 1 &
aentitys aentitys
El Signal Detection Hypothesis

g Event Location
{from Event Location Elements] | ifrom Signal Detection Elements)

e
* { L EAF
zentity=

=entitys
E Feature Measurement

E Signal Feature Prediction
{frem Signal Feature Prediction Elements) (from Signal Feature Measurement Elements)

Lo
= feature type v feature type

Cg prediction value | Cg measurement value

[ prediction uncertainty | Eé measurement uncertainty
g station
Cg phase

| _'—FE frequency

14y

xentértym
g Signal Feature Prediction Parameters
{from Signal Feature Prediction Elements)

This diagram shows how the Signal Feature Prediction and Signal Feature Prediction Parameters
classes relate to the Event Hypothesis class via the Event Location class. Tracing associations
backwards from Signal Feature Prediction to Feature Measurement show the relationship
between corresponding prediction and a measurement values. Using this type of a relationship
or a more direct relationship between these classes is an implementation detail.
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4.3 Classes - Signal Feature Predictor Plugin

aentitys - wentityn
E} Signal Feature Predictor Plugin Parameters IE| Signal Feature Prediction

{from Signal Feature Prediction Elements) | | (from Signal Feature Prediction Elements) |

- «plugin interfaces
g{ Signal Feature Predictor Piugin IF
| {from Signal Feature Prediction interfaces)
vgfc‘;., Compuie Signal Feature Prediction ( signal feature predictor plugin parameters, source location, receiver location, phase, frequency, time )

crealizes

: L ~ ‘ __splugin interfaces
_ «plugine i | =] Earth Medel Plugin IF
% Signal Feature Predictor Plugin -~ |-~ -~-~"""~"""= | tirom Signal Feature Prediction Interfaces
{from Signal Feature Prediction Plugins] | & ot Earth Model Yalues flocatinnet |

| & Get Earth Model Values (locations |

This diagram shows the Signal Feature Predictor Plugin IF, which is a common interface to all
Signal Feature Predictor plugins. A Signal Feature Predictor Plugin may access plugins
implementing the Earth Model Plugin IF.

5 CLASS DESCRIPTIONS

<<control>> Signal Feature Prediction Control

Responsible for controlling the signal feature prediction computations. Retrieves necessary data,
invokes the appropriate Signal Feature Predictor Plugin to compute the desired signal feature
prediction, and stores the result.

<<entity>> Association
Represents an association between a Signal Detection Hypothesis and an Event Hypothesis.

<<entity>> Event Hypothesis

Represents geophysical information about an Event as determined by an Analyst or through
pipeline processing. There can be multiple Event Hypotheses for the same Event (e.g., different
associated Signal Detection Hypotheses, different location solutions).

<<entity>> Event Location
Represents a computed location for an event.

<<entity>> Feature Measurement
Represents the value and uncertainty of a measured feature of a signal detection.

<<entity>> Processing Context

Represents the context in which data are being stored and/or processed. This includes the
Processing Stage (either automatic or interactive) and Interval performing the processing session
(e.g., processed by Analyst vs. processed by System). For Analyst processing, may identify the
Analyst work session. For System processing, may identify the Processing Sequence and/or
Processing Step being executed (including a way to identify a particular Processing Sequence
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and Processing Step among the many possible instantiations), the visibility for the results
(private vs. global), and the lifespan of the data (transient vs. persistent). This information is
needed by the Processing Sequence Control to manage the execution of Processing Sequences,
which may execute in the context of an Analyst refining an Event or in the context of the system
initiating automatic processing. It is also needed by the Object Storage and Distribution (OSD)
mechanism to determine how to store and distribute the data.

<<entity>> Signal Detection Hypothesis

Represents geophysical information about a Signal Detection as determined by an Analyst or
through pipeline processing. There can be multiple Signal Detection Hypotheses for the same
Signal Detection (e.g., different onset times, different phase labels).

<<entity>> Signal Feature Prediction
Represents a predicted signal feature (e.g., travel time, azimuth, slowness, amplitude, probability
of detection) and the associated uncertainties.

<<entity>> Signal Feature Predictor Plugin Parameters

Represents the parameters used by an invocation of a Signal Feature Predictor Plugin. This
includes parameters that apply to all Signal Feature Predictor Plugins and may also include
plugin specific parameters.

<<interface>> Application Control IF
Defines the interface implemented by all <<control>> classes in the system that are controlled by
System Control.

<<interface>> Processing Control IF

Defines the interface implemented by all <<control>> classes in the system that are controlled by
the Processing Sequence Control <<mechanism>>. <<control>> classes realize this common
interface to support configurable processing sequence definition and execution. Processing
Sequence Control uses the Invoke() operation declared in Processing Control IF to call
<<control>> classes while executing processing sequences. When called in this way the
<<control>> classes operate on the provided data (e.g., event hypotheses, signal detections)
using either default parameters configured by the System Maintainer and loaded by the
<<control>> class on startup or override parameters provided to the Invoke() operation.

<<mechanism>> OSD

Represents the Object Storage and Distribution mechanism for storing and distributing data
objects internally within the system.

<<mechanism>> Processing Sequence Control

Mechanism for executing and controlling processing sequences configured by the System

Maintainer.

<<plugin interface>> Earth Model Plugin IF
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Standard interface for all Earth Model plugins. All Earth Model plugins in the system realize
this interface.

<<plugin interface>> Signal Feature Predictor Plugin IF

Standard interface for all Signal Feature Predictor plugins. All Signal Feature Predictor plugins
in the system realize this interface. Plugins that implement Signal Feature Predictor IF may
predict different types of signal features, such as travel time, azimuth, slowness, amplitude, and
probability of detection.

<<plugin>> Signal Feature Predictor Plugin

Abstract class that represents any/all of the Signal Feature Predictors that may be plugged in to
the system behind the Signal Feature Predictor IF plugin interface. Signal Feature Predictors are
responsible for calculating signal feature predictions.
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6 SEQUENCE DIAGRAMS
6.1 Flow Overview
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This flow shows how the system predicts signal features. The flow is stimulated by the
Processing Sequence Control mechanism as part of executing an automatic processing sequence.
The precise triggering conditions for such sequences are configured by the System Maintainer
(see "Defines Processing Sequence" UCR). For more information about the Processing Sequence
Control mechanism see "System Detects Event" UCR.

Signal Feature Predictor Plugin IF implementations may predict different types of signal features
such as travel time, azimuth, slowness, amplitude, and probability of detection.

6.2.1 Operation Descriptions

None.
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6.3 Expansion Flow - Signal Feature Prediction Control - Predict
Signal Features
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This flow shows Signal Feature Prediction Control predicting signal features using the Signal
Feature Predictor Plugin IF. Signal Feature Predictor Plugin IF implementations may predict
different types of signal features such as travel time, azimuth, slowness, amplitude, and
probability of detection.

6.3.1 Operation Descriptions

Operation: OSD::Store Event Hypothesis()

Store the given Event Hypothesis with the given lifespan (persistent vs. transient) and visibility
(private vs. global) as specified by the given Processing Context and notify relevant subscribers
via callbacks.
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6.4 Expansion Flow - Signal Feature Predictor Plugin - Compute
Signal Feature Prediction

|£| Expansion Flow - Signal Feature Predictor Plugin - Compute Signal Feature Prediction

l;i :Signal Feature % :Earth Modei
Predictor Plugin Plugin IF
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2: Predict Signal Feature { earth model values )
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This flow notionally shows how a particular Signal Feature Predictor plugin might compute
Signal Feature Predictions. The flow shown here may not apply to all Signal Feature Predictor
Plugins. In this example, the Signal Feature Predictor uses an Earth Model Plugin to obtain
model values needed for the prediction. The Signal Feature Predictor Plugin selects the specific
Earth Model Plugin to use based on parameters in the Signal Feature Predictor Plugin Parameters
class. The specific Earth Model Plugin and Signal Feature Predictor Plugin must be compatible
with one another (e.g., in terms of dimensionality, levels of precision, prediction algorithm). The
System only allows combinations that make sense, as configured by the System Maintainer.

6.4.1 Operation Descriptions
None.

7 STATE MACHINE DIAGRAMS

None.

8 SSD MAPPINGS

General:

S-1601: [ Threshold] The System shall compute modeling uncertainties for model based
predictions of signal detection measurements.
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S-1776: [Threshold] The System shall use correction surfaces to compute corrections to earth
model predictions.

S-1777: [ Threshold] The System shall apply earth model prediction corrections to earth model
predictions computed from basemodels.

S-1778: [Threshold] The System shall apply empirical Master Event Corrections by station and
phase to earth model predictions and prediction uncertainties.

S-1779: [Threshold] The System shall compute predicted slowness using a one-dimensional
phase-specific basemodel.

S-1780: [Threshold] The System shall compute phase-specific slowness predictions using a
velocity model where the velocity of the Earth varies as a function of depth/elevation but not
latitude or longitude.

S-1781: [Threshold] The System shall compute the uncertainties of predicted slowness computed
using a one-dimensional phase-specific basemodel.

S-1782: [ Threshold] The System shall compute the uncertainty of phase-specific slowness
predictions using a velocity model where the velocity of the Earth varies as a function of
depth/elevation but not latitude or longitude.

S-1783: [Objective / Priority 1] The System shall compute predicted slowness using a three-
dimensional phase-specific basemodel.

S-1784: [Objective / Priority 1] The System shall compute phase-specific slowness predictions
using a velocity model where the velocity of the Earth varies as a function of latitude, longitude,
and depth/elevation.

S-1785: [Objective / Priority 1] The System shall compute the uncertainties of predicted
slowness computed using a three-dimensional phase-specific basemodel.

S-1786: [Objective / Priority 1] The System shall compute the uncertainty of phase-specific
slowness predictions using a velocity model where the velocity of the Earth varies as a function
of latitude, longitude, and depth/elevation.

S-1787: [Objective / Priority 1] The System shall compute predicted azimuths using a three-
dimensional phase-specific basemodel.

S-1788: [Objective / Priority 1] The System shall compute phase-specific azimuth predictions

using a velocity model where the velocity of the Earth varies as a function of latitude, longitude,
and depth/elevation.
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S-1789: [Objective / Priority 1] The System shall compute the uncertainties of predicted
azimuths computed using a three-dimensional phase-specific basemodel.

S-1790: [Objective / Priority 1] The System shall compute uncertainty of phase-specific azimuth
predictions using a velocity model where the velocity of the Earth varies as a function of latitude,
longitude, and depth/elevation.

S-1791: [Threshold] The System shall compute predicted travel-times using a one-dimensional
phase-specific basemodel.

S-1792: [Threshold] The System shall compute phase-specific travel-time predictions using a
velocity model where the velocity of the Earth varies as a function of depth/elevation but not
latitude or longitude.

S-1793: [ Threshold] The System shall compute the uncertainties of predicted travel-times
computed using a one-dimensional phase-specific basemodel.

S-1794: [Threshold] The System shall compute the uncertainty of phase-specific travel-time
predictions using a velocity model where the velocity of the Earth varies as a function of depth
but not latitude or longitude.

S-1795: [Threshold] The System shall compute predicted travel-times using a two-dimensional
phase-specific basemodel.

S-1796: [ Threshold] The System shall compute phase-specific travel-time predictions using a
velocity model where the velocity of the Earth varies as a function of latitude and longitude but
not depth/elevation.

S-1797: [Threshold] The System shall compute predicted travel time of Rayleigh waves and
Love waves using frequency-specific group and phase velocity models where the group/phase
velocity varies as a function of latitude and longitude but not depth.

S-1798: [Threshold] The System shall compute the uncertainties of predicted travel-times
computed using a two-dimensional phase-specific basemodel.

S-1799: [Threshold] The System shall compute phase-specific uncertainty of predicted travel-
time using a velocity model where the velocity of the Earth varies as a function of latitude and
longitude but not depth/elevation.

S-1800: [Threshold] The System shall compute uncertainty of predicted travel time of Rayleigh
waves and Love waves using frequency-specific group and phase velocity models where the
group/phase velocity varies as a function of latitude and longitude but not depth.

S-1801: [Extensibility] The System shall compute predicted travel-times using a three-
dimensional phase-specific basemodel.
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S-1802: [Objective / Priority 1] The System shall compute phase-specific travel-time predictions
using a velocity model where the velocity of the Earth varies as a function of latitude, longitude,
and depth/elevation.

S-1803: [Extensibility] The System shall compute the uncertainties of predicted travel-times
computed using a three-dimensional phase-specific basemodel.

S-1804: [ Extensibility] The System shall compute phase-specific uncertainty of predicted travel-
time using a velocity model where the velocity of the Earth varies as a function of latitude,

longitude, and depth/elevation.

S-1816: [Threshold] The System shall store the earth model and version used to compute an
earth model prediction.

S-1817: [Threshold] The System shall store the corrections applied to earth model predictions.

S-1818: [Threshold] The System shall store the correction surface used to correct an earth model
prediction.

S-1819: [Threshold] The System shall store the predicted slowness computed from a basemodel.

S-1820: [Threshold] The System shall store the uncertainties of a predicted slowness computed
using a basemodel.

S-1821: [Threshold] The System shall store the predicted azimuths computed using a phase-
specific basemodel.

S-1822: [Threshold] The System shall store the uncertainties of predicted azimuths computed
using a basemodel.

S-1823: [Threshold] The System shall store the predicted travel-times computed from a
basemodel.

S-1824: [Threshold] The System shall store the uncertainties of predicted travel-times computed
using a basemodel.

S-1827: [Threshold] The System shall compute predicted amplitude attenuation from phase and
frequency dependent one-dimensional basemodels.

S-1828: [ Threshold] The System shall compute amplitude correction factors using Q models

where Q in the Earth varies as a function of phase, frequency and depth, but not latitude or
longitude.
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S-1829: [Threshold] The System shall compute predicted amplitude attenuation uncertainties
from phase and frequency dependent one-dimensional basemodels.

S-1830: [null] The System shall compute the uncertainty of amplitude correction factors
computed using Q models where Q in the Earth varies as a function of phase, frequency and

depth, but not latitude or longitude.

S-1837: [ Extensibility] The System shall compute predicted amplitude attenuation from
frequency dependent three-dimensional basemodels.

S-1838: [Threshold] The System shall compute amplitude correction factors using Q models
where Q in the Earth varies as a function of phase, frequency, latitude, longitude and depth.

S-1839: [ Extensibility] The System shall compute predicted amplitude attenuation uncertainties
from frequency dependent three-dimensional basemodels.

S-1840: [Extensibility] The System shall compute the uncertainty of amplitude correction factors
computed using Q models where Q in the Earth varies as a function of phase, frequency, latitude,
longitude and depth.

S-1842: [Threshold] The System shall store predicted amplitude attenuation.

S-1843: [Threshold] The System shall store predicted amplitude attenuation uncertainties.

S-1846: [ Extensibility] The System shall compute time dependent predicted amplitude
attenuation for infrasonic signals.

S-1847: [ Extensibility] The System shall compute time dependent predicted amplitude
attenuation uncertainties for infrasonic signals.

S-1848: [ Extensibility] The System shall compute time dependent predicted amplitude
attenuation for hydroacoustic signals.

S-1849: [ Extensibility] The System shall compute time dependent predicted amplitude
attenuation uncertainties for hydroacoustic signals.

S-1851: [Threshold] The System shall incorporate monthly variations in hydroacoustic blockage.

S-1852: [Objective / Priority 1] The System shall incorporate monthly variations in travel time
for hydroacoustic data.

S-1853: [Objective / Priority 1] The System shall use a meteorological model for computing
travel times in infrasound data.
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S-1856: [Objective / Priority 2] The System shall model Lamb waves when computing travel
times in infrasound data.

S-2043: [Threshold] The System shall store automatic and interactive processing results.

S-2223: [Threshold] The System shall store all data and derived processing results to persistent
storage as soon as the data and/or derived processing results are available.

S-3041: [ Threshold] The System shall compute predicted signal amplitude decay from geometric
spreading as a function of phase and distance from the source.

S-3042: [Threshold] The System shall compute uncertainty of predicted signal amplitude decay
from geometric spreading as a function of phase and distance from the source.

S-3043: [Threshold] The System shall compute predicted signal amplitude decay from geometric
spreading as a function of phase, frequency, and propagation path from the source.

S-3044: [Threshold] The System shall compute uncertainty of predicted signal amplitude decay
from geometric spreading as a function of phase, frequency, and propagation path from the
source.

S-3045: [Threshold] The System shall correct signal amplitudes for decay from geometric
spreading when applying amplitude attenuation corrections.

S-5615: [Threshold] The System shall compute wind velocity predictions using meteorological
models that vary as a function of latitude, longitude, altitude, and time.

S-5652: [Extensibility] The System shall compute corrections to wind velocity predictions based
on a model for atmospheric gravity waves.

S-5653: [Extensibility] The System shall compute corrections to atmospheric temperature
predictions based on a model for atmospheric gravity waves.

S-5654: [Threshold] The system shall compute an infrasound propagation model using gravity
wave corrected wind velocity and atmospheric temperature predictions.

S-5655: [Objective / Priority 1] The system shall compute infrasound travel-time, trace velocity,
and attenuation using an infrasound propagation model and thermospheric, tropospheric,

stratospheric, and direct phases.

S-5656: [Objective / Priority 1] The system shall compute an infrasound propagation model that
incorporates high resolution meteorological data.
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S-5657: [Objective / Priority 1] The system shall compute uncertainties of infrasound travel-
time, trace velocity, and attenuation using an infrasound propagation model and thermospheric,
tropospheric, stratospheric, and direct phases.

S-5715: [Threshold] The System shall store wind velocity (including uncertainty) computed
from meteorological models.

S-5716: [Threshold] The System shall store temperature (including uncertainty) computed from
meteorological models.

S-5717: [ Extensibility] The System shall store gravity wave corrections to temperature
predictions.

S-5828: [Objective / Priority 1] The System shall use a daily and hourly varying meteorological
model for computing travel times in infrasound data.

S-5830: [Threshold] The System shall use a meteorological model for computing azimuths in
infrasound data.

9 NOTES

General:
1. Signal Feature Predictor Plugin may apply corrections to Signal Feature Predictions or a
correction model could be implemented as an Earth Model Plugin.

IDC Specific:
None.
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IDC Use Case Realization Report
UCR-05.02 VIEWS SYSTEM RESULTS

1 USE CASE DESCRIPTION

This architecturally significant use case describes how an Authorized External User views
current and past reports through the System web servers. An Authorized External User views
event reports, event bulletins, station state-of-health (SOH) and event web pages originating
from the System. An Authorized External User views event reports and event bulletins from
third parties.

This use case is architecturally significant because it provides an interactive method for large
number of external customers to access a high volume and diverse set of System results in a
timely manner.

2 ARCHITECTURE DESCRIPTION

The Authorized External User views system results via the Views System Results Display, which
displays information in both tabular and GIS forms. System results include event information
(Released Events and Event Bulletins), Station information (both static configuration and state-
of-health), Waveforms, and other types of reports. Views System Results Display obtains data
from the External System Results Control class, which in turn obtains data from an external
instance of the OSD (so as not to interfere with internal system processing). External System
Results Control filters returned results based on the configured permissions for the user.

When first opened, Views System Results Display obtains Event and Station information from

External System Results Control using default search criteria. The Authorized External User
may select overrides for these criteria to view different results.
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3 USE CASE DIAGRAM

Provides Data to Customers

Authorized External User
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Classes - Views System Results Display
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This diagram shows the Views System Results Display class and related classes. The display
requests results from External System Results Control and displays the results in both tabular and
GIS form. The display uses the GIS mechanism to display the results on a map.

4.2 Classes - External System Results Control

=interfaces=
=] Application Control IF
| (from Process Control Control)

=control= ‘
£l External System Results Control
(from Data Distribution Control)
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T
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K station Search Criteria
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E] station SOH Search Criteria
‘ {from Data Distribution Elements)

=entitys | : amechanism=
E Waveform Search Criteria s Eosp
| (from Data Distribution Elements) | | (from Mechanism Layer) |

agntity» [
] Report Search Criteria
(from Data Distribution Elements)

Separate 05D instance for external data

| Ea s . wentity»

E Released Event
| (fram Data Distribution Elements)

|

agntity=
E! Event Bulletin
| (from Event Elements)

«configuration=
E station Configuration

3 | (from System Configuration Elements)
4

g agntity=
E station Acquired SOH
(from Data Acquisition Elements)

aantitys
E Waveform

| (from Signal Enhancement Elements) |

display (separate from the OSD instance used
for internal system processing)

This diagram shows the External System Results Control class and related classes. The control

class queries the OSD for in response to requests and search criteria provided by the Views
System Results Display.
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4.3 Classes - Search Criteria

aentity»

«entity» | | «entity» [ ] Waveform Search Criteria
] Station Search Criteria =] Station SOH Search Criteria | (from Data Distribution Elements)
| (from Data Distribution Elements) (from Data Distribution Elements) | =g stations |
"} Eg manitoring technalogy Eg stations | E& sites
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| 5 operational status - Cg soh types | Gg timeframe
=display=
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= Event Search Criteria = Bulletin Search Criteria = Report Search Criteria
(from Data Distribution Elements) (from Data Distribution Elements) (from Data Distribution Elements)
Eg included in bulletins Eg bulletin description
g time range Cgtimeframe

[Eg identifiers

[Eg location criteria

[Eg magnitude estimate type and range

| g contributing stations

This diagram shows the various search criteria classes and details of those classes selected by the
Authorized External User on the Views System Results Display. Though not shown on this
diagram, the display class provides the criteria to the External System Results Control class
which searches the OSD for classes matching the criteria, filters them based on user permissions,
and returns them to the display for presentation to the Authorized External User.
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4.4 Classes - Event Bulletin

e ntity=
= Event Bulletin
(from Event Elements) |
| Egtimeframe
| Eg description !

':‘:Er‘”:it}"’"'I ‘ o uentit_lr-’n
= Released Event — Geographic Region
(from Data Distribution Elements) | (from Geospatial Processing Elements)

This diagram shows the Event Bulletin class, the Released Event class, and related classes. An
Event Bulletin is a list of Released Events which occurred in a particular Geographic Region
during a particular timeframe. A Released Event is any Event that is available for release
external to the System.
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4.5 Classes - Station Configuration

«configuration=
Q Station Configuration
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This diagram shows the Station Configuration class and related classes describing the Station’s
connections to the System and operational usage.
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4.6 Classes - Station State-of-Health
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This diagram shows the classes representing Station state-of-health (SOH) including the SOH

information acquired from Stations, acquisition statistics, ambient noise, empirical magnitude
detection thresholds, and quality metrics.

4.7 IDC Classes - External Results and Search Parameters

«display»
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This diagram shows IDC specific classes related to providing System results to the Authorized
External User via the Views System Results Display. The IDC specific Views System Results
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Display provides the Authorized External User the capability to search for and view Automated
Warning/Notification Parameters and IDC only products such as the State Requested Methods
Report. The IDC specific OSD stores and provides access to the IDC only products.

5 CLASS DESCRIPTIONS

<<configuration>> Station Acquisition Configuration
Represents configuration for how waveforms acquired from a Station are stored and forwarded
within the System.

<<configuration>> Station Configuration
Represents the configurable aspects of a Station such as its name, location, the sites at the
station, the channels from the sites, site instrumentation, instrument calibration, etc.

<<control>> External System Results Control
Responsible for managing external data provided to customers.

<<display>> Views System Results Display
Responsible for displaying system results to Authorized External Users.

<<display>> Views System Results Display - IDC
A specialization of the Views System Results Display class containing operations unique to the
IDC.

<<entity>> Automated Warning/Notification Parameters

Represents criteria used by the System to automatically notify Authorized External Users about
Events meeting the criteria. The Authorized External User specifies the criteria based on event
information (e.g., location, magnitude, Stations with associated signal detection hypotheses).

<<entity>> Bulletin Search Criteria

Represents the criteria used to search the OSD for an Event Bulletin. Includes the bulletin
description (e.g., the monitoring organization producing the bulletin; the type of bulletin such as
Reviewed Event Bulletin [REB], or Screened Event Bulletin [SEB]) and the event timeframes.

<<entity>> Event Bulletin

Contains metadata describing a collection of Released Events (e.g., timeframe when the Events
occurred, Geographic Regions where the Events occurred), a description of bulletin’s type
(including the monitoring organization and a name [e.g., LEB, REB, UEB] assigned to the
bulletin), and the collection of Released Events satisfying those criteria.

<<entity>> Event Search Criteria

Represents criteria used to search the OSD for matching events. The criteria include: bulletin,
Event time, Event identifier, Event location (e.g., by location range, by Geographic Region),
Event magnitude estimate range, and Stations with Signal Detections associated to the Event.
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<<entity>> Geographic Region

Represents a region on the Earth (e.g., a Flinn-Engdahl seismic or geographic region). Consists
of'a boundary (either an arbitrary polygon or a predefined shape such as a rectangle, ellipse,
etc.), a description, and the timeframes during which the region is/was active.

<<entity>> Interactive Analysis Limitations

Represents any System Maintainer configured limitations on a Station’s usage during interactive
processing (e.g., availability for interactive signal detections, availability for Fk spectra
calculations).

<<entity>> Radionuclide Products
Represents the radionuclide products the System provides to the Authorized External User.

<<entity>> Released Event
An Event available for release to Authorized External Users and/or External Data Centers.

<<entity>> Report Search Criteria

Represents the criteria used to search the OSD for reports (e.g., radionuclide products, event
reports, State Requested Methods Reports). Search criteria include the report type, report
date/time, and other criteria specific to the desired report (e.g., Geographic Region, Station).

<<entity>> State Requested Methods Report
Entity representing a report of analysis undertaken by a Fusion and Review Officer per request
from a member-state, possibly using extra data and/or software provided by the member-state.

<<entity>> Station Acquired SOH

Represents the state-of-health for a single Station. Includes state-of-health information acquired
from the Station (including whether the station has GPS locked) and digital signature
authentication status.

<<entity>> Station Ambient Noise
Contains the ambient noise statistics over a defined time range for each Channel from a Station.

<<entity>> Station Connection Status
Represents the status of the Station Data Receiver Control's connection to a Station for a
specified time range.

<<entity>> Station Empirical Magnitude Detection Threshold
Represents empirical Station magnitude detection thresholds for particular timeframes,
geographic regions, and type of magnitude estimate.

<<entity>> Station Quality Metric

Represents a Station’s quality for a particular time. Separate station quality metrics can be
computed for a Station with each metric based on different selections of the Station’s raw and
derived waveforms (e.g., Station Quality Metric could be computed using Waveforms from a
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Station’s raw Channels and a separate quality metric could be computed for a beam created from
the Station’s waveforms).

<<entity>> Station SOH Search Criteria

Represents the criteria used to search the OSD for Station state-of-health (SOH) information.
Includes the Stations, a timeframe, and the types of SOH (e.g., SOH acquired from the Stations,
waveform acquisition statistics, ambient noise) to retrieve.

<<entity>> Station Search Criteria

Represents the criteria used to search the OSD for Station configuration information (location,
instrumentation, site information, channel information, etc.). Includes the monitoring technology
(e.g., seismic, hydroacoustic, infrasound, radionuclide), station locations, and station operational
status (operational, installed, under construction, etc.) to retrieve.

<<entity>> Waveform
A Waveform represents a time-series of data from a Channel.

<<entity>> Waveform Acquisition Statistics
Contains the waveform acquisition statistics over a particular timeframe for each Channel in a
Station.

<<entity>> Waveform Search Criteria
Represents the criteria used to search the OSD for Waveforms (e.g., Stations, Sites, Channel,
timeframe).

<<interface>> Application Control IF
Defines the interface implemented by all <<control>> classes in the system that are controlled by
System Control.

<<mechanism>> OSD
Represents the Object Storage and Distribution mechanism for storing and distributing data

objects internally within the system.

<<mechanism>> OSD - IDC
A specialization of the OSD mechanism containing operations unique to the IDC.
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6 SEQUENCE DIAGRAMS

6.1 Flow Overview

£E Flow Overview

) ref

Expansion Flow - Views System Results
Main Flow - Views System Results [

\< Display - Retrieve And Display Events
o = ref
ref / Expansion Flow - Views System Results
= _ Display - Retrieve And Display Stations
Alternate Flow - Authorized
External User Selects Search Ml e
Criteria L ; .
N Expansion Flow - Views System Results
\_\\\ Display - Retrieve And Display Station SOH
) \"x
.,
L
" 7
N

Expansion Flow - Views System Results
Display - Retrieve and Display Waveforms

el
Alternate Flow - Authorized

External User Exports Results To
File

Expansion Flow - Views System Results
Display - Retrieve and Display Reports
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6.2

IDC - Flow Overview

g2 IDC - Flow Qverview

Main Flow - Views System Results

el

Expansion Flow - Views System Results
Display - Retrieve And Display Events

l"—::‘:

Expansion Flow - Views System Results
Display - Retrieve And Display Stations

rern

Alternate Flow - Authorized
External User Selects Search
Criteria

Expansion Flow - Views System Results
Display - Retrieve And Display Station SOH

Eipansion Flow - Wiews System Results
Display - Retrieve and Display Wavefarms

Alternate Flow - Authorized
External User Exports Resulis To
File

Expansion Flow - Views System Results
Display - Retrieve and Display Reports

IDC Alternate Flow - Authorized
External User Selects Automated
Warning/Motification Parameters
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6.3 Main Flow - Views System Results

E1Main Flow - Views System Results

— :Authorized Views System
External User Results Display

1: Open ()

= 2: Create Default Event Search Criteria ()
3: Retrieve And Display Events ( criteria )

Expansion Flow - Views System Results Display - Retrieve And Display Events

4: Create Default Station Search Criteria ()

5: Retrieve And Display Stations ( station search criteria )

|

Expansion Flow - Views System Results Display - Retrieve And Display Stations

The flow shows how the Authorized External User opening the Views System Results Display.
The display performs default queries for Events and Stations and displays the results.

6.3.1 Operation Descriptions

None.
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6.4 Expansion Flow - Views System Results Display - Retrieve And
Display Events

ElExpansion Flow - Views System Results Display - Retrieve And Display Events

Miews System | :External System E external server:0sD
Results Display Results Control

|
;

|
|
|
[if searching fc1r released events] |

1: Request Released Events ( 'pser, event search criteria )

2: Find Released Events Matching Selection Criteria ( event search criteria )

|
|
i
|
|

3: Filter Returned Results ( usl‘er]

A |

4: Released Events Reply (

5: Display Events () 1

-
]
L

[if searching fqr event bulletins] |
|

1: Request Event Bulletin ( us%ar, bulletin search criteria )

=

|
2: Find Event Bulletin Matching Selection Criteria ( bulletin search criteria )
...'_

3: Filter Returned Results ( u#er]
‘i |

4: Event Bulletin Reply ()

|

- |

5: Display Event Bulletin ( } | |
| |

' |

| |

|

| ;
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This flow shows how the Views System Results Display uses the External System Results
Control to request Released Events and Event Bulletins for display to the Authorized External

User.

6.4.1 Operation Descriptions

None.

6.5 Expansion Flow - Views System Results Display - Retrieve And
Display Stations

E] Expansion Flow - Views System Results Display - Retrieve And Display Stations

g Views System g :External System ] external
Results Display Results Control server:0sD

1: Request Station Conﬁ_guration ( user, station search criteria )

ﬁ: Find Station Configurations Matching Search Criteria ()

=

3: Filter Returned Results { user )

=

4: Station Configuration Reply ()

5: Display Stations ()
= ]

oy

This flow shows how the Views System Results Display uses the External System Results
Control to request Station configuration (location, instrumentation, site information, channel
information, etc.) for display to the Authorized External User.

6.5.1 Operation Descriptions

None.
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6.6 Expansion Flow - Views System Results Display - Retrieve And
Display Station SOH

/| Expansion Flow - Views System Results Display - Retrieve And Display Station SOH

— Views System — :External System g :Station SOH E external server:0SD
= Results Display Results Control Search Criteria T

1: Request Station SOH ( user, station soh search criteria )

2: Get Station SOH Typles ()
S L

3: Find Station Acquired SOH Matching Search Criteria ()
o

.....

e, .o the
T /7 | requested SOH
/// /| types.
s
S: Find Station Empirical Magnitude Detection Threshold// !!’
Matching Selection Criteria () a L o

6: Find Waveform Acquisition Statistics Matching Selyﬁion Criteria ()
.

L B ¢

7: Filter Returned Results ( user )

]

8: Station SOH Reply ()

<

9: Display Station SOH ()

==

This flow shows how the Views System Results Display uses the External System Results
Control to request various types of Station SOH for display to the Authorized External User.

6.6.1 Operation Descriptions

None.
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6.7 Expansion Flow - Views System Results Display - Retrieve and
Display Waveforms

£ | Expansion Flow - Views System Results Display - Retrieve and Display Waveforms
g Miews System | ‘External System H:osp ‘

Results Display Results Control

1: Request Waveforms ( user, waveform search criteria )

2: Find Waveforms Matching Search
Criteria [ waveform search criteria )

-

3: Filter Returned Results { user)

4: Waveforms Reply [}

5: Display Waveforms ()]

|

This flow shows how the Views System Results Display uses the External System Results
Control to request Waveforms for display to the Authorized External User.

6.7.1 Operation Descriptions

None.
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6.8 Expansion Flow - Views System Results Display - Retrieve and
Display Reports

E'| Expansion Flow - Views System Results Display - Retrieve and Display Reports

Miews System :External System Hosp
Results Display Results Control T

1: Request Reports { user| report search criteria )

2: Find Reports Matching Search Criteria ( report
search criteria )

I“ |

3: Filter Returned Results { user )

4: Reports Reply ()

5: Display Reports ()

-

This flow shows how the Views System Results Display uses the External System Results
Control to request Reports for display to the Authorized External User.

6.8.1 Operation Descriptions

None.
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6.9 IDC Alternate Flow - Authorized External User Selects
Automated Warning/Notification Parameters

E11DC Alternate Flow - Authorized External User Selects Automated Warning/Notification Parameters

| :Authorized ~Miews System O :Automated Warning/ g QS0
External User E Results Display Motification Parameters
T - -1DC . ;

|

1: Select to Modif}r_ Automated Warning/Notification Parameters ()

2: Get Automated Warning/Motification Parameters ( user }
IS,

o

3: Display Automated Warnhing/Motification Parameters ()

4; Select Automated Warning/Motification Parametefrs {3

5: Set Parameters ( )

L

&: Store Automated Warhing / Motification Parameters { automat...

\.1’

Use a persistent, | e
global context.

This flow shows the Authorized External User interacting with the Views System Results

Display to modify the user’s Automated Warning/Notification Parameters. The display class
stores the modified parameters in the OSD.

6.9.1 Operation Descriptions

None.
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6.10 Alternate Flow - Authorized External User Selects Search
Criteria

[] Alternate Flow - Authorized External User Selects Search Criteria

g :Authorized Views System
External User Results Display

1: Select Event Search Criteria or Bulletin Search Criteria ()

2: Retrieve And Display Events ( criteria )
-

Expansion Flow - Views System Results Display - Retrieve And Display Events

3: Select Station Search Criteria () i : . . o
= 4: Retrieve And Display Stations ( station search criteria )

e

Expansion Flow - Views System Results Display - Retrieve And Display Stations

]

5: Select Station SOH Search Criteria () . ; - . o
= 6: Retrieve And Display Station SOH ( station soh search criteria )

]

Expansion Flow - Views System Results Display - Retrieve And Display Station SOH
L

7: Select Waveform Search Criteria ()

-

8: Retrieve and Display Waveforms ( waveform search criteria )

l

[yl

Expansion Flow - Views System Results Display - Retrieve and Display Waveforms

9: Select Report Search Criteria ()

10: Retrieve and DIsplay Reports ( report search criteria )

[y

| Expansion Flow - Views System Results Display - Retrieve and Display Reports

This flow shows how the Authorized External User can tailor the information displayed by
Views System Results Display by selecting the search criteria External System Results Control

uses to query the OSD.
6.10.1 Operation Descriptions

None.
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6.11 Alternate Flow - Authorized External User Exports Results To
File

E'] Alternate Flow - Authorized External User Exports Results To File

g Authorized g Views System Results
External User Display

1: Select to Export Results ()

2: Prompt For File Type And Location ()

3: Specify File Type And Location ()

4: Save Results To File ()

il

Saves the currently selected | ™
results to the specified file.

This alternate flow shows how the Authorized External User can export results to a specified file.
The display is responsible for exporting the data to the file.

6.11.1 Operation Descriptions

None.

7 STATE MACHINE DIAGRAMS

None.
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8 SSD MAPPINGS

General:

S-1229: [Threshold] The System shall provide the Authorized External User the capability to
view station data acquisition statistics via a web site.

S-1947: [Threshold] The System shall implement user interfaces according to the User Interface
Guidelines.

S-2006: [ Threshold] The System shall provide the Authorized External User the capability to
access reports based on their roles and privileges.

S-2007: [Threshold] The System shall provide the Authorized External User the capability to
access reports via a web server.

S-2008: [Threshold] The System shall provide the Authorized External User the capability to
view station SOH via a web server.

S-2011: [Threshold] The System shall provide the Authorized External User the capability to
export reports.

S-2012: [Threshold] The System shall provide the Authorized External User the capability to
access third-party reports.

S-2016: [Threshold] The System shall provide the Authorized External User the capability to
create an event bulletin from the set of released events.

S-2017: [Threshold] The System shall provide the Authorized External User the capability to
create event bulletins based on any combination of geographic region, time interval, depth,
magnitude interval, source type, stations, latitude, and longitude.

S-2020: [Threshold] The System shall provide the Authorized External User the capability to
view a list of events created in any processing stage (automated or interactive).

S-2097: [Threshold] The System shall provide the System User the capability to view station
ambient noise probability density functions.

S-5710: [Threshold] The System shall provide an extensible architecture for the distribution of
new data and reports.

S-5892: [Threshold] The System shall provide the Authorized External User the capability to
view reports.
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S-5893: [Threshold] The System shall provide the System User the capability to view reports.

S-5894: [ Threshold] The System shall provide the Authorized External User the capability to
access reports via a GIS.

S-5962: [Threshold] The System shall provide the Authorized External User the capability to
access reports via tabular format.

S-5963: [Threshold] The System shall provide the Authorized External User the capability to
view station ambient noise probability density functions.

S-5964: [Threshold] The System shall provide the Authorized External User the capability to
view the authentication status of waveform data.

S-5965: [Threshold] The System shall provide the Authorized External User the capability to
view the station instrumentation, station deployment, and station configuration parameter values.

S-5986: [ Threshold] The System shall provide the Authorized External User the capability to
view event hypothesis data on an interactive map.

S-5988: [Threshold] The System shall provide the Authorized External User to view station data
on an interactive map.

S-5989: [ Threshold] The System shall provide the Authorized External User the capability to
view geographic data on an interactive map.

S-5990: [Threshold] The System shall provide the Authorized External User the capability to
view active geographic region boundaries on an interactive map.

S-5992: [Threshold] The System shall provide the Authorized External User the capability to
view on an interactive map whether an event hypothesis location is within active geographic
regions.

S-5993: [Threshold] The System shall provide the Authorized External User the capability to
simultaneously view event hypothesis locations and active geographic region boundaries on an
interactive map.

S-5994: [Threshold] The System shall provide the Authorized External User the capability to
simultaneously view event hypothesis locations and inactive geographic region boundaries on an
interactive map.

S-5996: [Threshold] The System shall provide the Authorized External User the capability to
specify the time associated with whether an event hypothesis location or event hypothesis
location uncertainty is within an active geographic region.
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S-6000: [Threshold] The System shall provide the Authorized External User the capability to
access geospatial data.

S-6002: [Threshold] The System shall provide the Authorized External User the capability to
view geographic data on a two-dimensional projection and on a three-dimensional virtual globe.

S-6428: [Threshold] The System shall provide the System User the capability to access the
System as an Authorized External User.

S-6429: [Threshold] The System shall provide the Authorized External User the capability to
view third-party event bulletins.

S-6430: [Threshold] The System shall provide the Authorized External User the capability to
select geographical data on any interactive map (such as events and stations) and export them to
a standardized format (e.g., KML/KMZ).

S-6431: [Threshold] The System shall export geographic data in KML/KMZ format.

S-6433: [Threshold] The System shall provide the Authorized External User the capability to
view an event from any processing stage that has been approved for release.

S-6434: [Threshold] The System shall provide the Authorized External User the capability to
view station calibration results.

S-6455: [Threshold] The System shall provide the Authorized External User the capability to
view station magnitude detection thresholds computed for a geographic region.

S-6456: [Threshold] The System shall provide the Authorized External User the capability to
access third-party event bulletins in the same way they access event bulletins produced by the
System.

IDC Specific:

S-5763: [ Extensibility] The System shall apply user-specified processing to existing data and
products to create custom reports.

S-5764: [ Extensibility] The System shall provide the Authorized External User the capability to
select user-specified processing of data and products to create custom reports.

S-5792: [Threshold] The System shall provide the Authorized External User the capability to
modify previously configured automated event warning/notification targets.
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9 NOTES

General:

1. Many of the Station quality classes will be further elaborated by other UCRs (e.g., UCR
“System Monitors Mission Performance” computes Station Ambient Noise, UCR “System
Monitors Mission Performance” computes Station Empirical Magnitude Detection Thresholds,
and UCR “Monitors Station State-of-Health” computes Waveform Acquisition Statistics).

IDC Specific:

1. Open issue: what is the format and contents of the event warning/notifications sent to
Authorized External Users? Need to determine which Control class in which UCR sends the
notifications.

2. Open issue: what is the relationship between the user specified processing in S-5763, S-5764
and the type of analysis provided by UC “Performs Expert Technical Analysis”? Is the “user
specified processing” intended to be automated processing? Is there a timeframe limiting for
how long the IDC will perform the processing? Does the Authorized External User directly
provide processing parameters used in pipeline processing (e.g., National Event Screening
parameters) or is it an indirect process where the Authorized External User describes the
requested processing and the System Controller configures the System to perform that
processing? Model the necessary class and sequence diagrams after discussing with the IDC.
The UC and UIS are inconsistent on this issue as the UC has a note that is not addressed in the
UIS. Write a CR to update the UC and/or UIS as necessary. The UC note is: "In Main Flow
action "Selects to do one of the following", an additional option is available for the Authorized
External User to select user-specified processing of data and products to create custom reports.
The user-specific processing relies on software components which have already been installed on
the System (the installation of these components is a precondition to this step, and is performed
via manual interaction between the Authorized External User and a System Maintainer). The
System response to this action is to run the user specified processing and producing a custom
report in the desired format."

3. Open issue: Need to find out more details about what is represented by the Radionuclide
Products class and then update the class description.

4. Open Issue: The UC contains a note “The Authorized External User can also set up a
subscription for processing results (see 'Requests System Data' UC). This use case provides a
capability for the Authorized External User to view these processing results.” indicating the
Authorized External User may access subscribed products via the Views System Results
Display. Ifthat is the case (there are no related specs and the UIS does not mention the feature)
then this UCR, the UIS, and possible the SSD needs to be updated to model this capability.

5. The Authorized External User accesses Radionuclide Products, the results of Expert Technical

Analysis (i.e., State Request Methods Reports), and data fusion products using the Report Search
Criteria in “Alternate Flow — Authorized External User Selects Search Criteria”.
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IDC Use Case Realization Report
UCR-08.02 CONTROLS THE SYSTEM

1 USE CASE DESCRIPTION

This architecturally significant use case describes how the System Controller starts and stops the
System, and switches pipeline processing from the Primary to the Backup. When the System
Controller starts the System, the System data processing starts and automatically accepts
connections for acquiring data. The Primary synchronizes processing results with the Backup
(see 'Synchronizes Processing Results' UC). When the System Controller stops the System, the
System data processing stops and automatically disconnects all incoming data connections and
outgoing data connections. When the System Controller switches pipeline processing to the
Backup, the Backup becomes the Primary.

This use case is architecturally significant due to the System's timeliness requirements to start
and stop the System and to transfer mission assignment from the Primary to the Backup.

2 ARCHITECTURE DESCRIPTION

The System Controller controls the system via the "Controls the System Display". The display
shows the System Topology, which defines the subsystems that fulfill the Primary and Backup
roles, and the Subsystem Status of each subsystem in the topology. Using the display, the
System Controller may start/stop either subsystem in the topology, transfer pipeline processing
from Primary to Backup subsystem, start/stop individual processes on either subsystem, and
shutdown workstations. To carry out these actions, the display uses the System Control
mechanism. A separate instance of System Control runs on each subsystem in the topology.
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3 USE CASE DIAGRAM

Supports Lperations

Controls ﬂ:E System

System Controller

4 CLASS DIAGRAMS

System User

4.1 Classes - Controls the System Display

. «display»
é Controls the System Display
| (from Performance Monitoring Views)

__ «boundary» Frssasrmanay
] System Controller

«mechanisms =mechanisms
£l osp =] system Control
{from Mechanism Layer) (from Mechanism Layer)

=entity»
=] system Topology

(from Performance Monitoring Elements)

=entity»
El Subsystem Status

(from Performance Monitoring Elements)

«enumeration»

[=] Stop Type
(from Performance Monitoring Elements)
= Normal
= Urgent

One for each

- subsystem in the

System Topology

This diagram shows the "Controls the System Display" and related classes. The display is used
by the System Controller to control the system and displays System Topology (obtained via OSD
subscription) and Subsystem Status (obtained via System Control).
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4.2 Classes - System Control

=mechanisms | =entity=
] Motification b —— — | ] system Control Configuration
{from Mechanism Layer) |~ T TT77CC ngzﬂrin&s;ghl —ETAEEESS :‘[ (from Performance Monitoring Elements) |

{ (from Mechanism Layer) [--

: e " ; "’ =entitys
«mechanisms ‘ . ) = E‘ Subsystem Status

‘ ] Processing Sequence Control . \ L | (from Performance Monitoring Elements) |

| (from Mechanism Layer) | _' ; S i

RN, S e S M " | =entitys
smechanisms | 5 ] interval
Q 0sD ! {from Process Control Elements) |

| {from Mechanism Layer) :

J i . «enumerations
zboundanys Stop Type
E Operating | (from Performance Monitoring Elements) |
System Je b Sl e R e e e
s e R | = Normal
| = Urgent

This diagram shows the System Control mechanism, which is responsible for starting and
stopping primary and backup subsystems and individual processes. Separate instances of System
Control run in each subsystem. System Control uses the Notification mechanism to notify users
that subsystems are starting or stopping, uses the Processing Sequence Control mechanism to
disable further automatic processing when stopping a subsystem, uses the OSD mechanism to
subscribe for Intervals to determine when automatic processing has completed, and interacts with
the Operating System to start/stop processes. System Control collects and distributes Subsystem
Status to other System Control instances in the System Topology and uses the System Control
Configuration to determine the list of processes that execute within a subsystem during different
subsystem modes.
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4.3 Classes - System Topology

=entity=
System Topology

{from Performance Monitoring Elements;

One definition for each subsystem in
.- the topology.

santitys
g Subsystem Definition
(from Performance Monitoring Elements)

1/ N F
l )
senumerations senumerations
[E Subsystem [ Subsystem Role RQIC, DEV, CATS, and
{from Performance Monitoring Elements) {from Performance Monitoring Elements) [ " Training cannot fulfill either
= ars = Primary the Primary or Backup role.
= ALT =!I Backup
= SUS/TST = Mone
= SALT
= ROC
= Standalone
= Training
= DEV
= CATS

This diagram shows the System Topology class and related classes. System Topology defines a
group of related subsystems and the Primary/Backup mission roles currently designated for the
subsystems.
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4.4 Classes - Subsystem Status

l =zentitys '
E Subsystem 5tatus
(from Performance Monitoring Elements)

i Cgsu bsystem rcﬁ!up status
IE:E‘ data synchronization status

]

=zentity=
E Host Status Includes both servers and
{from Performance Monitoring Elements) |- - workstations,
A = husﬁiiup status
| Egusers

] Process Status

‘ =entitys
| (from Performance Monitoring Elements)

= is running
[Eg tPu usage
[E Memory usage

This class shows the Subsystem Status class and related classes. Subsystem Status is determined
by System Control.

5 CLASS DESCRIPTIONS

<<boundary>> System Controller
Represents the System Controller actor.

<<entity>> Interval

Class for tracking the status of interactive or automatic processing on a specific timeframe of
data. Specialized intervals exist for Processing Stage, Processing Activity, and Processing
Sequence.

<<entity>> System Topology
Represents a collection of subsystems and each subsystem’s current mission processing role.

<<mechanism>> Notification

Represents the mechanism to distribute messages to user(s). The mechanism filters which
messages it delivers to each user and delivers messages to users at predefined frequencies. See
“Views Messages” UCR for details on how users configure these preferences.

<<mechanism>> OSD
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Represents the Object Storage and Distribution mechanism for storing and distributing data
objects internally within the system.

<<mechanism>> Processing Sequence Control

Mechanism for executing and controlling processing sequences configured by the System
Maintainer.
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SEQUENCE DIAGRAMS

Flow Overview
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6.2 Main Flow - Controls the System
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E 1System “Controis the E System ‘ E :0sSD E System
Controller System Display Control | Topelogy
| 1:Open {) | |

2: Subscribe for SystFm Topology () |
S

1

3: Get Subsystems () |

4: Subscribe for Su hLystem Status () |
\ "

5: Update Display { ] |

i |

b S

\"‘-. | Subscribes for updates about all
\\ subsystems in the System Topology.
System Control subscribes for
updates from other subsystems in the
topology (see "Alternate Flow -
System Control - Startup”) and

6: Select to Start Subsystem ( subsystem, suhsy‘illem role )
—_—

=i}
| |

Collaboration”).

L

T
|
|
|

8 |

[ : |
(e |
Expansion Flow - Controls the System Display - Start Subsystem,

I
T: Select to Stop Subsygtem { subsystem, stop | e I

Expansicn Flow - Controls the System Dispiay - Stop iubsys‘tem
& |

[ |
&: Select to Start Indi\lin.‘Fal Processes (suhsyste'm. processes |

= win) |

| T

Expansion Flow - Controls the Systam Display - Start Lﬁividual Processes
] I

9 Select to Stop Individiual Processes {suhsystqu, processes )

L |
| T

Expansion Flow - Controls the Sysh'am Display - Stop Ldividua! Processes
Kl Y

s

|
10 Select to Transfer Pi[reline Processing to Badkup {stop type )

| | /

&

11: Select to ShutdownIWOrkstation {host ) |
| | {

|
Expansion Fiow - Centrols the Systém Display - Shutdown Workstation
] '

| | ‘

|

"13: Unsubscribe for S)rstem Topology () |
I i

12: Close ()

14: Unsubscribe for Ju bsystem Status { {
e

|T|

87

Expansicn Flow - Controls the Syst&m Display - Transfer Pipeline Processing 3
oy | /
| | | :

publishes updates to the OSD (see
"Alternate Flow —

System Control

X

5

i

| System Controfler
performs the

,,..._-:39 desired operation
Fi
i

//
Ji

£



This diagram depicts the main flow. The System Controller controls the system via the
"Controls the System Display". The display provides the ability to view the status of and control
all subsystems in the System Topology.

6.2.1 Operation Descriptions

None.

6.3 Expansion Flow - Controls the System Display - Start Subsystem

E] Expansion Flow - Controls the System Display - 5tart Subsystem

| :Controls the ‘ El System | E (System ‘ E Haloth] l
System Display Control | = Topology 1 - B
T |
1: Warn About Subsystem State Conflicis () ! The display subscribes for System Topology (shown
| | in Main Flow), so is aware of current subsystem
= i e = TS TS \ state (2.g. current subsystem roles, whether
T | T el st ettt o subsystem is currently running or stopped), The

| | | display warns the System Controller about conflicts
: | | | le.0. starting a subsystem that is already started,
Zrpratshtad Subeysoms SUbehm' stibsistemole ) | starting in a role that ancther subsystem currently
has) but doesn't prevent the user from proceeding.
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‘ KE,?PED?QV] Flow - System Controf - Start Subsystem|
T

l 4 G¢1 Subsystem Role ( subsystem |

] = L !

i of subsgsigem role specified by user differs from current role in System Topoiogyl

I 1: Set Sﬂ I:jsy‘siem Role { subsystemn, subsystemi role )

| |

] | 2: Store System Topoiogy | systeni topoicgy, processing fontext )
s |

i ’ 11

| L1
=

|

5: Start Subsystem Reply ()

| 1

S —

This flow shows how the Controls the System Display starts a subsystem. This flow receives the
subsystem to start and the role for the subsystem to start up as (Primary, Backup, or None). The
System Controller selects these values in the invoking flow. The display warns the System
Controller and updates the System Topology if the specified role differs from the current System
Topology.
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6.3.1 Operation Descriptions
None.

6.4 Expansion Flow - Controls the System Display - Stop Subsystem

E] Expansion Flow - Controls the System Display - 5top Subsystem

:Controls the [ E 1Syste...
System Display | :

. 1: Request Stop Subsystem [ subsystem, stop type )

2: Stop Subsystem [ subsystem, subsystem role, stop type )

L

Expan;ipﬂ Flow - System Control - Stop Subsystem |
[T]

' 3: Stop Subsystem Reply ()
i ‘
b

This flow shows how the Controls the System Display stops a subsystem. This flow receives the
subsystem to stop and the stop type (Normal or Urgent). The System Controller selects these
values in the invoking flow. The display requests the System Control mechanism to stop the
subsystem. Note that stopping a subsystem does not affect the subsystem's role in the System
Topology (Primary, Backup, or None).

6.4.1 Operation Descriptions
None.
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6.5 Expansion Flow - Controls the System Display - Start Individual
Processes

E Expansion Flow - Controls the System Display - 5tart Individual Processes

:Cﬂn{rm:s the
System Display
I il el

. 1: Request Start Processes ( subsystem, processes ]‘

=

g System ‘ El :Operating
Control System

: 2: Start Processes {p&mcesses ]
[

| - |
‘ ¥ Start Process {]_

Start each process.
\
. & Start Processes Reply ()

e | J
I

] |

This flow shows how the Controls the System Display starts individual processes. This flow
receives the processes to start and the Subsystem where the process should run. The System
Controller selects these values in the invoking flow. This flow supports the case where a process
that is expected to be running has crashed and needs to be restarted.

6.5.1 Operation Descriptions
None.
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6.6 Expansion Flow - Controls the System Display - Stop Individual
Processes

m Expansion Flow - Controls the System Display - Stop Individual Processes

:Controls the E 1System E :Operating J
_ System Display Control System

[ [
[1: Request Stop Processes { subsystem, processes | |

|

S| |
2: Stop Processes [ processes )

| prem |

E 3: Stop Process () M

= =]
] ., | |

| o
l

-
4: Stop Processes Reply ) e

- { Stop each process.

|

This flow shows how the Controls the System Display stops individual processes. This flow
receives the process to stop and the Subsystem where the process is running. The System
Controller selects these values in the invoking flow. This flow supports the case where a process
is running but not functioning properly (e.g., non-responsive) and needs to be restarted.

6.6.1 Operation Descriptions
None.
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6.7 Expansion Flow - Controls the System Display - Transfer
Pipeline Processing

EI Expansion Flow - Controls the System Display - Transfer Pipeline Processing

E :Controis the Q 1System Elprimary:S}rstem Ebach{uprswem | E.’OSD
Control Control L

System Display Topology
| 1: Get Primary Sub: th | |
i 2 0 Controls the System Display

| —L contiucusly shows the status of
_l_. "“'"-s...,,_g Backup for review prior to

| selecting to transfer,
2; Get Backup Subsystem ()
N e PR o e e

[ |

1 | |
| | | Stop processing
1: Request Stop Suhs_'.l'slem{suhsystem stoE tﬂ?E.L— ..... - on Primary

[if Primary is responding]

2 Stop Subsystem stibsystem subsystem role, stop type )

|
| i
|

|

Expansion Fiow - System Control - Stop Subsystem

]

3: Stop Subsystem Reply ()

i
4 Sync Primary Data To Backup () |

J = '_"""“""‘*T'-—-m--u......._ Details of how this is done are deferred to
design/implementation.

1

X |

| | ‘ | Start processing
| 3: Request Start Suhsyslem(suhsysten# subsystem role ) _n_"r,l.‘..r--——"“‘"'""' on Backup

| 4; Start Suhsysleml{subsystem, sulhsyslem role )

I S
|

ref

1
ot |
| X aﬂ%@.f.*ow;sjﬁi_emﬁmmé_é@r_tﬁ__u bsystem

5: Start Suhs_vsfem Reply () J

| T

6: Swap Primary Amli Backup Subsystems ()

T N Backup is now
| T i thE Primary

7: Store System Topology ( system topelogy, processing context )
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This flow shows how the Controls the System Display transfers pipeline processing from the
primary to the backup. This flow receives the stop type (Normal or Urgent) to use on the
Primary. The System Controller selected this value in the invoking flow. The display
coordinates the transfer, and uses System Control to start/stop processes on the primary and
backup. At the conclusion this flow the backup becomes the primary (and vice-versa).

6.7.1 Operation Descriptions
None.

6.8 Expansion Flow - Controls the System Display - Shutdown
Workstation

E| Expansion Flow - Controls the System Display - Shutdown Werkstation

:Controls . | Q:System E:N&tiﬁcatien 1System ’ E:Operating [
the System Caontrol : = Control System

Display : . Configuration ko ‘

' 1: Request Shutdgwn Workstation { host ) |

—_—
=

2: Notify Shuﬂi_ng Down Workstation ( host ) ‘

L

1 3: Get Processes On Host { host )

‘ i |

4: Stop Processes ( processes |

5: Stop Process () : \

I"""HH Stop each process,

6: Power Off Hardware () |

P
| T: Shutdown Workstation Reply () £ |
" R SR Power off the !
workstation host.

-}

This flow shows how the Controls the System Display shuts down a workstation. This flow
receives the workstation shutdown, which the System Controller selected in the invoking flow.
System Control stops all the processes on the workstation and powers it off.

6.8.1 Operation Descriptions
None.

93



6.9 Expansion Flow - System Control - Start Subsystem

EI Expansion Flow - System Control - 5tart Subsystem

I
Q System E :System Control Q :Operating E :Motification
Control Configuration System

1: Notify Starting Subsystem t;su bsystem, subsystem r?le ] |
I I (1
2: Get Processes To Start { subsystem, subsystem role )|
d |

1

y

|
3: Start Processes ( processes ;| I
|
|

4: 5tart Process ()

“w.\‘“ ’I i
,-H-' = |

“ Start each process,

5 Notify Starting Subsystem Complete { subsystem, thsy“s‘»tem role)

_____]‘—‘

This flow shows how the System Control mechanism starts a subsystem. The subsystem and its
current subsystem role (Primary, Backup, or None) are inputs to this flow.

6.9.1 Operation Descriptions
None.
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6.10 Expansion Flow - System Control - Stop Subsystem

IL_T] Expansion Flow - System Control - Stop Subsystem

[ E :System [ | Q :Motification ‘} " E :Operating System [ | :Processing [ EI ;05D l
Control L - | System E Control Sequence = = =
L— } = s L— ‘ - ol Configuration Control 1
1: MNotify Stopping Suhsystemé_( subsystem, stop typTz i | 1 !
‘ | | | | |
2: Get Processes To Stop ( subsystem| subsystem role ) l 1 J
1 -
T L | |
' | | | \
‘ |
P 1 1 | f
1 =
! : | |
[if stop type is "Normal’] !
: 1: Disable New Processing () ] ]
l'?""r
] i
2: Subscribe for Intenvals { Timeframe ) | ]

| |
' [
|

3 WaitiEnr_ArJtomiic Processing Stage Intenvals to Complete () ]
g

L

‘ 4: Unsubscribe for Intenals ()

|
|

T 1

, \ \
3 Stod Processes | processes | l
'q | ‘
| 4: Stop Process ()

[

|| ™™ stop each process. :

i |
| |

5 Notify Stopping Subsystem[ Complete { subsystem, stop type )
——— 3

| 1l

This flow shows how the System Control mechanism stops a subsystem. The subsystem, current
subsystem role (Primary, Backup, None), and stop type (Normal or Urgent) are inputs to this
flow.

6.10.1 Operation Descriptions

Operation: OSD::Subscribe for Intervals()

Subscribe for changes to Interval objects that overlap with the given timeframe. Interval objects
track the active analysts and completion status of intervals corresponding to processing stages
and processing activities within processing stages. Callbacks are invoked on subscribers any
time the set of active analysts or completion status for an Interval changes.
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6.11 Alternate Flow - System Control - Startup

E] Alternate Flow - System Control - Startup

E :System E Q5D ’ E :Operating E other subsystem:System
Control T — System Control

| l
l
1: Get Sy"siem Control Cqm‘igumlion (]

|
L
| T

2: Get System Topology ()

3: Start Monitoring ()

|
|
I
|
|
|
|

[for all ﬂither subsystems in the system topology,, ]

Each System Control instance
subscribes for System Topology
Tt and Su bsystem Status from the
] System Control instances
L running on the other
| l—;—r subsystems.

| 1: Subscribe for System Topology ()

| 2: Subscribe for Subsystem Status ()

This flow shows actions performed by System Control when it first starts up. Each System
Control instance in the topology subscribes for Subsystem Status and System Topology from the
other instances.

6.11.1 Operation Descriptions
None.
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6.12 Alternate Flow - System Control Collaboration

[=’] Altemate Flow - System Control Collaboration
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System System oo | [N R—
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| | [ 1 o
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s b byl ;
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‘ | opt l |
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|
|

|
|
‘ I Motify System Topology Inconsistent ( ]§
[
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This flow shows how each subsystem in a system topology shares its Subsystem Status and
System Topology with the other subsystems in the system topology. Each instance publishes its
own Subsystem Status and System Topology and subscribes for the Subsystem Status and
System Topology from the other subsystems. The System Controller is notified of
inconsistencies between subsystems (e.g., if subsystems have different notions of the current
System Topology).

6.12.1 Operation Descriptions
None.
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6.13 Alternate Flow - Controls the System Display - Handles
Callbacks

El Alternate Flow - Controls the System Display - Handles Callbacks

: H:osp | | [ :Controis the
L - ] \ System Display
| ‘ .

[1: System Topology Callback ()
‘ o2 Display System Topology ()
| b
| q_
“
3t Subsystem Status Callback {)
; »

L 4: Display Subsystem Status )

This flow shows how the "Controls the System Display" handles callbacks. The display
subscribes with the OSD for System Topology and displays it any time it changes. The System
Topology indicates subsystem roles (Primary vs. Backup), which can change if the System
Controller transfers pipeline processing between subsystems or starts a subsystem up in a new
role. The display also subscribes with the OSD for Subsystem Status and dynamically displays it
any time it changes. Subsystem Status indicates whether a subsystem is started or stopped as
well as detailed information for individual hosts and processes. System Control subscribes for
Subsystem Status and System Topology updates from all subsystems in the topology. When it
receives callbacks from the other subsystems (see “Alternate Flow — System Control
Collaboration”) System Control stores the updated information in the OSD, triggering callbacks
to Controls the System Display. System Control also publishes local system topology and
subsystem status updates to the OSD which trigger callbacks to Controls the System Display.

6.13.1 Operation Descriptions
None.

7 STATE MACHINE DIAGRAMS

None.
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8 SSD MAPPINGS

General:

S-1947: [Threshold] The System shall implement user interfaces according to the User Interface
Guidelines.

S-2250: [Threshold] The System shall provide the System Controller the capability to remotely
operate the Primary from the Backup.

S-2251: [Threshold] The System shall provide the System Controller the capability to remotely
operate the Backup from the Primary.

S-2288: [Threshold] The System shall provide the System Controller the capability to perform a
planned shutdown of the System.

S-2289: [Threshold] The System shall provide the System Controller the capability to perform a
startup of the System.

S-2290: [Threshold] The System shall complete a planned shutdown within 30 minutes of its
initiation.

S-2291: [Threshold] The System shall provide the System User the capability to shutdown
individual analyst workstations without affecting the operation of other analyst workstations.

S-2292: [Threshold] The System shall provide the System User the capability to startup
individual analyst workstations without affecting the operation of other analyst workstations.

S-2293: [Threshold] The System shall provide the System Controller the capability to perform
an urgent shutdown of the System.

S-2294: [Threshold] The System shall complete an urgent shutdown within 15 minutes of its
initiation.

S-2295: [Threshold] The System shall provide the System Controller the capability to start
processes.

S-2296: [Threshold] The System shall provide the System Controller the capability to stop
processes.

S-2297: [Threshold] The System shall provide the System Controller the capability to initiate
and terminate system processing.

S-2567: [ Threshold] The System shall be operational within one hour of a hardware restart.
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S-2568: [Threshold] The System shall be operational within 30 minutes of a software restart.

S-5885: [Threshold] The System shall complete a planned switch between the Primary and
Backup with no loss of data or data consistency.

S-5887: [Threshold] The System shall provide the System Controller the capability to initiate a
switch between the Primary and Backup.

IDC Specific:

S-5886: [Threshold] The System shall provide station data to external users in no more than one
(1) hour following an unplanned switch between the Primary and Backup.

S-5888: [Threshold] The System shall initiate the automatic processing of waveform data in no
more than six (6) hours from the start of an unplanned switch between the Primary and Backup.

S-5889: [Threshold] The System shall provide the Analyst the capability to perform interactive
reviews of processing results in no more than six (6) hours from the start of an unplanned switch
between the Primary and Backup.

S-5890: [Threshold] The System shall provide the System Controller the capability to
disseminate data and products in no more than six (6) hours from the start of an unplanned
switch between the Primary and Backup.

9 NOTES

General:
1. The system is composed of multiple System Topologies (e.g., OPS/ALT/ROC, SUS/SALT).
The System Controller performs this use case separately for each System Topology.

2. The subsystems within a topology may have varying abilities to view and control the status of
other subsystems in the topology. For example, a System Controller on the DEV subsystem may
be able to monitor the status of the OPS subsystem but not control it whereas the System
Controller on OPS does not see the status of DEV or control or control DEV.

3. The System Topology is displayed to the System Controller to provide awareness of which
subsystems within the System Topology are currently fulfilling the Primary and Backup roles.
Nominally, only one of the subsystems should be fulfilling a given role at any given point in
time, however the System does not enforce that rule. In cases where the System cannot
definitively determine the roles (e.g., due to loss of connectivity between subsystems) or the
roles become inconsistent (e.g., multiple subsystems in the topology think they are the Primary),

100



the System Controller is responsible for bringing the topology back into a consistent state (e.g.,
by stopping one of the subsystems and starting it in the correct role).

4. Each subsystem in a System Topology has a separate OSD and the OSD data are synchronized
within the topology. See "System Synchronizes Acquired Station Data" UCR and "System
Synchronizes Processing Results" UCR for more details of how this is accomplished.

5. User workstations are associated with a System Topology, not individual subsystems. Users
may configure display software running on workstations to interact with any subsystem in the

topology.

6. Users may subscribe for notifications from any of the subsystems in a System Topology (see
"Views Messages" UCR).

7. Processes related to the OSD mechanism, Notification mechanism, System Control
mechanism and the Controls the System Display itself are controlled outside the scope of this use
case (e.g., via OS boot scripts) since they are needed in order to support controlling the system.

IDC Specific:

None.
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