
AMG Preconditioner for Multiphase Flow in Engineered Simulation Domains
Heeho D Park, Glenn E Hammond, and Albert J Valocchi

Sandia National Laboratories, Albuquerque, NM and University of Illinois at Urbana-Champaign, Urbana, IL

Applications of Multiphase

Porous Media Flow

Nuclear waste repositories

Enhanced recovery of petroleum reservoirs

Contaminant remediation

Geothermal engineering

Carbon sequestration

Coupled overland/groundwater flow

U.S. Department of Energy - PFLOTRAN

development for deep geologic disposal

PFLOTRAN

Flow and reactive transport in porous
media

• Developed by DOE

• Modern Fortran ('08)

• Open-source and community-driven

• PETSc parallel framework

• Runs in massively parallel computing
architectures, workstations, and down

to a laptop

Analysis of Iterative Linear

Solver Failure

Linear Solver Failure

Direct solver vs BiCGSTAB-ILU(0) (1 core)

le

II 1 I

2D repository model with 4488 unknown
variables. There are more wasted Newton

iterations and linear iterations due to the
exceedingly high number of time-step cuts
using stabilized biconjugate gradient
incomplete LU with zero fill. (BiCGSTAB-
ILU(0)).

IrS Cut
1.m.r Saw' Fallure

100
bisx liacionxr

BiCGSTAB-ILU(0) shows Newton iteration
failure due to linear solver divergence and

reaching maximum iterations.

Direct solver, block-Jacobi-ILU(0), and block-
Jacobi-ILU(5) (4 cores) (3D, 274k unknowns)

ui

Results/Conclusions

ILLINOIS

•
Eigenvalue Spectrum

202

100

200

Original A SuperW ILO •

—100 0 HO 200 —1 0 1

CP041.411 A CMAM4,21 A

•

Preconditioners reduce the eigenvalue

CPR-AMG Preconditioner

Constrained Pressure Residual (CPR) -
Algebraic Multigrid (AMG) Preconditioner

Block:So.V.

CPR(1)
Nu

CPR(2)

Yes

Yes

Flexible-GMRES

Decoupling Techniques

55/2

Cut

rne 5 ep

Tme S ep

Sandia National Laboratories is a multi-mission laboratory managed and operated by National Technology and Engineering
Solutions of Sandia, LLC., a wholly owned subsidiary of Honeywell International, Inc., for the U.S. Department of Energys National
Nuclear Security Administration under contract DE-NA-0003525.

1

ABSTRACT REFERENCES
1

CONTACT AUTHOR PRINT GET !POSTER

SAND2019-14853D



Analysis of Iterative Linear

Solver Failure

Linear Solver Failure

Direct solver vs BiCGSTAB-ILU(0) (1 core)

10000

0000

.000

500

i

2D repository model with 4488 unknown

variables. There are more wasted Newton
iterations and linear iterations due to the
exceedingly high number of time-step cuts
using stabilized biconjugate gradient
incomplete LU with zero fill. (BiCGSTAB-
ILU(0)).

- Inlattonal 1.5 Cut

- 1.01•15,501vor f•Our•
- Max 11040inxr Mar

SOO

1M E.* Onisteem. Tol

BiCGSTAB-ILU(0) shows Newton iteration
failure due to linear solver divergence and
reaching maximum iterations.

Direct solver, block-Jacobi-ILU(0), and block-
Jacobi-ILU(5) (4 cores) (3D, 274k unknowns)

EkkitGY

AMG Preconditioner for Multiphase Flow in Engineered Simulation Domains
Heeho D Park, Glenn E Hammond, and Albert J Valocchi

Sandia National Laboratories, Albuquerque, NM and University of Illinois at Urbana-Champaign, Urbana, IL

Applications of Multiphase

Porous Media Flow

Nuclear waste repositories

Enhanced recovery of petroleum reservoirs

Contaminant remediation

Geothermal engineering

Carbon sequestration

Coupled overland/groundwater flow

U.S. Department of Energy - PFLOTRAN

development for deep geologic disposal

PFLOTRAN

Flow and reactive transport in porous
media

• Developed by DOE

• Modern Fortran ('08)

Open-source and community-driven

• PETSc parallel framework

• Runs in massively parallel computing
architectures, workstations, and down
to a laptop

CPR-AMG Preconditioner

Constrained Pressure Residual (CPR) -
Algebraic Multigrid (AMG) Preconditioner

WES
or ABF

Algebralc/
Mulugnd

Block-Jacobi

Apply
ILL/

Pre ure
correct on

Saturation

correction

dt/2
CPR(1) 4, yes

No

cell(2)

Decoupling Techniques
_ . . . .

Fleoible-GMRES

ext
Trues ep

•

At=1.2 y

Mr.

A I .V r"&c/14
1 V k'

Results/Conclusions

Eigenvalue Spectrum

Ppinal •

cPA-aNCIt1A

—1 6

• -2_, -1
0144614(2111

6

-2_,

Preconditioners reduce the eigenvalue

One simulation

ime Steps

near solver iterations

Atg).3 y

  Fewer iterations and

Preconditioner Improvement shorter computation time
 b. with CPR preconditioner

ABSTRACT

Computation time[s]

REFERENCES'CONTACT AUTHOR
•
PRINT :GET !POSTER'



Bottom Right Slide 1

One simulation

+

At=1.2 y

♦ ♦

A ►
Computation time[s]

Non

Linear solver iterations

Time Steps
+

inear solver iterations
A

Computation time[s]
 ►

Unclassified Unlimited Release (UUR)



Bottom Right Slide 2

One simulation

At=1.2 y

r Time Steps
7

Non inear solver iterations

'1111111

Linear solver iterations

1 .
Computation time[s]

+

ii —a

Linear solver failure

1 

Computation time[s]
.

Unclassified Unlimited Release (UUR)



Bottom Right Slide 3

One simulation

At=1.2 y

It 
1 .
Computation time[s]

It

7
Time Steps

Cut time step by half

10 
Von inear solver iterat,

Linear solver iterations

+

At=0.3 y

Linear solver failure

1 
It 

Computation time[s]
.

Unclassified Unlimited Release (UUR)



Bottom Right Slide 4

One simulation

t

At=1.2 y

II llime Steps

Solve the half step
A

Nonlinear soli
A A

Linear solver iterations

A .
Computation time[s]

er iterations

+

=0.3 y

A

1 
Computation time[s]

.

Unclassified Unlimited Release (UUR)



Bottom Right Slide 5

One simulation

At=1.2 y

me Steps

Solve the second half step

Nonlinear sol er iterations

Linear solver iterations

Computation time[s]

=0.3 y

Computation time[s]
 ►

Unclassified Unlimited Release (UUR)



Bottom Right Slide 6

One simulation

a
At=1.2 y

Tiime steps

ar solver erations

Preconditioner Improvement

A

At=0.3 y

Fewer iterations and
shorter computation time
with CPR preconditioner

Computation time[s]

Unclassified Unlimited Release (UUR)



Top Left

Nuclear waste repositories

Enhanced recovery of petroleum reservoirs

Contaminant remediation

Geothermal engineering

Carbon sequestration

Coupled overland/groundwater flow

U.S. Department of Energy - PFLOTRAN development for

deep geologic disposal of nuclear waste

• Geologic Disposal Safety Assessment (GDSA)

Framework: an open-source software toolkit for

performance assessment (PA) of deep geologic

repositories for nuclear waste applied to generic repository

concepts in salt, argillite, and crystalline host rocks.

Generic PAs assume a regulatory period of 1 million years

for high-level wastes. (DOE - Office of Nuclear Energy)

• Future use in PA for Waste Isolation Pilot Plant (WIPP):

The probability and consequence of potential transuranic

radionuclide release from the repository to the accessible

environment for 10,000 years, WIPP started its operation

since 1999. (DOE - Environmental Management)
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Bottom Left
Flow and reactive transport in porous media

• Developed by DOE

• Modern Fortran CO8)

• Open-source and community-driven

• PETSc parallel framework

• Runs in massively parallel computing architectures,

workstations, and down to a laptop

• Has been run on up to 262k processor cores with 2 billion

degrees of freedom using the domain decomposition

• Applies the finite volume method with backward Euler

temporal discretization

• Non-isothermal/isothermal and immisciblelmiscible

multiphase

• Multicomponent aqueous complexation, sorption,

precipitation/dissolution

• METISIPARMETIS libraries for unstructured grids

• HDF5 and ASCII files for input/output
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Middle Left
Linear Solver Failure

Direct solver vs BiCGSTAB-ILU(0) (1 core)
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2D repository model with 4488 unknown variables. There are

more wasted Newton iterations and linear iterations due to the

exceedingly high number of time-step cuts using stabilized

biconjugate gradient incomplete LU with zero fill. (BiCGSTAB-

ILU(0)).
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3D WIPP (274k unknowns) — 10,000-year simulation BICGSTAB

Direct — 4 cores 7.40

ILU(5) — 4 cores 37.5

ILU(0) — 4 cores 13.3

511

12,453

7,544

1379

18,282

12,331

1,169,217 64,065

2,202,112 137,301

Block Jacobi preconditioner loses information without any

communication among 4 cores and is unable to provide an

accurate approximate inverse of the matrix.

BiCGSTAB-ILU(0) shows Newton iteration failure duEORdiwried

solver divergence and reaching maximum iterations.
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Middle Left

Potential Causes

1. Highly contrasting intrinsic permeability at discrete

boundaries.

Excavation (AIR): 10 lim2

Disturbed Rock Zone (DRZ): 10 17m2

Salt Rock (HALITE): 5 x 10 20m2

10-10
Saturation of Disturbed Rock Zone (DRZ) from Excavation

— Initial Liq. Sat,

— k irn')
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1 0

-02
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2. Rapidly changing water retention function

Multiplying the low liquid relative permeability to the low intrinsic

permeability can generate some extremely small coefficients for

the linear system of equations.
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Changes in liquid relative permeability over time as brine seeps

in from the intact salt (HALITE) to the excavation (AIR).
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Middle Left

3. Large contrasts of grid cell volumes in a simulation domain

A borehole grid cell volume: 0.014/2

An excavation grid cell volume: 162112

Afar-field grid cell volume: 109 rn3

vertical shaft

far-field

4. Simulation time steps

When the simulation must run out to 10,000 years to 1,000,000

years, large time steps are needed to complete the simulation in

reasonable computation time.

Minimum time step: 1 minute

Maximum time step: 1000 years

Extreme condition Number

You may lose up to k digits of accuracy on top of what would be

lost to the numerical method for Condition number k(A) = 10k.

Information can be lost if the matrix is scaled improperly.

Some of the matrices that could not be solved with BiCGSTAB-

ILU(0) for the 3D case had a condition number of

10" — 10
19
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Middle Right

Constrained Pressure Residual (CPR) - Algebraic Multigrid

(AMG) Preconditioner

IMPES

or ABF

Algebraic
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Apply Cut
Max lter?
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Stacked Jacobian format

A =[
App Aps

Asp A s s

Schur Complement

Appx Apz = rp

Asps A„y = r,

:Ps

(App Aps A;81 Asp ) X = rp A;s r,,

There are three methods that approximate the inverse

matrix and reduce matrix-matrix multiplications to vector-matrix

multiplications.
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Middle Right

True-implicit pressure explicit saturation (IMPES)

App — colslina (Aps ) colsuna(A„)-14

Quasi-IMPES

App — Dps_Dj-Asp, where D = diag(A)

Alternate Block Factorization (ABF)

A-1D „App — A-1Dp,A,73

A = DppD „ — Dp5D5p
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Top Right
Eigenvalue spectrum
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Preconditioners reduce the eigenvalue spectrum.

The advantage of AMG in parallel cornpared to the block-

Jacobi is that it inherently requires communications among all

the nodes to restrict and interpolate which minimizes loss of

information.

Condition number

Preconditioner
Not preconditioned
SuperLU ILU
CPR-ABF-AMG(1)
Two-iteration CPR-ABF-AMG(1)
CPR-ABF-AMG(2)
Two-iteration CPR-ABF-AMG(2)

Condition Number
3.39E+19
4.59E+09
2.74E+12
2.96E+08
1.93E+09
4.11E+06

Preconditioners lowered condition numbers significantly.

CPR solve result

Solver Preconditioner Linear Iter (Max) Wall Clock (Max) [s]
BiCGSTAB ILU(.0)
BiCGSTAB SuperLU ILC
FGMRES CPR-quasi-IMPES-AMG(1) 3.2(4) 19.6(23.9)
FGMRES* CPR-true-IMPES-AMG(1)* 5.0(9) 26.8(53.0)
FGMRES CPR-ABF-AMG(1) 3.2(4) 12.8(15. 7)
FGMRES CPR-ABF-AMG(2) 2.9(3) 12.1 (14.4)
*Failed to converge in 1 of 9 matrices

This result shows that these matrices that could not be solved

with ILU(0) preconditioners can be solved with just a few

iterations with more optimized preconditioners
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CPR results

Top Right
CPR in PFLOTRAN

Structured grid vs Paved grid

rim  
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3D view of the grid

Unlimite

# of Cores Wall Time Rid rime Steps Nonlinear

iterations

Linear

iterations

3D Structured Grid (137k cells, 274k unknowns) — 10,000-year simulation

BiCGSTAB-ILLO) 4 13.25 7544 12,331 2,202412

Direct solver 4 739 511 1379

FGMRES-CPR 4 3.09 (4,28x) 1578 3150 849,666

3D Paved Grid (237k cell.s, 474k unknowns) — 10,000-year simulation

BiCGSTAB-ILUCOI 8 83.7 15,265

Direct solver 8 15.3 1,242

FGMRES-CPR 8 1.02(834 I.1,338

26,120 24,810,791

4,171

4,252 126,796

3D Hexahedral Gricl (1.6M cells, 3.2M unknowns) —5-year finding initial condition simulation

BiCGSTAB-ILUP) 24 (1.5x) 25.8 3.254 15,889 1,293,210

Direct solver 16 >148 (incomPletel

FGMRES-CPR 16 1.1/ 3,218 15,922 234,109

Even with the same convergence criteria, flexible generalized

minimal residual (FGMRES) with IMPES-CPR may have

provided more accurate solutions. Therefore, it showed a

speed-up of 3 to 80 times.

CONCLUSION

Generally, FGMRES-IMPES-CPR is more robust and

efficient in parallel for large-scale engineered subsurface

systems compared to BiCGSTAB-block-Jacobi-ILU or

Direct SoIver.
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DISCLAIMER

This information was prepared as an account of work sponsored by an
agency of the U.S. Government. Neither the U.S. Government nor any
agency thereof, nor any of their employees, makes any warranty, expressed
or implied, or assumes any legal liability or responsibility for the accuracy,
completeness, or usefulness, of any information, apparatus, product, or
process disclosed, or represents that its use would not infringe privately
owned rights_ References herein to any specific commercial product,
process, or service by trade name, trade mark, manufacturer, or otherwise,
does not necessarily constitute or imply its endorsenient, recommendation,
or favoring by the U.S. Government or any agency thereof. The views and
opinions of authors expressed herein do not necessarily state or reflect
those of the U.S. Government or any agency thereof.

Sandia National Laboratories is a multi-mission laboratory managed and operated by National Technology and Engineering
Solutions of Sandia, LLC., a wholly owned subsidiary of Honeywell international, Inc., for the U.S. Depadrnent of Energy's National
Nuclear Seourity Administration under contract DE-NA-0003525.
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ABSTRACT

An engineered systern such as a geologic nuclear waste repository can be difficult to simulate due to extreme contrasts in
permeability and extreme grid cell aspect ratios caused by a small area of interest in a large domain. As an example, a typical
nuclear waste repository simulation has a domain of a few kilometers with nuclear waste canisters at the meter scale. Excavated
volumes that are not backfilled may be sirnulated with very high permeability in the porous media flow simulation, while the host
rock and engineered barriers tend to have comparatively low permeability. The regulatory horizon of 10,000 to 1 million years
requires large time steps to complete performance assessment in reasonable amount of computation time. These characteristics
can result in ill-conditioned matrices that are difficult to solve with iterative solvers in parallel using conventional preconditioners
such as parallel block Jacobi incomplete lower-upper matrix decomposition (ILU). in order to improve parallel performance,
iterative solvers require proper scaling of matrix coefficients, and preconditioners that are well-suited for the characteristics of the
rnulti-phase problem. Algebraic multigrid (AMG) is well-known for efficiently and robustly solving the elliptic pressure equation. To
test the performance of the AMG preconditioner, the matrices from Newton solves that failed to converge due to iterative linear
solver failure using the block Jacobi ILU preconditioner are extracted from PFLOTRAN simulations and solved by applying
preconditioners (available in the Python library PyAMG) that are more optimized to the classification of the matrices. This
presentation compares performance of the block Jacobi ILU preconditioner coupled with stabilized biconjugate gradient
(BiCGSTAB) solver, a parallel direct solver (MUMPS), and the flexible generalized minimal residual (FGMRES)-AMG solver applied
to two-stage additive or combinative constrained pressure residual (CPR) preconditioner with different matrix decoupling
techniques, including true implicit pressure and explicit saturation (true-IMPES), quasi-IMPES, and alternate block factorization
(ABF).
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