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Abstract

The proximity of the order of magnitude molecular mean free path and pore sizes
in nanopores leads to remarkable interactions between molecules and walls. In
such systems, the thermodynamic property and the transport behavior of fluids
deviate from those at bulk conditions. Molecular dynamics (MD) simulation
may be used to investigate the effects of confinement on fluid physics in nano-
size pores. However, translating these subscale observations into a larger scale
of interest remains a challenging task. In this work, we propose a modified
extension of Peng-Robinson equation of state (PR-EOS) motivated and guided
by MD simulation results. The shift of critical properties, i.e., pressure and
temperature, are evaluated independently. A temperature dependent parameter
is introduced to account for the existence of capillary pressure in the two-phase
region. This formulation is capable of capturing the shift in critical properties
as well as density phase diagrams under various confinement scenarios. We

incorporate the proposed EOS in the lattice Boltzmann method (LBM) to study
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coupled confined phase behavior and transport of methane in nano-size slit
pores. Adsorptive strength is determined such that the resulting density ratio
matches that from MD simulation. Results indicate that the use of the proposed
EOS leads to smaller fluid velocities compared to PR-EOS. This effect is due
to stronger interactions between fluid particles under confinement. Also, results
show that transport characteristics are impacted by the pressure of the system:
in systems with a relatively low pressure, transport seems to be dominated by
Knudsen diffusion; however, at a higher pressure, the contribution from viscous
flow increases as the pore widens while the influence of Knudsen and surface

diffusion diminishes.

Keywords: Confined phase behavior, Equation of state, Rarefied gas flow,

Lattice Boltzmann method

1. Introduction

Shale gas, which is composed of methane primarily, is an unconventional
resource that has become a significant source of natural gas due to the ad-
vancements in stimulation techniques. The transport process of methane is in
general a multi-scale process: methane flows through the organic nanopores, fol-
lowed by the fracture network, and eventually into the wellbore. Despite great
advances in discretization schemes for simulating flow in fractured reservoirs
[1, 2, 3, 4, 5, 6], and predictions of pore pressure and stress field via coupling
of flow and geomechanics using the model proposed by Biot [7, 8, 9, 10], the
transport mechanism of shale gas in the matrix, where a majority of pores are

nano-size [11, 12, 13, 14], may not be fully understood. Under such confined



conditions, measuring fluid properties or visualizing fluid flow via experimental
techniques is a challenging task. On the other hand, numerical simulation be-
comes an efficient alternative. This work focuses on developing a physics-based
description for confined phase behavior of methane, and on coupling the de-
veloped formulation with a transport model to investigate pore-scale transport
characteristics under confinement.

Selecting an appropriate simulation approach that fits the underlying flow
regimes is of great significance for accuracy and efficiency. As classified by Knud-
sen number, defined as the ratio of molecular mean free path to the characteristic
length of flow field, methane flow in those nanopores are often considered to be
in either slip flow or transitional flow regime, in which the continuum-based
approach may not be valid. As a result, a particle-based approach may be more
appropriate for such systems. Molecular dynamics (MD) simulation is able to
capture the dynamics at molecular level accurately, because it focuses on exact
interactions between molecules. This technique has been applied to investigate
the transport of hydrocarbon in microscopic systems. Falk et al. [15] simulated
mass transport of condensed hydrocarbons in a nanoporous carbon matrix us-
ing grand canonical Monte Carlo (GCMC) MD simulation. Results indicate
that Darcy’s law fails to predict the transport of hydrocarbons in nanoporous
matrix. Riewchotisakul and Akkutlu [16] presented the results of methane flow
in nanotubes using the nonequilibrium MD simulation. They identified that
the adsorbed phase is mobile, which contributes to the overall transport signif-

icantly. Yu et al. [17] investigated pressure dependent transport characteristics



of methane in slit nanopores using MD simulation, and proposed an analytical
formulation used to predict the apparent permeability.

With the help of MD simulation, the physics that governs flow and transport
at microscale are revealed. Nonetheless, an increase in the fluid complexity or
system size poses a serious challenge for MD simulation due to the required com-
putational power and complexity of the force field. One possible remedy would
be to leverage findings from MD simulation and develop a mesoscopic computa-
tional model [18]. Such a method must capture small scale physics satisfactorily
and enable translation of scales from a microscopic level to macroscale. To that
end, this work uses the lattice Boltzmann method (LBM). The governing equa-
tion of LBM is the discrete form of Boltzmann equation, which assimilates the
essential physics and neglects molecular level interactions [19, 20]. Interplay be-
tween fluid molecules, and between fluid molecules and walls, is incorporated in
the form of external forces that act on the particles represented by the density
distribution function. Shan and Chen [21] introduced a long-range interaction
force between particles which is dependent on the pseudopotential function of
fluid particles. Sukop and Or [22] proposed an interaction force between par-
ticles and walls to study interface configurations in partially saturated porous
media. Fathi and Akkutlu [23] and Ning et al. [24] applied this force term to
capture the adsorbed gas in kerogen nanotubes, where the adsorptive forces are
also expressed as a function of pseudopotential.

Determination of the pseudopotential function requires a suitable equation

of state (EOS) [25], which describes the relation of pressure, temperature, and



density for a given substance. Previous studies have incorporated different forms
of EOS into the LBM. Examples include the van der Waals (vdW)-EOS [24, 26],
and the Peng-Robinson (PR)-EOS [27, 28, 29], which is one of the prominent
EOS for natural gas systems. These two non-ideal EOS, wihch account for in-
teractions of fluid molecules at bulk condition, may not be valid in confined
space. As summarized by Liu and Zhang [30], two distinct phenomena are ob-
served in fluids under confinement: a) appearance of capillary pressure between
vapor and liquid phases, and b) shift of the critical point. Since PR~-EOS is used
to describe phase behavior of bulk fluids, a popular correction, when applying
PR-EOS to confined fluids, is to include capillary pressure in flash calculations
for multicomponent systems [31, 32]. This correction in general leads to a sup-
pressed bubble point pressure. Nonetheless, inclusion of capillary pressure does
not capture the shift of critical point because capillary pressure vanishes at the
critical point. To remedy the inconsistency, this correction is often combined
with a shift of critical point in flash calculation [33, 34, 35]. The shift of critical
properties, e.g., pressure and temperature, are obtained either from analytical
derivations [36], or MD simulation [37, 38, 39, 40, 41]. The GCMC, or modified
gauge-GCMC MD simulation has been used to study the thermodynamics of
confined fluids [39, 40]. Sobecki et al. [41] pointed out that determination of
chemical potential with respect to condensation using GCMC remains a chal-
lenging task. This issue is, however, resolved in the Gibbs ensemble Monte Carlo
(GEMC) method [42, 43].

This work seeks an explicit formulation for EOS that captures confined phase



behavior for pure fluids, namely, methane. Derouane [44] proposed a modified
vdW-EOS that incorporates fluid-wall interactions by reducing the correction
term regarding internal pressure. This model gives a reduced critical tempera-
ture and an increased critical pressure, which are inconsistent with observations
obtained from MD simulation. Yang et al. [45] proposed an extension of PR-
EQOS, referred to as EPR-EOS, by introducing a new term in PR-EOS account-
ing for interactions between molecules and walls. The introduced parameter is
determined based on data collected from experiment and MD simulation. This
extension provides a simple and efficient formulation in dealing with the shift
of critical properties. In this extension, the following two points may deserve
further discussion. First, only the shift in the critical temperature is used for
establishing the parameter. As a consequence, critical pressure is shifted at
the same ratio as the critical temperature, which may not be necessarily true
as observed from MD simulation results [41]. Second, the proposed EPR-EOS
is applied to studying multicomponent systems directly whereas the validity of
this model for a single component is not fully investigated. To gain more insight
into the applicability of PR-EOS to confined phase behavior, these two points
will be discussed and addressed in this work.

In the remainder of this paper, we first present different forms of EOS, includ-
ing PR-EOS, EPR-EOS and the proposed mEPR-EOS. Analytical expressions
for critical pressure and temperature obtained from different EOS are derived
and compared. We then describe the governing equation for the multiple re-

laxatio time (MRT)-LBM. The combined half-way bounce-back and specular



reflection boundary treatment is utilized to capture the slip velocity. The pseu-
dopotential function, which is incorporated into the interparticle and surface
forces, are derived based on mEPR-EOS. Next, we present the motivation and
formulation of the developed mEPR-EOS. A new parameter is proposed that
accounts for the existence of capillary pressure in the two-phase region. We
validate the model by comparing numerical solutions of mEPR-EOS with the
reference data. We couple mEPR-EOS with MRT-LBM to investigate the ef-
fects of confined phase behavior on transport of methane in slit nanopores, and
analyze the transport characteristics based on mass flux profiles. We close with

a discussion of the results and conclusions.

2. Method

2.1. Equation of State

PR-EOS, which is the basis of this work, is expressed as [27]

RT a
v—>b 024 2bv— b2’ (2.1)
where
2T2
a= 0.45724ba, (2.2)
Pcb
RT,
b=0.0778—<, (2.3)
Pcb
and
2
o = [1+ (037464 + 1.542260 — 0.269920%) (1= V)| (24)

In this system (Egs. (2.1) to (2.4)), subscript ‘cb’ denotes critical property at

bulk condition, P and T are pressure and temperature, respectively, v is molar



volume, R is the universal gas constant, a and b are parameters associated with
attractive and repulsive forces, respectively, and « is a dimensionless parameter
describing the dependence of attractive parameter, a, on temperature and shape
of molecules through reduced temperature, T,., and acentric factor, w.

The critical isotherm of a pure substance has a point of inflection at the
critical point. This condition indicates that the first and second derivatives of
pressure with respect to molar volume at the critical point, i.e., P = P, and

T = T.p, are equal to zero, which are expressed as

2
() () 25)
g Pey,Tep v Pey,Tep

c

P, and T, are derived by imposing conditions of Eq. (2.5) on Eq. (2.1), which

are given by

a
Py = 0.01324—— | 2.6
b ob? (2:6)
and
Ty = 0.17015—— (2.7)
b= abR’ '

Yang et al. [45] proposed the EPR-EOS by subtracting ¢ from the attractive

parameter:

RT a—c

P= - .
v—>b 0%+ 2bv — b2

(2.8)

Based on Eq. (2.5), the critical pressure and temperature of EPR-EOS is given

by
a—c
P.=0.01324——, 2.9
e (2.9)
and
a—c
T.. =0.17015— 2.10
abR ( )



where subscript ‘ce’ denote critical property obtained using EPR-EOS. Here
the shift of property at critical point, defined as the ratio of critical property in
confined space over that of the bulk condition, is used to quantify the evolution
of critical properties with confinement. Combining Eqgs. (2.6), (2.7), (2.9), and
(2.10), the shift of critical properties using EPR-EOS are given by

Pce _Tce _CL—C
Pcb_ch_ a

. (2.11)

Eq. (2.11) indicates that critical pressure and temperature are shifted at the
same ratio, and the magnitude of shift is controlled by parameter c.

We propose a modified EPR-EOS, referred to as mEPR-EOS, in which shift
of critical properties, i.e., pressure and temperature, are evaluated indepen-
dently. A new parameter, 5, which is used to describe the shift of critical

pressure, is introduced. The resulting EOS is expressed as

RT a —c

pP= — 2.12
V=0 v+ 20— b (2.12)
where
a’—gb'—éandc'—E (2.13)
B’ B’ B '
The critical pressure and temperature of mEPR-EOS is given by
a —c
Pep, = 0.01324=—~, (2.14)
and
a —
Tern = 0.17015 , 2.15
" ab'R ( )

where subscript ‘cm’ denote critical property obtained using mEPR-EOS. Com-

bining Egs. (2.6), (2.7), (2.11), (2.14), and (2.15), we show that the shift critical



temperature using mEPR-EQOS is the same as that of EPR-EOS:

= = , 2.16
ch ch a ( )
meanwhile the shift of critical pressure is different:
Pcm -
=27 (2.17)

Pcb a

Value of parameter ¢ is determined based on the reference data, which may be
obtained from experimental measurements or MD simulation results, as given
by

c=01-T.)a, (2.18)

where subscript ‘cr’ denotes the reference value of the shift of critical property.

Formulation of 8 will be discussed in detail in the following section.

2.2. Lattice Boltzmann method

2.2.1. Governing Equation
The lattice Boltzmann equation, derived from the continuous Boltzmann

equation [46], is given by

fi (SC + ce;ot,t + (St) — fi (L'C, t) =Q; (f (L'C, t)) + OtF; ($, t) R (219)

where subscript ¢ denotes the index of discrete velocities, f;(x,t) is the discrete
distribution function along i-direction at time ¢ and position x. Eq. (2.19)
indicates that fluid is simulated as particles represented by f;(x,t) which flows
along a discrete lattice. Here we use two-dimensional, nine-velocity (D2Q9)

lattice model, where the discrete velocities are given by ey = (0,0), e; = —e3 =
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(1,0), e = —eq4 = (0,1), e5 = —ey = (1,1), and e = —eg = (—1,1). c is the
lattice speed defined as the ratio of lattice spacing, dx, over the time step, dt,
and it is set to 1. ; (f (x,t)) is the collision operator representing the rate of
change of f; resulting from collision, and F; (x,t) is the forcing term accounting
for the body force G.

The MRT collision operator is implemented, in which Q; (f) is given by

[47, 48]
Qi (f) = fz (M7'SM), (f; - ), (2.20)
J
where f = f(x,t). M is a transformation matrix projecting the discrete
distribution functions onto the moment space [47], i.e., m = M f, where

=011, fS)T. S is a diagonal matrix given by
S = diag (7, Te, Tes Tj, Tqs Tj» Tgs T Ts)_l , (2.21)

where 7; denotes the relaxation time for the ¢th moment in m. 7, and 7; are
related to mass and momentum, respectively, and are given by 7, = 7; = 1.
T. and 7. are related to internal energy, and have insignificant impacts for an
isothermal system; their values are referred to Guo et al. [49]: 7. = 1.1, and
Te = 1.2 . 74 is related to shear viscosity, pu. To reflect the impact of Knudsen
layer [50, 51], which is formed due to frequent collisions between fluid molecules
and walls in confined space, on fluid viscosity, the effective viscosity model
[62, 53] is used, in which 75 is expressed as

1 6 NKn

- - 2.22
2+ 71+ 2Kn’ ( )

Ts =

where N = H/dz is the lattice number along the characteristic length. 7, is

11



related to slip velocity and will be discussed in the following subsection.
fi% is the equilibrium distribution function given by [54]

e u (ei~u)27u~u
() " 2(e)t e

[t =wip |1+ (2.23)

where w; is the weighting factor with wg = 4/9, w14 = 1/9, and ws.g = 1/36,

cs = ¢/ V/3 is the sound of speed, and p and w are macroscopic density and

velocity, respectively. p and u are related to the distribution function, given as
ot
= i, and pu = ifi+ 5 G.
The forcing term is also expressed in the moment space accordingly [49, 53]:
1 1 =
F=M I- §S MF, (2.24)

where F' = F(:B,t) = (Fo,Fl, ...,Fg)T, and F = (Fo,Fl, ...,Fg) with

[ei -G uG: (eiei — cﬁI)}
(o g + .

(2.25)

cs
2.2.2. Boundary Conditions

The combined half-way bounce-back and specular reflection boundary con-

dition is used to represent the boundary condition:
fi=rfPP+ (=) 2R, (2.26)

where 7 is the contribution of the half-way bounce-back part to the combination,
fBB, f5R are the distribution functions calculated using half-way bounce-back
and specular reflection schemes, respectively.

Parameters r and 7, are chosen such that the slip velocity obtained from

LBM matches the macroscopic second-order slip boundary condition [55]:

0?u
2
- CQKTL W

du

Ug = ClK”an , (2.27)

w w

12



where C7 and C5 are slip coefficients, n is the wall normal coordinate, and the

subscript w denotes the quantity at the wall. r and 7, are expressed as [49]

PPN (2.28)

1+C’1\/§

1+3+ﬂ@u—1f@
2 8(2r, —1)

and

(2.29)

Tq =

where C7 and Cs are given by C; = 1.0 — 0.18170 (0 = 1 for fully diffusive),

and Cy = 0.8 [53].

2.2.8. Fluid-fluid and Fluid-solid Interactions
To account for the intermolecular forces which contribute to the non-ideal

behavior of confined fluid, a long-range interaction force between particles is

introduced [21]:
Fiy (@,t) = —coGgt) (1) Y wjt (T + e;dt,t) e, (2.30)

where Gy is the intermolecular strength, v (z, t) is the pseudopotential function
defined as a function of fluid density, p, w} is the weighting factor with w{ = 0,
wi, = 1/3, and wi_ g = 1/12, and ¢ is a constant depending on the lattice
structure. In the case of D2Q9 model, ¢y = 6.0. Incorporation of interaction

forces between particles lead to a non-ideal EOS given by [25]

— P a2
P =5+ 5 Gal®. (2.31)

Different forms of ) may lead to different EOS. In this work, the mEPR-~-EOS

is incorporated into the LBM. Following Yuan and Schaefer [25], P is expressed

13



as a function of p and T by subsituting v = 1/p into Eq. (2.12):

L RT (@)
S 1=Vp 14+20p—b2p2

(2.32)

Combining Egs. (2.31) and (2.32), the corresponding pseudopotential function

is derived:

2 pRT (a' = c)p? p
_ _ _ Py, 2.
v \/COfo (1 —bp 1+4+20p—0b2p%> 3 (2.33)

The interaction between particles and walls is given in a similar form [22]:
Fiy (,t) = =Gt (z,1) Y _w)s (x + et t) e, (2.34)

where Gy, is the adsorptive strength, and s is the switch function, which is
equal to 1 if (x 4 e;0t) is solid wall, and equal to 0 if otherwise. It ensures that

the adsorptive force only applies to particles near solid walls.

2.3. Unit Conversion

Lattice units are used in LBM simulations. As mentioned by Xu et al. [29],
the choice of values of parameters, e.g., a and b, is relatively arbitrary except
for stability considerations. This work follows the recommendation of Yuan and
Schaefer [25]:

2 2

- — - - — 1. .
a 5 b 5 and R (2 35)

Critical pressure, temperature, and density at bulk condition in lattice units,
Pcl,})‘7 Tcl,}j, and plc‘}) (superscript ‘lu’ denotes property in lattice units), are obtained
by combining Egs. (2.1)-(2.3) and (2.35).

To relate these properties to physical units, the reduced properties are used:

P T p
Po=—,T.=—,and p, = —, 2.36
P, 7o andpr == (2.36)

14



where subscripts  and ¢ denote reduced and critical property, respectively.
According to the law of corresponding states [56], the reduced properties

should be the same in lattice and physical units. Therefore, P, is expressed as

Plu ppu

PT:7:77
P P

(2.37)

where superscript ‘pu’ denotes property in physical units. Eq. (2.37) gives

Plu

Based on Eq. (2.38), the pressure in lattice units are converted to the pressure

in physical units. Similarly, relations between lattice and physical units for T'

and p could be derived.

3. Proposed Model

3.1. Motivation

Reference data used in this study are from work by Sobecki et al. [41]. The
reference data consist of density phase diagram for methane under various con-
finement of H = 5nm, 3nm, and 2nm. This data is based on MD simulation
using the GEMC NVT method, where N, V, and T denote the total number of
molecules, the total volume, and temperature, respectively. Readers are referred
to Sobecki et al. [41] for details. The corresponding shift of critical pressure and
temperature, and the deviation of shift, computed as the ratio of absolute value
of difference between the shift of critical pressure and temperature over the shift

of critical temperature, are presented in Fig. 1. As shown, the magnitude of

15



the shift for critical pressure and temperature decreases with additional confine-
ment, indicating that critical pressure and temperature decreases as the pore
width becomes narrower. For a given pore width, the shift in critical pressure
is larger than the shift in critical pressure, implying that Eq. (2.11) may not be
appropriate in describing the shift in critical properties for such systems.

In this work, the saturated pressure of the vapor phase, obtained from the
GEMC NVT simulation data, is used as the primary variable to solve for sat-
urated densities of vapor and liquid phases using different forms of EOS. The
density phase diagram at different pore widths are presented in Fig. 2. Polylines
with circles denote bulk values extracted from the National Institute Standards
and Technology database website [57]. The evenly spaced polylines with circles
denote results obtained from the GEMC NVT simulation. It is observed that
the phase envelop is suppressed in the confined space. Compared to the bulk
values at the same temperature, the saturated vapor density increases mean-
while the saturated liquid density is reduced. Solutions from the EPR-EOS,
as denoted by the evenly spaced polylines with triangles, appear to capture the
shift of critical temperature as they approach the reference data near the critical
point.

To quantify the differences between solutions of EOS and the reference data,
deviations are computed and results are presented in Fig. 3. Results obtained
from solutions of EPR-EOS show that deviations of liquid phase are more pro-
nounced than those of vapor phase across the investigated pore widths. It is

worth noting that below the critical point, the two phases, i.e., vapor and lig-

16



uid, are considered to exist at different pressures separated by the capillary
pressure in confined spaces. The saturated vapor pressure is used to solve for
saturated densities of vapor and liquid phases simultaneously. This may lead
to relatively large deviations for the liquid phase. In addition, for a given pore
width, deviations of the liquid phase decrease as temperature increases. This
effect is especially noticeable near the critical point for pore width of 5nm and
3nm. This observation may be attributed to the fact that the pressure difference
between vapor and liquid phases becomes less pronounced as temperature in-
creases. At critical point, capillary pressure vanishes and the saturated pressure

of the vapor phase match that of the liquid phase.

3.2. Formulation

We propose a region-dependent view, in which parameter 8 has the following

expression:
5” -7y, in the two-phase region,
cr
8= (3.1)
5" , otherwise,
cr

where «y is introduced to account for the existence of capillary pressure in the
two-phase region. On the other hand, capillary pressure does not exist outside
the two-phase region. Under such a condition, 8 is used to correct the critical
pressure only; it is computed as the ratio of the shift of the critical pressure over
that of the critical temperature based on the reference data. As aforementioned,
inside the two-phase region, the deviation of liquid phase density appears to

depend on the reduced temperature. Motivated by this observation, we propose

17



the following expression for ~:
v = m(TT‘_TCT‘)7 (32)

where m is a coefficient determined by benchmarking solutions of mEPR-EOS
against the reference data. It is noted that as T — T., T, — T, and in the
limiting case:

lim ~v=1. (3.3)

Tr—Ter
Eq. (3.3) implies that near the critical point, value of v approaches unity, and
therefore, § is continuous across the entire region.

Through investigations with different values of m, we find that solutions
of mEPR-~-EOS obtained with m = 1.38 best fit the reference data. As shown
in Fig. 2, solutions from the mEPR-EOS follow the reference data for both
vapor and liquid phases closely across the investigated cases. In fact, compared

to EPR-EOS, the use of mEPR-EOS reudces the overall error from 19.42% to

5.87%.
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Figure 1: Shift of critical properties versus pore width.
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Figure 2: Comparison of density phase diagram using different methods. Pore width is given

by (a) 5nm, (b) 3nm, and (c) 2nm.
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4. Results and Discussions

4.1. Sensitivity Analysis

In general, methane is stored in unconventional reservoirs at temperatures
higher than its critical point. Therefore, single phase (gas) or supercritical
fluid flow dominate transport in such systems. As such, we start this section by
presenting the impact of confinement on the density of methane at temperatures
higher than T,,. Two values of temperature, i.e., T = 229K and 298K, are
investigated. In each case, values of density are obtained by solving the mEPR-
EOS with confined systems of different pore widths.

Fig. 4 shows the density of methane versus pressure at bulk condition and
under confinement. It is observed that at small pressures, differences between
the bulk density data and solutions from mEPR-EOS are insignificant. At larger
pressures, however, density curves start to diverge. At a relatively large pres-
sure, densities under confinement are smaller than that of the bulk data, and
an additional confinement leads to a larger reduction of densities. Moreover,
given the same pressure, a decrease of density caused by confinement is more
prominent at a lower temperature (i.e., 229K in Fig. 4a) due to weaker inter-
molecular interactions. These observations indicate that density is more likely
to be influenced by confinement effects in a system with lower temperatures and

higher pressures.
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Figure 4: Density of methane at different confined systems. System temperature is given by

(a) 229K, and (b) 298K.

4.2. Methane Flow in Slit Nanopores

In this section, we couple mEPR-EOS with MRT-LBM to study the effects
of confinement on transport. Flow is simulated in a two-dimensional slit pore
driven by a constant external force, and periodic boundary condition is applied
in the streamwise direction. Simulation domain is discretized by a uniform
lattice with a resolution of 0.1nm/lu. The mesh size is given by 101 x N,,, where
Ny is the number of grid depending on the pore width, which is given by 51,
31, and 21 for H = 5nm, 3nm, and 2nm, respectively. The system temperature
is fixed at 298K, and two values of pressure are investigated: 0.5M Pa and

2.0Mpa.

4.2.1. Adsorption Behavior
Unlike the bulk fluid, the spatial density distribution of methane inside the

slit pore is not homogeneous due to interactions between fluids and walls. Den-
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sity near the wall is higher than that in the middle of the pore. The adsorptive
strength (Gry) is determined by matching the density ratio, defined as the ratio
of density located near the wall and at the centerline of the pore, obtained us-
ing LBM with that from MD simulation at the same pressure and temperature.
Here density profiles from the work by Yu et al. [17] are used as references -
see Fig. 5. As shown, half (the left part) of the density profile is presented due
to symmetry. The position is nondimensionalized such that the location of the
highest density value is equal to —1.0. It is observed that predictions from LBM
follow those obtained from MD simulation.

To gain more insight into coupling of EOS and adsorption behavior, PR-EOS
is also incorporated into the LBM and the corresponding Gy, is determined
based on the density ratio from reference data. Fig. 6 shows comparisons of
absolute values of the adsorptive strength; given the same pore width and EOS,
|Gtw| is larger at P = 2M Pa than P = 0.5M Pa due to a higher density ratio.
Moreover, in systems with identical pressures, |Ggy| is larger in the case where
mEPR-EOS is used. This is because incorporating mEPR-EOS leads to stronger
adsorptive forces between particles than PR-EOS. Therefore, to obtain the same
density ratio, |Ggy| needs to be increased to enhance the interactions between

particles and walls.

4.2.2. Transport Characteristics
The steady-state velocity profiles obtained from LBM simulations, in which
PR-EOS and mEPR-EOS are coupled independently, are presented in Fig. 7.

Incorporating mEPR-EOS leads to a significant reduction of velocity compared
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Figure 5: Density profiles of methane in slit pores. System pressure is given by (a) 0.5M Pa,

and (b) 2.0M Pa.

3.5
,,,,,, B
300 g T T T T T e .
250 )
o O S)
20}

S —© -PR-EOS (0.5MPa)
> - B -mEPR-EOS (0.5MPa)
~ 15t --©-PR-EOS (2.0MPa)
--B8--mEPR-EOS (2.0MPa)
1.0¢
B--—-——-" e -0
R B -
05¢F
0.0 -
2 3 5

pore size (nm)

Figure 6: Comparison of absolute value of adsorptive strength in different systems.

24



to that of PR-EOS due to stronger interparticle forces. In addition, velocity
profile obtained from the use of mEPR-EOS exhibits a smaller curvature, indi-
cating that coupling mEPR-EOS may lead to a larger fluid viscosity compared
to PR-EOS.

The velocity profile partially reveals the flow characteristics: the parabolic
velocity profile is attributed to the viscous flow, and the nonzero velocity near
the wall is caused by the Knudsen diffusion. In spite of that, the transport
mechanism is not fully revealed due to nonuniform distribution of density in the
direction perpendicular to the mean flow. Therefore, mass flux, defined as the
product of velocity and density, is used to further investigate transport. Fig. 8a
shows mass flux profiles in different systems using mEPR-EOS. In Fig. 8a, the
profile shape is no longer parabolic; mass flux near the wall is higher than that in
the bulk region, which is referred to as surface diffusion. To better understand
the interplay of different transport mechanisms on mass flux, contribution from
each component is quantified given a mass flux profile. An example is shown in
Fig. 8b, where the mass flux profile is extracted from the result of H = 2nm
and P = 2M Pa.

Fig. 9 shows the mass flux contributions from three transport mechanisms.
Under relatively low pressure (P = 0.5M Pa), Knudsen diffusion is the primary
transport mechanism due to frequent collisions between molecules and walls.
Contribution from Knudsen diffusion is insensitive to pore size. It is also ob-
served that contribution from surface diffusion decreases as the pore widens.

As a result, the ratio of viscous flow increases and exceeds that of the surface
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diffusion. On the other hand, in systems with P = 2.0M Pa, an increase of
pore size leads to a larger contribution from viscous flow while contributions of

surface and Knudsen diffusion diminish.
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Figure 7: Velocity profiles of methane in slit nanopores with different pore widths. System

pressure is given by (a) 0.5M Pa, and (b) 2.0M Pa.
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Figure 8: Mass flux profiles of methane in slit nanopores. (a) Comparison of mass flux profiles
at different pressure and pore width, and (b) schematic of mass flux ratio from different

transport mechanisms.
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Figure 9: Mass flux contributions from different transport mechanisms. System pressure is

given by (a) 0.5M Pa, and (b) 2.0M Pa.

5. Conclusion

In this work, a modified extension of PR-EOS is developed to describe phase
behavior of methane in confined nanopores. This modified formulation, referred
to as mEPR-EQOS, is motivated and guided by data from a series of MD simula-
tion runs using the GEMC NVT method [41]. This data (reference data) include
the shift of critical properties and the saturated phase density. Similar to a prior
extension to PR-EOS (EPR-EOS) [45], the shift of critical temperature under
confinement is taken into account by modifying the parameter associated with
attractive forces in the PR-EOS. In terms of the shift of critical pressure, a
phase region-dependent parameter is proposed. This parameter is treated as a
constant outside the two-phase region; its value is determined based on the shift

of critical pressure from the reference data. In two-phase region, this param-
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eter is expressed as a product of that constant and a temperature dependent
coefficient, which is introduced to account for the existence of capillary pres-
sure between vapor and liquid phases. To verify the proposed formulation, we
compare numerical solutions of EPR-EOS and mEPR-EOS with the reference
data that describe the saturated phase density at different pore sizes. Results
show that mEPR-EOS outperforms EPR-EOS and it follows the reference data
closely.

The proposed mEPR-EOQOS is incorporated in MRT-LBM to study the impact
of confined phase behavior on transport in slit nanopores. A combined half-way
bounce back and specular reflection is used to capture the slip velocity. Interac-
tions between fluid particles, as well as fluid particles and walls, are incorporated
in the form of external forces. The adsorptive strength between fluid particles
and walls is determined based on the density profile from MD simulation re-
sults. Results indicate that values of the adsorptive strength is affected by the
form of EOS: the use of mEPR-EOS leads to a larger absolute value than that
of using PR-EOS. This is due to stronger interactions between fluid particles
under confinement. In addition, compared to PR-EOS, mEPR-EOS results in
smaller fluid velocities. The transport characteristics are investigated based on
the mass flue profile by quantifying contributions from different transport mech-
anisms, namely viscous flow, Knudsen diffusion, and surface diffusion. In the
system under a relatively low pressure (P = 0.5M Pa), transport appears to
be dominated by Knudsen diffusion: the contribution from Knudsen diffusion

is approximately 70% across different pore widths. Under a higher pressure
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(P = 2.0M Pa), the relative influence of various flow mechanisms is affected by
the pore size. The contribution from viscous flow increases as the pore widens
while the influence of the other two mechanisms diminishes. This observation
indicates that pressure plays an important role in determining the impact of

pore size on transport characteristics in confined systems.
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