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Opportunities for Reconfigurable Computing in HPC

Sandia researchers are engaged in exploring new architectures for use in our high performance computing (HPC)
platforms. One notable research effort explores field programmable gate arrays (FPGAs). Our initial findings were
striking — over the 6 year period from 1997 to 2003, the peak double precision floating-point performance of FPGAs grew
at a rate of 4.5X every two years. This was much faster than the 2X every 18 months that microprocessors were
experiencing. FPGAs were obtaining performance improvements from transistor density, architecture improvements, and
clock rate improvements, where microprocessors were only obtaining improvements from clock rate. Our earliest
publication of these results has been widely cited and spawned a broad interest in traditional scientific applications that
require double precision floating-point arithmetic.
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An FPGA is a programmable hardware device that is typically used to replace Application
Specific Integrated Circuits (ASICs) for applications that have relatively small hardware
requirements or for applications with more complicated hardware requirements, but lower
i ! chip volumes. An example of an FPGA is shown in Figure 1. The field of reconfigurable
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computing uses FPGAs for computing purposes (typically attached to a more conventional

microprocessor). Over the past two decades, reconfigurable computing has shown

’_é remarkable promise for fields that do not use floating-point arithmetic; however, Sandia was
the first to demonstrate their viability for applications that require floating-point arithmetic.
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g propose using FPGAs to accelerate library calls (e.g. FFT), but our recent research has
demonstrated that traditional library calls would not be sufficient for typical scientific applications. In contrast, a non-
blocking interface could be used to deliver more performance than a competing microprocessor (Figure 2). Contrary to
popular belief, we also found that the latency between a microprocessor and the attached FPGA is generally irrelevant,
but the bandwidth is the dominating factor for scientific computing. The results indicated that it was possible to accelerate
important routines, but the high bandwidth connection between the microprocessor and the FPGA would be a very
aggressive design point.

While FPGAs have interesting potential for future HPC platforms, they still face major challenges. For example, Los
Alamos has found that current FPGAs dramatically

decrease the reliability of large scale systems due to their 3500 |- meDﬂ;o'nElgiﬂﬂg ]
inability to tolerate soft errors. In addition, FPGA based O G eleck e
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systems are notoriously difficult to program and 3000 |- £
applications for FPGA systems have very low portability.
Because of our group's experience with traditional HPC
systems (e.g. CPlant and then Red Storm), we have
taken an active role in emphasizing the critical nature of
reliability, portability, and programmability to the research
and vendor communities. As part of an effort to address
many of these challenges, Keith Underwood currently
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serves as the vice president of OpenFPGA — a new 1000 T 1
organization who'’s core mission includes creating

standards to enable portability in FPGA systems and that 0r ]
provides a key interface between the user and vendor

communities. o128 25|6 51|2 10I24 2048
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