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Abstract

This tutorial originates from experiences gained from grappling with large simulations on
DOE/ASC systems. This tutorial will provide foundations for users of and support personnel for
capability class simulations, anticipating the issues that they are likely to encounter as they
embark upon pushing new frontiers in high-end computing (HEC). It provides guidance in
planning and executing simulations that use the major portion of the resources on a large system
and suggests ways to maximize their chances for success while expending less effort. Tutorial
attendees will learn tips, techniques, and best practices for running very large capability
simulations on thousands of processors; lessons that are directly applicable to managing
simulation of any size!

Overview

As systems and simulations have grown over the past 10 years, we have come to realize that
there is a body of knowledge about running applications that is (i) normally learned from
experience and (ii) could usefully be codified and transmitted to newer users of the systems.
From our vantage point of using (Daly, Rajan) or administering (Ballance) some of the largest
systems on the Top500 list, we have assembled a tutorial that will transmit some of our
knowledge and experience.

One problem with this tutorial is that, at present, the working set of analysts is small. Not many
people have multi-terascale systems available, and the type of work we do is specialized even for
that. For example, Google has lots of CPUs, but uses them very differently. What makes the
capability domain unique is that we are working with large coupled calculations, meaning that if
one part of the calculation stops then everything else has to stop and start over again. Add to that
the requirement to provide multiple runs, and the issues scale by another order of magnitude.

Our audience consists of programmers, analysts, computational scientists, HPC system
administrators and user support staff. While many of these users are not yet running jobs that use
thousands of processors, run for weeks of compute time, or generate terabytes of data, they will
be doing so soon. Working efficiently and effectively on large platforms will become a critical
job skill.



An important aspect of running simulations —data and metadata management— will be stressed.
Often these simulations require multiple restarts before completion.Strategies for maximizing the
‘application availability’ and integration of huge volumes of data, in the context of still evolving
robust file systems will be discussed. Another focus of this tutorial is to consider the full cycle of
model generation, execution and post-processing, with new, large, models that have never been
run before. Individual jobs are no longer the unit of workload on capability systems. Instead, we
frequently see users running packages of jobs that involve multiple run of multiple applications,
often for long periods of wall time. Managing the package becomes essential. Each of the
workshop presenters has confronted, and successfully solved this problem, but in different ways.
Our various points of view add to the depth of presentation.

This tutorial is intended for intermediate to advanced HPC users, who are familiar with parallel
applications and use of high-end compute systems. The overall profile is 20% introductory, 50%
intermediate, and 30% advanced. We expect that attendees will have experience running
moderate to large-scale parallel applications on clusters or other HPC machines. At the end of
the day, the attendees will leave with a greater appreciation of the problem, and numerous tips,
ideas, and pointers that can be immediately applied in their current work environments.

The workshop authors work closely together, communicate frequently, and are not expecting
major difficulties in merging their materials.

Outline

1) Introductions (5 min)
2) Capability class simulation as defined by ASC program managers (15 minutes)
a) Large processor counts
b) Long runtimes
c) Huge datasets
d) Multiple runs within a study: the work-package
3) Capability class systems and unique features (40 minutes)
a) Example Systems
ASC Red Storm
ASC Purple
BG/L
b) System elements
Lightweight-kernels
File Systems
Programming Models
Usage Models
Program development tools
RAS
4) Steps in bringing up and testing Capability class systems (20 minutes)
a) Network tests
b) Hardware tests
c) File system tests
d) RAS Metrics

BREAK (15 minutes)



5) Environments where System Reliability and Availability Affect Performance (30 minutes)
a) Defining application throughput: system performance from the application's perspective
b) Monitoring and measuring: assessing the impact of system interrupts on application
throughput
c) Automated job control: keeping the application moving forward despite interrupts
d) Shifting paradigms: ideas for further improving application throughput
6) Experience with supporting large capability simulations (15 minutes)
a) Interaction with analysts
b) Interaction with code developers
c) Preparation and checklist for capability simulation
d) Scaling Studies on Red Storm and Purple
e) The Red Storm 7x benchmark suite; management tools and metadata for managing large
studies
7) System support issues (15 minutes)
a) Logging and metadata
b) Getting the most from the peopleware; interaction with the sysops
c) Getting the most from the scheduler: queuing hacks, restarts, and pushing it through
8) Successes and difficulties encountered (15 minutes)
a) Sandia Capability class simulation movies
b) I/O optimization
¢) Data movement
d) Visualization of large petabyte class data and challenges

9) Wrap-up (10 minutes)
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