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EXCUTIVE SUMMARY

The U.S. Department of Energy Office of Spent Fuel Waste Disposition (SFWD) established in fiscal year
2010 (FY10) the Spent Fuel Waste Science & Technology (SFWST) Program (formerly the Used Fuel
Disposition Campaign - UFDC) program to conduct the research and development (R&D) activities related
to storage, transportation and disposal of used nuclear fuel and high level nuclear waste. The Mission of
the SFWST is:

To identify alternatives and conduct scientific research and technology development to
enable storage, transportation and disposal of used nuclear fuel and wastes generated by
existing and future nuclear fuel cycles.

The work package of Crystalline Disposal R&D directly supports the following SFWST objectives:

e Develop a fundamental understanding of disposal system performance in a range of environments
for potential wastes that could arise from future nuclear fuel cycle alternatives through theory,
simulation, testing, and experimentation.

e Develop a computational modeling capability for the performance of storage and disposal options
for a range of fuel cycle alternatives, evolving from generic models to more robust models of
performance assessment.

The objective of the Crystalline Disposal R&D work packages is to advance our understanding of long-
term disposal of used fuel in crystalline rocks and to develop necessary experimental and computational
capabilities to evaluate various disposal concepts in such media. Specifically, FY20 work aims to:
e Assist the geologic disposal safety assessment (GDSA) team to develop a robust repository
performance assessment model.
e Provide the GDSA with a basic “minimal” set of process models and model feeds to support the
GDSA near-term goal.
e Develop basis for process modeling that enables streamlined integration with system modeling
resulting in feeds to GDSA.
e Consolidate model parameter data, especially thermodynamic data, to ensure more consistent usage
of the data across the project.
e With the existence of different approaches taken by various researchers there is a need to
understand how well the models are developed in terms of pedigree and rigor.
e Fully leverage international collaborations for data collection and model development and
validation.
e Closely collaborate with other work packages, especially those on disposal in argillite and
engineered barrier system design.

Significant progress has been made in FY20 in both experimental and modeling arenas in evaluation of
used fuel disposal in crystalline rocks, especially in model demonstration using field data. The work covers
a wide range of research topics identified in the R&D plan. The major accomplishments are summarized
below:

o Discrete Fracture Network Model Development: Many model-based studies assume fractures to
be smooth planes. However, real-world fractures are known to have rough surface asperities. We
accounted for fracture roughness by assuming textures with different connectivity structure and
investigate how this impacts transport behavior. We demonstrated that this type of fracture
roughness could control important features of flow and waterborne mass transport. We also
investigated the relative impact of advective transport compared to retention due to matrix
diffusion. Flow and solute transport through low-permeability fractured media at short time scales
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is generally determined by fractures and the interconnected networks that they form. However, at
longer time scales, matrix diffusion, where solutes are exchanged between flowing regions
(fractures) and non-flowing regions (matrix) via molecular diffusion, also influences solute
transport. A long-standing question in this area of research is the relative impact of matrix diffusion
on power-law scaling in the tails of the solute transport breakthrough curve, which are observed in
field and laboratory experiments. While classical theory requires that matrix diffusion produces a
decay rate of time t2, deviations have also been observed. We address this question through the
development of a new theory that elucidates how interactions between two critical physical
processes (advection and matrix diffusion) can produce either the classical -3/2 decay rate or
alternative decay rates based on two dimensionless parameters. Our theoretical predictions were
validated against particle tracking simulations using a high-fidelity three-dimensional discrete
fracture network simulator.

Understanding bentonite swelling behaviors and colloid stability: We addressed uncertainties
related to bentonite behavior under disturbances, such as high temperature or swelling induced by
changes in groundwater ionic strength and to understand the implications for colloid-facilitated
transport of radionuclides. Column experiments were designed to test the effects of temperature on
bentonite mineralogy and electrochemical properties. In the first experiment, bentonite spiked with
137Cs was heated for 2 weeks at 200°C prior to making a dilute colloid solution to inject through a
series of analcime columns. Another experiment involved injecting a similar colloid solution
through a granodiorite column heated in-situ to 200°C. The results suggest that morphological and
mineralogical changes to the bentonite occur, potentially increasing its sorption capacity. By
contrast, elevated temperatures also reduce the repulsive force between colloids, lowering their
stability. The colloid concentration of the solution eluting through the columns heated to 200°C
dropped by roughly half, indicating that colloids are less stable at high temperature. The zeta
potential and average diameter of the colloids, however, showed minimal changes from the
increased temperature. A new method was also developed to quantify the anisotropy of bentonite
swelling in order to inform bentonite swelling and erosion models. Solutions of variable ionic
strength were introduced to pressed bentonite pellets, and images were taken over time through a
microscope. The swelling rate and circularity were quantified at set time steps to relate anisotropy
to swelling rate as predicted by simulations.

Rock testing capability development: We have developed a high pressure (up to 10,000 psi), high
temperature (up to 200°C) triaxial loading system to enable long-term (days to months) laboratory
experiments of flow simultaneously on multiple core samples under temperature, mechanical, and
chemically controlled conditions. We also used the system for permeability measurements of
granite samples obtained from the Grimsel Underground Research Laboratory.

In-situ evaluation of transmissive fractures: Lawrence Berkeley National Laboratory (LBNL)
conducted in-situ transmissive fracture testing in collaboration with the Collisional Orogeny in the
Scandinavian Caledonides (COSC) scientific team. The research activities were conducted using
the COSC-1 borehole as a testbed to evaluate the hydrology of a crystalline basement environment.
This research is aimed at providing insights on the problem of nuclear waste disposal in crystalline
formations. In June of 2019, the LBNL team deployed a unique borehole monitoring tool, called
Step-rate Injection Method for Fracture In-situ Properties (SIMFIP), to measure real-time 3D
mechanical deformation of rock within three intervals of the COSC-1 borehole. The following field
tests were carried out: pressure buildup tests, pressure falloff tests, and constant flow rate tests for
each of the three intervals. Two approaches were used to evaluate the stress conditions: an inversion
of the displacement data, and a fully coupled numerical simulation of fracture stimulation and fluid
flow using the distinct element code 3DEC. These analyses provided insights into the stress state
for the borehole intervals, as well as how the fractures responded to hydraulic stimulation.
Laboratory and modeling investigations were conducted on COSC-1 core samples that correspond
with the borehole intervals tested in the field.
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o Model validation for fluid flow and transport in fractured rocks: Updated modeling analyses were
conducted on DECOVALEX Task C inflow and recovery simulations. The inflow simulations
included a study of boundary conditions related to domain size by comparing inflow results for the
base case domain (200 m x 300 m x 200 m) with that of a much larger domain (1386 m x 1486 m
x 806 m). The comparisons were done for all ten fracture realizations. Pressure distribution
simulation results for one of the realizations show that the site-scale domain exhibited boundary
effects while the larger domain had no such effects. As a result, the inflow results for the 10
realizations using the larger domain show significantly reduced values compared to the base case
domain. Thus, the inflow is better predicted with the larger domain. Updated simulations were also
conducted to model water-filling of the plugged CTD and resulting pressure recovery. For the
analysis the base case domain with domain size of 200 m x 300 m x 200 m was used. The 10
upscaled fracture realizations were used to provide permeability and porosity distributions.
Simulation results were compared with project experimental data. The results show that pressure
predictions of many of the 10 realizations closely match the experimental data at the observation
points in 12MI33. Reasonable results were also obtained for predictions of chloride concentrations
at most of the observation points. For this study upscaling of DFN to a continuum grid was
conducted using the Oda method. The Oda method is an efficient geometric method to calculate
grid block permeability without the use of flow simulations. However, it relies on well-connected
fracture networks and thus tends to over-predict grid block permeability. In this work the Oda
method was used to study the effect of grid block size on flow and transport. Simulations have
shown that results are highly dependent on grid lock size.

o Fuel Matrix Degradation Model Parameterization: Electrochemical experiments were conducted
to quantify the corrosion rates of the four most abundant alloys that make up the internal
components of a typical spent fuel waste package (316 stainless steel, carbon steel, and aluminum
alloy and Zircaloy-4) at several pH values and chloride concentrations. These rates were used to
determine the amount of hydrogen gas generated during anoxic corrosion and to parameterize a
prototype in-package chemistry (IPC) model that has been integrated with the fuel matrix
degradation (FMD) model. The combined model provides spent fuel degradation rates over a range
of Eh, pH and chemical conditions relevant for argillite and crystalline rock repository
environments. This combined model was developed by coupling the FMD model with the reactive
transport code X1t, which is a module within the Geochemist’s Workbench (GWB) software
package. The reactive transport model was used to calculate the amount of H» produced and
accumulated within a breached waste package due to the corrosion of stainless steel, carbon steel,
aluminum alloys and Zircaloy based on the corrosion rates measured in the experiments. The
environmental dependencies of in-package alloy corrosion rates must be taken into account in the
FMD model to represent the range of conditions that can occur in a breached waste package.
Instantaneous alloy corrosion rates and environmental dependencies (Eh, pH, Cl, T) are needed to
calculate the spent fuel degradation rates used to define the radionuclide source term in a repository
system performance assessment. The electrochemical measurements of alloy corrosion rates
provide values and dependencies on T, Eh, pH, and Cl™ conditions that are needed for source term
model parameterization and validation for carbon steel and aluminum alloy, which corrode
actively, and for 316 stainless steel and Zircaly-4, which passivate.

o Waste package material development: Corrosion-resistant waste packages constitute a key
component of a multiple barrier system for waste isolation. Metallic copper has been proposed as
an outer layer material for a waste package. However, a concern has been raised regarding potential
copper corrosion induced by hydrogen sulfides in a reducing disposal environment. We here
demonstrate that lead/lead-alloy materials could be an excellent alternative material for waste
package outer layers, owing to their corrosion resistance (especially to hydrogen sulfide attack) and
radiation-shielding capability. Our long-term corrosion experiments show that lead is passivated
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by its corrosion products, cerussite (PbCOs) and tarnowitzite (Ca,Pb)COs, in carbonate-bearing
groundwaters, because of the formation of a dense surface layer of corrosion products and the low
solubility of the corrosion products. With its low solubility (<10°° mol kg!), cerussite is more
favored to form over galena (PbS) in a typical disposal environment; thus, the issue of sulfide-
induced metal corrosion as related to copper can be completely eliminated. If needed, the carbonate
concentration in a repository can be conditioned with carbonate materials such as calcite or
hydromagnesite to ensure cerussite precipitation. Furthermore, using lead/lead alloy will provide
excellent radiation shielding for waste package transportation and repository operation.
Enhancement of bentonite thermal conductivity: In high-level radioactive waste disposal, a heat-
generating waste canister is generally encased with a layer of bentonite-based buffer material acting
as an engineered barrier to limit water percolation and radionuclide release. The low thermal
conductivity of bentonite (~ 0.5 W/mK) combined with a high thermal loading waste package may
result in a high surface temperature on the package that can potentially impact the structural
integrity of the package itself as well as the surrounding buffer material. We showed that the
thermal conductivity of bentonite could be effectively enhanced by embedding copper meshes
across the buffer layer to form fully connected high heat conduction pathways. A simple calculation
based on Rayleigh’s model indicates that a thermal conductivity value of 5 W/mK required for
effective heat dissipation can be achieved simply by adding ~ 1 v % of copper meshes into
bentonite. As a result, the peak surface temperature on a large waste package such as a dual-purpose
canister can be reduced by up to 300 °C, thus significantly reducing the surface storage time for
waste cooling and therefore the overall cost for direct disposal of such waste packages. Because
of the ensured full thermal percolation across the buffer layer, copper meshes turn out to be much
more effective than any other materials currently suggested (such as graphene or graphite) in
enhancing thermal conductivity of buffer material. Furthermore, the embedded copper meshes will
help reinforce the mechanical strength of the buffer material, thus preventing the material from a
potential erosion by an intrusion of dilute groundwater.

Understanding radionuclide incorporation into corrosion products: The incorporation of
radionuclides into corrosion phases may limit the rate of radionuclide release by sequestering a
portion of the radionuclide source term. We performed a literature review on Se and Tc interactions
with various Fe minerals to identify the most critical radionuclides and data gaps associated with
radionuclide interaction with corrosion products. We synthesized ferrihydrite with various amounts
of Pu(IV) (3000, 1000 and 400 ppm) following either a coprecipitation or sorption process and then
subsequently used this material to crystallize goethite. We performed extended x-ray absorption
fine structure (EXAFS) spectroscopy, transmission electron microscopy (TEM) and acid leaching
analysis to elucidate the nature of plutonium association with ferrihydrite and goethite. Our results
show that variations in synthetic routes have impacts on the nature of Pu associated with both the
ferrihydrite precursor and the ferrihydrite recrystallization product (goethite). When a Pu
containing solution is added to a ferrihydrite mineral (sorption route), a fraction of the Pu
precipitates as PuO, nanoparticles and the remaining Pu fraction forms a complex on the mineral
surface. After hydrothermal alteration to goethite, the PuO»-like nanoparticles are preserved while
a fraction of Pu is still present as a surface adsorbed species on the goethite mineral surface. There
is evidence that this adsorbed species is more weakly bound to goethite than to ferrihydrite, as
evidenced by a decrease in the number of Pu-Fe scatters identified in the respective sample. This
observation suggests that Pu adsorbed to ferrihydrite may be mobilized during the recrystallization
processes. The analysis of the supernatant after hydrothermal alteration of ferrihydrite to goethite
showed a small increase in Pu concentration confirming that some Pu re-mobilization occurs during
the mineral recrystallization process. However, when ferrihydrite is precipitated directly from a
solution containing Fe and Pu (coprecipitation route), no PuO»-like nanoparticles are observed.
Although it is difficult to identify the exact nature of Pu in the sample due to a high degree of
disorder, there is evidence that Pu is strongly bound to the ferrihydrite solids through a combination
of adsorption and/or coprecipitation as evidenced by the high number of Pu-Fe scatters. A fraction
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of Pu could coprecipitate with ferrihydrite and/or form a polynuclear inner sphere complex. The
EXAFS data show that the Pu binding site changes significantly during ferrihydrite recrystallization
to goethite, indicating that Pu is mobilized during hydrothermal alteration. However, only a small
fraction of Pu in the highest Pu concentration sample is remobilized to form PuO. In the lower
concentration goethite samples Pu is strongly sorbed (either coprecipitated and/or adsorbed as inner
sphere complex) to the goethite as evidenced by the high number of Pu-Fe scatters, and PuO; is not
observed. The acid leaching results support this conclusion by showing that less Pu is accessible to
leaching in goethite formed via coprecipitation process, compared to the goethite formed via the
sorption process. These observations confirm that that the nature of Pu associated with the mineral
will affects the leachability of Pu from the solids. In addition, Pu-doped magnetite was synthesized
to study in an anaerobic glovebox to study the coprecipitation of magnetite with plutonium.
Analysis of the supernatant after 30 days of oxidation experiments showed that less than 1% Pu is
released to solution during 30-days oxidation, suggesting that Pu associates strongly to magnetite
and is retained upon exposure to oxidative conditions.

o Thermodynamic database development and international collaboration: In FY20, we focused on
our long-term commitment to engaging our partners in international nuclear waste repository
research. This includes participation in the Nuclear Energy Agency Thermochemical Database
Project, thermodynamic database collaborations, and surface complexation model international
collaborations. Work is in progress to produce a software tool to add new species and to produce
enhanced data files for reactive transport codes relevant to the SFWST Generic Disposal System
Assessment (GDSA) efforts. The tool is built around the SUPCRT data base as amended by Chen
Zhu and co-workers (SUPCRTBL). The code is meant to be used by someone wanting to add new
data to SUPCRT and ensure that it is internally consistent with the existing data. The code will
produce a new version of the data file needed to run any of several reactive transport codes.
Currently we plan to produce files for PHREEQC, EQ3/6, and GWB. Additional file configurations
can be readily added to support the GDSA efforts. Furthermore, our code can readily be modified
to use data files other than SUCPRT as the starting database. In particular, this code will be
applicable to the modified SUPCRT code under development in the Argillite work package and for
use in the US SFWST Generic Disposal System Assessment (GDSA) efforts. A key goal is to
facilitate the integration of US SFWST thermodynamic database development with international
thermodynamic database compilations (e.g. the NEA-TDB radiochemical thermodynamic data).

e Understanding smectite-to-illite transformation. In order to predict how well a bentonite barrier
will function over time at repository relevant temperatures for heat generating waste, it is important
to understand thermal alteration effects on smectite, a main constituent of bentonite. One type of
thermal alteration is the conversion of smectite to illite (illitization) when exposed to elevated
temperatures and a sufficient amount of potassium ions, thereby weakening barrier functions.
Laboratory studies have tried to reproduce the transformation under a wide variety of conditions.
However, the conditions were based on efforts to replicate natural earth processes. To facilitate the
conversion of smectite to illite, illitization experiments on less than 2 pum fractions of Na-rich and
K-exchanged smectite clay were performed within hydrothermal reaction vessels over one-week,
two-week, two-month, and four-month timescales. The clay was exposed to hydrothermal
conditions with various liquid to solid ratios at 200°C. Multiple analysis techniques were used to
characterize the altered clay and identify extent of conversion, including XRD, XRF, surface area,
and morphology changes by SEM; this section reports findings solely provided by XRD. The pore-
water chemistry was also analyzed by ICP-OES to detect any dissolved products such as silica
content. Results suggest the conversion rate is relatively fast and is dependent not only on the
amount of K, but also dissolved silica concentration related to total solid in solution (liquid to solid
ratio).
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In the next five years, the disposal research will continue to focus on process model development and model
implementation in a GDSA framework for different generic reference cases. At the end of the five years, it
is anticipated that a GDSA model developed will contain a sufficiently detailed representation of relevant
process models and thus can be used for sensitivity analyses and programmatic prioritization.

The crystalline R&D thrust area has a significant focus on opportunities to improve model representations
of the most significant processes to repository performance. Buffer erosion is a good example of an instance
in which a new mechanistic representation can be developed, building on work that has already been done
in Europe. Hydrologic properties of the EDZ represent another opportunity for improved representation.
Flow and transport in fractures, including matrix diffusion, are an ongoing focus. Overall, modeling a
repository in crystalline rocks involves more issues than other rock types, so there is a continued need for
more crystalline R&D activities over the next five years.

Crystalline R&D thrust areas cover a wide range of topics. Primary among these is the continued
development of a crystalline media model that can be input to the GDSA PA system framework. In the
near-term, i.e. the next two years, model development associated with this activity will be aimed at
providing a minimal set of process models and model feeds to the GDSA PA. Modeling of fluid flow and
transport in fractured crystalline media will continue to be a thrust area in the next five years. We will
continue to focus on model capability demonstrations using actual field data obtained from international
collaborations. Systematic investigations of the potential effects of fracture geometry and distribution on
fracture connectivity and hydrologic permeability will continue. Potential implications to site selection and
characterization will be explored over the next five years.

The interaction between the crystalline host rock and the EBS has been an important research thrust in the
crystalline area and will continue to be so in the coming five years. Engineered buffer materials in the EBS
are an important component for waste isolation in a crystalline repository. The performance of various
candidate buffer materials under a range of disposal conditions will be investigated over the next five years.
The development of a new generation of buffer materials that can be tailored to various disposal
environments for effective waste isolation is a significant thrust. Molecular modeling and experimental
testing will be used to understand radionuclide interactions with newly developed buffer materials or
corrosion products of EBS components. The aim of this modeling is the development of a continuum model
used to simulate fluid flow and transport in the EBS as materials degrade. Such a model will be used to
evaluate the efficacy of new buffer materials and EBS design options.

International collaborations have been, and will continue to be, a significant aspect of the crystalline
research area over the next five years. These activities include continued participation in DECOVALEX
as well as other international geologic disposal research programs. Collating and analyzing data from
international URL’s will be a continued activity in the crystalline area over the next five years.
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1. GOAL AND OUTLINE

The U.S. Department of Energy Office of Spent Fuel Waste Disposition (SFWD) established in fiscal year
2010 (FY10) the Spent Fuel Waste Science & Technology (SFWST) Program (formerly the Used Fuel
Disposition Campaign) program to conduct the research and development (R&D) activities related to
storage, transportation and disposal of used nuclear fuel and high level nuclear waste. The Mission of the
SFWST is:

To identify alternatives and conduct scientific research and technology development to enable
storage, transportation and disposal of used nuclear fuel and wastes generated by existing and
future nuclear fuel cycles.

The work package of Crystalline Disposal R&D directly supports the following SFWST objectives:

e Develop a fundamental understanding of disposal system performance in a range of environments
for potential wastes that could arise from future nuclear fuel cycle alternatives through theory,
simulation, testing, and experimentation.

e Develop a computational modeling capability for the performance of storage and disposal options
for a range of fuel cycle alternatives, evolving from generic models to more robust models of
performance assessment.

The objective of the Crystalline Disposal R&D control account is to advance our understanding of long-
term disposal of used fuel in crystalline rocks and to develop necessary experimental and computational
capabilities to evaluate various disposal concepts in such media. The main research topics identified for
this control account are summarized in a research plan developed by Wang et al. (2014). FY20 work is
aims to:
e Assist the geologic disposal safety assessment (GDSA) team to develop a robust repository
performance assessment model.
e Provide the GDSA with a basic “minimal” set of process models and model feeds to support the
GDSA near-term goal.
e Develop basis for process modeling that enables streamlined integration with system modeling
resulting in feeds to GDSA.
e Consolidate model parameter data, especially thermodynamic data, to ensure more consistent usage
of the data across the project.
e With the existence of different approaches taken by various researchers there is a need to
understand how well the models are developed in terms of pedigree and rigor.
o Fully leverage international collaborations for data collection and model development and
validation.
e Closely collaborate with other work packages, especially those on disposal in argillite and
engineered barrier system design.

The FY20 work continues to focus on: (1) better characterization and understanding of fractured media and
fluid flow and transport in such media, and (2) designing effective engineered barrier systems (EBS) for
waste isolation.
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Figure 1.1. Integration of laboratory experiments, field tests and process model development to support a
generic safety case analysis for deep geologic nuclear waste disposal in crystalline rocks.

The FY20 work for the Crystalline Disposal R&D work packages covers the following research topics:

e Parameterization of the fuel matrix degradation model (FMDM). Account for the effect of
metal corrosion (jointed with argillite work package).
o Understand and quantify radionuclide interactions with corrosion products, especially Pu
sorption and incorporation into magnetite and green rust.
e Understand and quantify bentonite erosion and colloid generation and their impact on
radionuclide transport.
e Understand fluid flows in low-permeability media, e.g., gas migration in water-saturated
compacted bentonite materials.
e Continue development of new-generation buffer materials/waste package materials;
understand thermal limits of buffer materials
e Continue development of the discrete fracture network (DFN) model; especially develop a
reduced order model for GDSA.
e Continue development and demonstration of a workflow for field data synthesis and flow
modeling in fractured media.
e Develop geophysical and well-testing techniques and laboratory rock testing capabilities for
characterizing fractures and inflows; reduce the uncertainties of key flow parameters in the
excavation disturbed zone (EDZ).
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This report summarizes work accomplished in FY19 for the Crystalline Disposal R&D control account.
The report is outlined as follows, covering topics from near-field waste form degradation, to engineered
barrier material performance, and finally to far-field flow and transport:

Chapter 2 documents the development of long-term laboratory EDZ characterization testing
capability (LBNL).

Chapter 3 documents a borehole testing technique for in-situ characterization of transmissive
fractures in crystalline rocks (LBNL).

Chapter 4 presents a continued effort on discrete fracture network model development and
applications (LANL).

Chapter 5 focuses on clay swelling, alteration and stability in alkaline solutions at elevated
temperatures (LANL).

Chapter 6 updates the work of using a continuum fracture model (CFM) to simulate fluid flow and
transport at Japanese Mizunami site (SNL).

Chapter 7 focuses the parameterization of fuel matrix degradation model. The work documented is
a jointed effort between the Crystalline and the Argillite Work Packages (ANL).

Chapter 8 proposes a concept of using lead or lead alloys as an outer layer package material (SNL).
Chapter 9 proposes a concept of using copper wires or meshes to enhance bentonite thermal
conductivity (SNL).

Chapter 10 documents the work on the incorporation of radionuclides into corrosion products
(LLNL).

Chapter 11 updates the on-going effort on thermodynamic database development (LLNL)
Chapter 12 documents the experimental study of smectite-to-illite transformation (SNL).

Chapter 13 provides an overall summary of FY20 accomplishment for Crystalline Disposal R&D
control account.

The results documented in this report represents the major portion of the work conducted in FY20 for the
Crystalline Disposal R&D work packages but not all the work. The work not reported includes the
development of a new generation of buffer materials. Either being at an early stage of data synthesis or due
to a concern with intellectual properties, the related work will be reported later as it becomes appropriate
for public release.

1.1

References

Wang Y. et al., (2014) Used Fuel Disposal in Crystalline Rocks: Status and FY14 Progress, FCRD-UFD-
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2. LONG-TERM LABORATORY EDZ CHARACTERIZATION TESTING
CAPABILITY DEVELOPMENT

2.1. Introduction

The strength and failure of rock is time dependent (Lajtai et al., 1991). The strength, geophysical, and
hydrological properties of the rock surrounding the tunnel will change with time, affecting the evolution of
Excavation Damaged Zone (EDZ), which may lead to a tunnel collapse (Bieniawski, 1989). After the
emplacement of a bentonite backfill, the microcrack growth within EDZ is impacted by a number of factors
including stress, temperature, water activity, capillary processes, chemistry, and mineralogy, which exhibit
time-dependent, complex interaction. Understanding these processes and predicting the long-term
performance of the rock surrounding a drift tunnel is critical for ensuring the safe storage of spent nuclear
fuel and wastes.

In FY20, we have continued the development of a dedicated laboratory method to conduct long-term (days
to months), temperature-controlled (up to ~200°C) flow, mechanical, and chemical experiments
simultaneously on multiple core-scale samples. Preliminary laboratory tests were used to characterize some
fundamental properties (i.e., porosity and permeability) of granite core samples obtained from the Grimsel
URL, Switzerland. Later in FY20, we will also conduct experiments to investigate (1) a time-dependent
failure of rock subjected to a constant stress (i.e., static fatigue or creep experiment), and (2) a loading-rate
dependent strength and its impact on the failure mode (i.e., ductile vs. brittle), both under the influence of
elevated temperature, and, particularly, of the fluid chemistry. Additionally, we will conduct post-
experiment characterization of the rock samples, which will include determination of the impact of long-
term loading on changes in the acoustic (seismic) properties, and to evaluate the feasibility of using
geophysical techniques to monitor in-sifu rock property changes.

2.2 Designing and construction of a dual-sample triaxial rock testing system

In this section, we will describe the key components of the fabricated test system, including (1) the pressure
vessels and a load frame, (2) hydraulic plumbing and a stress control system, (3) a temperature control
system, and (4) strain measurement system.

2.21 Test system

The baseline characteristics of the developed test system are:

e Tested rock core size is 3.8 cm in diameter and up to 10 cm in length,

e Confining pressure is up to 10,000 psi (~70 MPa),

o Axial stress is up to ~29,000 psi (200 MPa),

e Temperature is up to 200°C, and

e Two core samples can be tested simultaneously.
The schematic of the design of the test system is presented in Figure 2-1a. Figures 2-1c shows fabricated
end plugs with a Viton jacket (TEMCO/CoreLab, OK) used for holding the core samples. A 3.8 cm diameter
core with a maximum length of 10 cm is jacketed in a Viton sleeve, and the interfaces between the core
plug and the top piston plug and also the bottom pedestal are sealed by the jacket. The core sample, jacket,
top and bottom end plugs are housed in a cylindrical Grade-23 titanium hull (Figure 2-1b). A previously
fabricated loading frame (Figure 2-1b) is used to apply and control the axial stress.
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a. Design drawing b. Single unit of assembled system  c. Top and bottom end plugs with
jacketed cores

Figure 2-1. (a) A schematic of the high temperature triaxial test system. This system (excluding
plumbing for axial and confining stress fluids and pore fluid flow) has the following main parts: a
confining cell consisting of Grade-23 titanium hull (shell), flanges, end plugs, and an external loading
frame. A hydraulic ram (jack) is used to apply axial stress to the sample in the vessel. (b) The photos
of assembled single unit of the vessel along with the load frame and the hydraulic rams, and (c) the
fabricated top and bottom end plugs held together with a Viton jacket holding a core sample.

2.2.2 Hydraulic plumbing and stress control

The confining stress and axial stress of each unit of the dual rock testing
system are controlled independently by units of high-pressure (up to
12,000 psi [83 MPa]), and two-cylinder syringe pumps (Vindum
Engineering VP-12K-SS) (Figure 2-2). The two cylinders of these
pumps can be operated independently and can be refilled automatically
with a minimal impact from pressure and volume perturbations during
valve operation, which cannot be avoided for recharging fluids. Because
we anticipate that the elastomeric (typically Viton) part of the heated
sections of the test system degrades quickly when exposed to hot water
at temperature above 150 °C, we plan to use silicone oil as the confining
fluid, and hydraulic oil in the hydraulic ram. In order to avoid
contamination of the syringe pumps with oils, we have installed a series
of transfer cylinders so that the oil pressure and flow can be controlled
using water in the syringe pumps.

Figure 2-2. The high-

pressure syringe pumps used
Figure 2-3a shows a schematic of the hydraulic plumbing, which  for confining and axial stress

includes (1) a control and data acquisition system, (2) a front fluid  ¢ontrol.
control panel, and (3) a load frame and pressure vessels. Using two dual-
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cylinder Vindum pumps, the confining and axial stress for each unit can be controlled independently. After
preparation, the pumps can be controlled and the pressure, volume and a pumping rate are monitored
remotely through a PC using a designated software. The front fluid control panel was assembled using
stainless steel tubing rated at 12,000 to 60,000 psi to satisfy the test pressure requirement. High-pressure
valves and fittings were used at a rated pressure of 60,000 psi from High-Pressure Equipment (HiP) parts,
which provide secure pressure connections minimizing leakage. The panel consists of four high-pressure
transfer cylinders for using oils (silicone and hydraulic) to control confining and axial stress. The upstream
of each cylinder is connected to a pressure relief value set at 9,500 psi in case of over pressurization. The
downstream of each cylinder is connected to a fluid reservoir via a 3-way coupling with a valve, so that the
fluid depleted during initial setup and during a loading test can be refilled. During the test, the valve is
closed to disconnect the fluid reservoirs (ambient pressure) from the rest of the system. The downstream of
each cylinder is also connected to either the hydraulic ram (for axial stress) or the pressure vessel (for
confining stress), depending on its function. To prevent over pressurization, we also implemented four
pressure relief values at the upstream of each hydraulic ram and pressure vessel. Figure 2-3b shows a
photograph of the system.

Front control Load frame and pressure

=
=
L]

i
if

Control
1
]
i
]
]

™ o — Plastic tubing
= HiP tubiing
----- Electrical wine

Figure 2-3. A schematic (a) and a photo (b) of the hydraulic plumbing system for the core-scale rock
tests.
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2.2.3 Temperature control

The temperature of the pressure vessels will be controlled using four rings of mica band heaters
(Marathon/Western Thermal MISC 503-3) with fiberglass insulation. Both internal and external
temperature of the pressure vessel will be monitored and controlled using temperature regulators. While
the pressure vessel can be heated up to 200°C through the mica band heater, the bottom hydraulic ram
requires the temperature not exceeding 40°C, because of possible seal damage. We adopted a cooling
circulation bath with a U-shape cold plate to maintain a low surface temperature of the hydraulic ram.
Figure 2-4 presents the temperature control system, both for heating the vessel and for cooling the bottom
hydraulic ram (the yellow block). A proper heating insulation is required to maintain a high temperature
difference, high mechanical strength, and to fit into the frame aperture without making the test assembly
mechanically unstable.

Connected to a conling circulation bath

Figure 2-4. A temperature control system that includes two mica band heaters, U-shape cooling plates
connected to a water circulation bath (chiller), a Grade-5 Titanium rod for thermal insulation between the
vessel and the cooling plate. The symbols (a), (b) and (c) mark the locations of later-mentioned
temperature measurement in which the heating band temperature was controlled at a range of
temperatures up to 100°C.

After an extensive survey of the mechanic and thermal properties of different materials, we selected a high-
strength Grade-5 Titanium rod (2’’diameter) for heat insulation. The grade 5 titanium has a high mechanical
strength (120,000 psi yield strength), and a low thermal conductivity at 7.2 W/m-K. The thickness of the
rod was designed based on the heat load and the thermal impedance of the cold plate + circulation system.

The heat load Q induced is calculated via

Q = kATA/H (2-1)
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where k is the thermal conductivity (7.2 W/m-K), AT=160 K is the temperature difference, A=0.002 m?
and H are the surface area and thickness of the insulation block, respectively. The thermal impedance is the
sum of the thermal resistance of a material. For the cold plate, it was calculated by the following equation:

0 = (Tax — Tout) * (A,/Q) (2-2)

where T, ,,=40°C is the maximum desired surface temperature of the cold plate, A'=3.27x103 m? (5.0625
inch?) is the surface area, and T, is temperature of water leaving the cold plate, which is calculated as

Tout = Tin + p:%p (2-3)
where Tj, is the water temperature at the inlet of the cold plate, which will be marinated at 15° C by the
fluid circulated by the cooling bath, p, v and C,, are water density (1 g/cm’), circulation rate (maximum at
350 mL/s) and specific heat (4.2 J/g-°C). Combining Eqs. (2-2) and (2-3), we were able to calculate the
impedance () and plot its relationship with the thickness (H) of the insulation block. Figures 2-5a and b
show the calculated relationships of heat load and thermal impedance vs. block thickness.
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Figure 2-5. The relationship of heat load (a) and thermal impedance (b) vs. the insulation block thickness
calculated from Eq. (2-1) and (2-2).

The calculated thermal impedance shown in Figure 2-5b can then be compared with the thermal impedance
vs. water circulation rate for different cold plates shown in Figure 2-6. Any plate could be adopted only
when its plots is below the thermal impedance required from Figure 2-5b. We selected the CP10 2-pass
plate, which meets the performance requirement only when the thermal impedance in Figure 2-7b is higher
than 2 °C- in¥/W, and the block thickness is >0.04 m. Note that our cooling bath has a maximum circulation
rate of 5.5 gallons/min, which will ensure satisfying the performance requirement because the characteristic
curve for CP10 2-PASS in Figure 2-6 decreases with increasing water circulation rate. After this analysis,
a 0.05 m thick Grade-5 Ti block was used for thermal insulation between the heated high-pressure vessel
and the cold plate.

To verify the performance of the actual system experimentally, we turned on the mica heater bands and
maintained the temperature of the gap between the bands and vessel surface constant up to 100°C. Three
thermocouple sensors were installed at different locations: (a) on the surface of the top piston plug, (b) at
the bottom of the vessel, but above the insulation block, and (c) beneath the cold plate on the surface of the
hydraulic ram. Figure 2-7 displays steady-state temperature measured by the three thermocouple sensors at
a range of elevated temperatures. Note that the temperature on the hydraulic ram surface was successfully
kept as low at 18°C, even when the heating temperature was increased to 100°C. We can reduce the
temperature further if necessary by lowering the chiller temperature (e.g., from the current 15 to 4°C) to
ensure the surface temperature of the hydraulic ram is maintained below 40°C when heating temperature is
increased to 200°C. We will also adopt the same method for thermal insulation between the loading frame
and the top piston plug, although the required insulation performance is not as strong as the bottom
interface.
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Figure 2-6. The diagram of thermal impedance vs. water circulation rate showing the capability of the

cooling plate from https://www.boydcorp.com/thermal/liquid-cooling/liquid-cold-plates.html (Note we
adopted the CP10 2-pass mode).
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Figure 2-7. The temperature changes monitored at different locations of the vessel vs. the heating
temperature. The locations of thermocouple senor (a), (b) and (c) are shown in Figure 2-4.

2.2.4 Strain measurements

The axial strain of the sample will be measured using a high-precision Linear Variable Differential
Transformer (LVDT) sensor (RDP Electrosense, PA) at a resolution of 0.001% of the full scale (i.e., 0.1
micron over a +/-1 cm range) (Figure 2-8a). Note that each pressure vessel is also equipped with 20
electrical feedthroughs (five Kemlon 16-B-02924-00 4-pin PMS connectors) (Figure 2-8b) for internal
sensor installment. For example, these sensors include temperature sensors and strain gages for
circumferential strain measurement, giving extendable capability of the system if more monitoring is
needed. All these sensors were connected to a data acquisition box (16 measurement channels and 2 analog


https://www.boydcorp.com/thermal/liquid-cooling/liquid-cold-plates.html

Spent Fuel Disposition in Crystalline Rocks
10 June 2019

and record the measurements together with the pump volume and pressure data, using a software for
operating the Vindum syringe pumps.

Figure 2-8. (a) The LVDT sensor emplaced on the top piston plug of the vessel for axial strain
measurement. (b) The five feedthrough ports at the bottom pedestal that allow for maximum 20 electrical
feedthroughs. The ports can be modified and fabricated for other sensing purpose. (c¢) The data accusation
box for simultaneous external data monitoring along with Vindum pump control and monitoring.

2.3 Sample preparation

We obtained two large disk (slab) samples from the Grimsel URL. The sampling location, shown in Figure
2-9a, is BK cavern, where the formation rock is highly fractured (Bossart and Mazuret, 1991). The borehole
(drill bit diameter of 300 mm) was drilled with a plunge azimuth of 178° (almost N-S trending) and was
slightly upward plunging (Figure 2-9b). The provided two rock disks were cut from the original large core
at drilling depths of 0 to 10 cm and 250 to 257 cm from the wall surface (Figure 2-9b). The rock showed
strong foliation and coarse grains up to ~1 cm in size (Figure 2-9c¢).

Ten rock core samples (with a diameter of 3.8 cm and a maximum length of 10 cm) were extracted from
one of the slabs, perpendicular to the borehole drilling direction, and the coring direction is parallel to the
vertical, maximum principal stress (Figure 2-10). The end faces of eight cores were sawn flat, and grounded
smooth along with the sides. The fresh cut surfaces present clear foliations that are parallel to the long axis
of the cores. Extra caution was taken to ensure that the two end surfaces were perpendicular to the sides as
closely as possible. The machined cores were characterized for bulk density, porosity, and permeability.
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Figure 2-9. (a) The sampling site (marked by the red dot) at the Grimsel Test Site, (b) the photo of the
drilling large rock blocks at the tunnel wall, and (c) photographs of large field cores (slabs) obtained from
Grimsel URL (Courtesy of Kober Florian, NAGRA).

Figure 2-10. (a) Photograph of the coring operation of the rock slab from the side in the vertical direction.
The slab was cut into two pieces (marked by T and B for top and bottom in (b) and (c)) along the white
dotted box, leaving a rectangular piece in the middle. (b), (c) also show the clear foliations parallel to the
long axis of the cores. (d) and (e) present the ten cores fabricated at 3.8 cm diameter and 5-10 cm long.
The blue arrows in (b) and (c) mark the drilling direction at the field site.
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2.4 Porosity and permeability measurements

The laboratory testing system was used to determine the porosity and permeability of the granite samples.
The rock cores were first oven dried and weighed for dry mass, then submerged under water and connected
to vacuum at -101 kPa. We vacuum-saturated the samples at different length of time, with an aim to fully
saturate the samples by comparing the mass change vs. vacuum time. Figure 2-11 shows the porosity
calculated from the volume of each core sample and mass change (by weighing) after vacuuming for 3 and
6 hours. Note the small variations of porosity measured from vacuuming of 3 and 6 hours (<0.021%). After
6 hours of vacuuming, the porosity of the eight core samples varies from 0.5% to 0.6%, similar to the
measurements from Keusen et al. (1989).

Before the permeability tests, a series of leakage tests was conducted on the lab system. The system,
excluding the pressure vessels, was filled by water in the hydraulic lines and presurized to 2,000 psi by the
Vindum pumps, and the pressure was held constant for 3 days. The volume changes of the pumps were
monitored to quantify any leakage of the system. Over the 3 days, the volumes of the four pump cylinders
(two for confining stress control and two for axial stress control) fluctuated from -0.018 mL to 0.044 mL
relative to the initial value, with no continuous decrease in volume observed. This indicates a good hydraulic
sealing of the system and the small volume variations (espectially for the negative changes) may due to
room daily temperature changes. The high pressure vessels were pressure tested to check for leakage. This
was conducted independently by the manufacturer/vendor (Vindum Engineering Inc.) before the vessels
were delivered to the lab.
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Figure 2-11. The porosity calculated for core samples based on the results of saturation under vacuum for
3 and 6 hours.

After the leakage test, the lab system was used to conduct permeability measurements on Samples T2 and
T3 (with the same length of 8.4 cm) under room temperature and without axial loading (see Figure 2-3b).
Water-saturated cores, jacketed with a Viton sleeve and assembled together with end plugs, were emplaced
into vessel shells. The remaining space of the vessel chambers and the system pipelines was filled with the
deionized (DI) water. Finally, the confining pressure for both vessels was increased to 900 psi and held
constant. For Sample T2, stepwise constant flow rate water injection was performed, and the differential
pressure was measured along the core. An ambient pressure was maintained at the outlet of the core thus
the differential pressure equals to the injection pressure applied at the inlet. Figure 2-12 shows the measured
confining pressure and the differential pressure vs. injected water volume (PV refers to the pore volume) at
(a) 0.01 mL/min, (b) 0.0075 mL/min, (c) 0.005 ml/min, (d) 0.001 mL/min, and (e) 0.0005 mL/min. The
average differential pressures at the steady states were computed and are plotted against applied differential
pressure in Figure 2-14a. During the permeability tests (~1 week), the volume change was <0.1 mL in both
pumps providing constant confining pressure.
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For Sample T3, we first conducted the same constant-rate injection tests. However, the inlet pressure
showed a quick increase, and it then exceeded the confining pressure before reaching a steady state. When
the injection pressure exceeded the confining pressure, it could have created near-wall flow, leading to
overestimated permeability. Thus, instead of using the constant-rate injections, we performed constant-
pressure injection tests, and monitored the flow rate changes as a function of time. Figure 2-13 shows the
flow rate changes as a function of time at applied differential pressure of (a) 150 psi, (b) 300 psi, (c) 375
psi, (d) 450 psi, () 560 psi, and (f) 675 psi. These injection pressures were maintained lower than the
confining pressure to avoid any near-wall flow. The average flow rate at the steady state was also obtained
and plotted against applied differential pressure in Figure 2-14b.
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Figure 2-12. The confining pressure and differential pressure vs. injected water volume (PV refers to the
pore volume) in Sample T2 at (a) 0.01 mL/min, (b) 0.0075 mL/min, (c¢) 0.005 ml/min, (d) 0.001 mL/min
and (e) 0.0005 mL/min. The pressure data was recorded at every 5s. The confining pressure (marked by
the blue lines) was maintained constant at 900 psi in each test.
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Figure 2-13. The injection rate variations as a function of time at applied differential pressure of (a) 150
psi, (b) 300 psi, (c) 375 psi, (d) 450 psi, (e) 560 psi and (f) 675 psi. Both pressure and injection rate were

recorded at every 5s.
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Figure 2-14. The relationships of flow rate vs. differential pressure at the core inlet and outlet for
Samples T2 (a) and T3 (b). Note the pressure and flow rate data were converted to Pa and m*/s to
calculate permeability. Each data point was averaged over the stable different pressure and flow rate
shown in Figures 2-12 and 2-13.

Based on the linear relationship between the flow rate and the differential pressure, shown in Figure 2-14,
the flow process in cores can be described using Darcy’s law given by

Q A

AP ﬁ (2-4)

where k is absolute permeability (m?), A is the cross-section area of the core (m?), u and L refer to the water
viscosity at room temperature at 25 °C (0.00089 Pa-s) and sample length (m), respectively.

The permeability values calculated using Eq. (2-4) are 504.3 and 1.2 puD for Samples T2 and T3,
respectively. We compared our measurements with available data from K for Grimsel Granodiorite
Benchmark (KG?B) (David, 2018a, b), a collaborative benchmarking exercise for estimating the
permeability of Grimsel granodiorite. In KGB, 24 laboratories were involved in measuring permeability
of the rock under the same effective confining pressure (730 psi). The samples were obtained from a granite
and granodiorite tunnel in the Central Aar Massif in Switzerland. Along the tunnel, major damage zones
are located in meter-scale shear zones or widely spaced discontinuities caused by regional deformation.
Two cores of Grimsel granodiorite, each about 1 m in length and 85 mm in diameter, were retrieved at a
distance of 4—6 m from the tunnel wall of the Grimsel test site, far away from the EDZ. The cores were cut
into small blocks at lengths requested by each participant (between 2 and 10 cm). These cores showed
similar, visible grain shape and foliations parallel to the core axis (at an angle of about 20°-30°). From 35
independent measurements, an average permeability of 1.11 uD with a standard deviation of 0.57 uD was
obtained. This result is similar to the permeability of Sample T2.

Note that we conducted tests of samples that were obtained within the EDZ (~2.5 m away from the tunnel
wall). This may explain the unexpectedly high permeability measured for Sample T2. While both samples
were obtained from the same large host rock block (~30 c¢cm diameter), the two orders of magnitude
difference in permeability indicates pronounced heterogeneity, and potential open cracks/fractures in
Sample T2, which caused high permeability (although there is no visible crack/damage on the sample
surface). Also note that during the experiments, water flow direction is parallel to the foliations of both
samples (see Figure 2-10d) and the maximum principal stress, which would be the preferred orientation of
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tensile microcracks and fractures. We will conduct anisotropic seismic velocity measurements
independently to verify/compare any potential cracks/fractures in both samples. We will also produce thin
sections of the rock and conduct detailed examination of the microstructures and foliations under the
microscope. As an option, it may be informative to perform additional permeability tests and/or seismic
velocity measurements using cores collected in directions perpendicular to the foliations to characterize the
anisotropy.

2.5 Summary of the current status and plans for the remainder of FY20

We have developed a high pressure (up to 10,000 psi), high temperature (up to 200°C) triaxial loading
system to enable long-term (days to months) laboratory experiments of flow simultaneously on multiple
core samples under temperature, mechanical, and chemically controlled conditions. We also used the
system for permeability measurements of granite samples obtained from the Grimsel URL. We will conduct
additional tests to better understand the mechanical, chemical and microstructural properties of the rock.

We will conduct rate-dependent strength and creep tests of the samples for relatively long time (up to
weeks). Due to the COVID-19 pandemic and a shelter-in-place order, the originally planned creep tests
have been delayed. We will resume the experiments as soon as the access to the laboratory is permitted.

2.6 References

See Section 3.10.
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3. CHARACTERIZATION OF TRANSMISSIVE FRACTURES IN
CRYSTALLINE ROCKS

3.1 Introduction

Crystalline rocks are one of several potential geologic environments that have been considered for long
term disposal of nuclear waste due to their inherent low permeability (e.g., Witherspoon et al., 1981;
Bredehoeft and Maini, 1981). One key challenge in evaluating the safety case for crystalline rocks is that
fractures present within these rocks may serve as transmissive pathways for radionuclide transport (Cherry
et al., 2014). The 2019 update to the SFWST R&D roadmap identified that improved site characterization
techniques are needed for crystalline repository systems, especially to characterize fractures and their
hydrogeologic properties; such data are needed to develop accurate discrete fracture network (DFN) models
(e.g., Follin et al., 2014; Hadgu et al., 2017). Such DFN models have been also used to model fluid flow
for enhanced geothermal systems (Makedonska et al., 2020) and evaluate the potential for leakage from
geologic CO; sequestration sites (Chen et al., 2019).

Our team at LBNL has been collaborating with the Collisional Orogeny in the Scandinavian Caledonides
(COSC) scientific team to use the COSC-1 borehole as a testbed to evaluate fracture transmissivity within
a crystalline basement environment. This borehole, located in central Sweden, was drilled to a depth of 2.5
km, and encountered a sequence of high-grade metamorphic rocks, such as felsic gneisses, amphibolite
gneisses, calc-silicate gneisses, amphibolite, migmatites, and garnet mica schists, with discrete zones of
mylonite and microkarst (Lorenz et al., 2015). Our initial work focused on using Flowing Fluid Electrical
Conductivity (FFEC) logging to identify hydrologically transmissive fractures (e.g., Tsang et al., 2016;
Doughty et al., 2017) and to link these identified flow zones to potential correlative fractures observed in
image logs and core samples. During the 2019 field campaign (Guglielmi et al., 2019), we deployed the
Step-rate Injection Method for Fracture In-situ Properties (SIMFIP) tool (Guglielmi et al., 2013; 2015) to
test a suite of selected fractures within the COSC-1 borehole.

During the 2019 field study, we evaluated three different intervals within the COSC-1 borehole (Figure 3-
1): 1) a gently dipping transmissive fracture at a depth of ~505.9 m, which is subparallel to foliation; 2) a
steeply dipping cemented fracture located at a depth of ~515.1 m; and 3) an unfractured interval located at
a depth of 485.2 m. Our team was able to leverage previous detailed characterization of the core and
borehole, and use gamma log mapping to precisely locate the SIMFIP tool relative to the features that our
team selected for testing. The transmissive fracture is located in an interval that had been previously
identified as permeable by FFEC logging at ~506 m — three distinct fluid entry zones (at 504.6, 504.8 and
505.9 m depths) were identified using an in-situ conductivity probe (see Section 3.2). The other two zones
that were examined did not have measurable transmissivity based on previous FFEC logging runs. The goal
was to better characterize two distinct types of fractures (steeply dipping features and shallow dipping,
foliation parallel fractures) and to also determine fundamental rock properties, stress orientation, and Shuin
values by creating a hydrofracture within an intact section of the borehole and modeling the results of these
field tests (Sections 3.3-3.6). Our team obtained core samples that correspond with the tested depths for
more detailed characterization in the laboratory — the preliminary results of these tests are presented in
Section 3.7. Additional core characterization is planned, along with borehole televiewer logging of the
COSC-1 borehole in the tested intervals to obtain fracture orientation data from the stimulated features.
This field test represents the deepest borehole deployment of the SIMFIP tool (by a factor of 10) to date.
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Figure 3-1. Composite logs of the three depths of 485.2, 505.9, and 515.1 m studied with the SIMFIP in
the COSC-1 borehole during the 2019 field campaign. The left images represent core photos for each
section, along with the locations of the packers and clamps from the SIMFIP tool. The geometry of the
SIMFIP system (packers and clamps) is portrayed in Figure 3-2a. On the right, column A represents a suite
of gamma log runs taken (these were used to help register the depth of the tool precisely), column B shows
the magnetic susceptibility and rock density, column C shows the normalized conductivity values from
FFEC logging (with positive changes indicating more saline and conductive fluids from formation waters
being discharged into the dilute borehole), column D shows the unrolled core photographs along with
plotted variations in S contents (wt. %) of the core samples, column E depicts the acoustic televiewer log
image for the borehole interval (from Wenning et al., 2017), and column F depicts rock electrical resistivity
and self-potential log measurements. Data from Dessirier et al. (submitted).

3.2 Detection of Flowing Fractures with a Distributed Water Resistivity Probe
3.2.1 Instrument setup and measurement protocol

The conductivity probe is attached to the upper part of the SIMFIP probe (Figure 3-2a). It consists of an
array of 63 electrodes (originally 64) with 62 intervals of 10 cm each in between them, measuring electrical
resistivity at regular time intervals by applying a voltage that is compared with a voltage across a resistor
of known resistance (Figure 3-2b and c), hereby obtaining a continuous resistivity profile. An electrical
conductivity sensor (EC) was integrated into the gamma logging tool that was lowered into the borehole
together with the conductivity probe (Figure 3-2a). It provided actual conductivity measurements at a single
point immediately above the conductivity probe, allowing for comparison of the conductivity data and
transformation of the relative resistivity values of the probe into absolute conductivity values.
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Figure 3-2. (a) — Schematic diagram of the SIMFIP probe including the resistivity probe and the gamma
tool at the top (the gamma tool is used to localize the probe at depth). (b) - Concept of the resistivity
measurement at each interval (R2) relative to a known resistance (R1) in the probe’s control unit head. (c)
- The 6.2 m long, 63 electrode probe laid out in a calibration trough. (d) — Deployment configuration of
the resistivity measurement in the COSC-1 borehole (after Wenning et al., 2017).

The probe was deployed in the COSC borehole in order to profile the water resistivity between 502.87 and
509.07 m depth, a borehole interval where flowing fractures had previously been identified by FFEC
measurements. After the probe was set at the interval and left to measure the conductivity of the present
borehole fluid for a while in order to obtain a measurement baseline, freshwater from a nearby creek was
pumped into the borehole 7.6 m below the probe (Figure 3-2d; also indicated by blue arrow in Figure 3-
2a). In order to create a negative pressure gradient from the formation to the borehole, a shallow pump in
the borehole at a 75 m depth was activated to draw down the hydraulic head in the borehole (Figure 3-2d).
This was intended to stimulate flow of formation water out of flowing fractures into the borehole, where it
could be detected by the conductivity probe.

Figure 3-3a shows the applied pumping rates at both depths and the borehole water pressure measured at
the SIMFIP probe (Figure 3-2a for location of the pressure sensor in the probe). Freshwater injection below
the conductivity probe started at 12:19 on June 16, 2019. At 13:20, the shallow pump at a 75 m depth was
activated with a continuous pumping rate of 5 I/min. This operation introduced electric noise on the pressure
sensor. At 13:48, the rate of the shallow pump was increased to 10 1/min, and the freshwater injection below
the conductivity probe was ceased. At 15:01, the shallow pump achieved its maximum drawdown of 75 m
and was turned off for ~25 min. At 15:25, the shallow pump was turned back on with a flow rate of ~6
1/min, which was lowered to 4.5 1/min at 16:13 to maintain a constant drawdown of 75 m. The conductivity
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measurement was terminated at 16:08. Figure 3-3b is a schematic explanation of the water circulation
induced in the borehole by the two pumps. Borehole initial water (dark blue color in Figure 3-3b) was
replaced by fresh water (cyan blue color in Figure 3-3b) in a borehole interval much larger than the
measuring zone. A part of the water was pumped out of the borehole by the shallow pump, but another
significant part leaked in high permeability fractures intersecting the shallow borehole zone.
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Figure 3-3. (a) — Injection freshwater flowrate, pumped borehole water flowrate and water pressure
variations versus time; (b) — Water circulation in the borehole during the resistivity measurement.

3.2.2 Data processing

The raw data include a resistivity relative to a built-in resistor of SkOhm, with 0 representing a perfectly
conductive interval, and 1 representing a perfectly resistive interval between two contacts. Using the
absolute conductivity measurement from the gamma tool, the relative resistivity measurements of the
conductivity probe are transferred into absolute conductivity measurements in uS/cm. Variations of the
measured conductivity along the probe due to the uneven placement in the borehole were corrected using
baseline data collected prior to the test (when the probe was resting in an undisturbed column of water with
an assumingly homogeneous conductivity).

After obtaining a baseline-corrected absolute conductivity value for each interval at every point in time, the
data are analyzed along the time axis of the test (Figure 3-4). It can be seen that at the beginning at 12:53:29,
roughly 30 minutes after the start of the freshwater injection, the higher conductive formation water was
subsequently replaced by lower conductivity fresh water at each conductivity interval. However, at some
intervals, a slightly higher conductive signal persists (Figure 3-4) for a time after freshwater was injected
below, and before a large pressure gradient was caused by the shallow pump close to the surface. These
“anomalies” for each interval were compared to similar water resistivity signals at a given time, and
identified by previous FFEC tests and to borehole fracture locations observed on the acoustic logs (Figure
3-5).
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Figure 3-4. Borehole water absolute electrical conductivity variations with depth (vertical axis) and with
time (horizontal axis)

3.2.3 Interpretation

After the borehole water was replaced with freshwater, but before the shallow pump was turned on to draw
down the hydraulic head, a weak but consistent signal of persisting higher conductivities can be observed
at two to three distinct interval regions (Figure 3-4). This is believed to be due to the presence of flowing
fractures, allowing for a small inflow and diffusion of formation water into the borehole (Figure 3-3 and 3-
5). Unfortunately, when the shallow pump was turned on in order to create a negative pressure gradient
allowing for an increased inflow of formation water, it had the adverse effect of diminishing the signal.
When the flowrate was turned up, the anomalies almost vanished. This is believed to be caused by the much
stronger flow of freshwater past the probe, flushing the borehole completely with freshwater. However, the
initial signal picked in the low-flow regime could be very well correlated with data from previous borehole
logging, coring and FFEC measurements (Figure 3-5). Due to the high resolution of the distributed electrical
resistivity measurements, 2 to 3 flowing fractures could be located within the broader resistivity anomaly.
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Figure 3-5. Left — Acoustic log showing traces of natural fractures; Middle — Borehole water conductivity
variation with depth. The blue curve is the conductivity measured with the SIMFIP device. It is compared
to conductivity signals captured by a moving FFEC probe in previous studies (Tsang et al., 2016;
Doughty et al., 2017). There is a good correspondence of anomalies observed by the two methods. The
SIMFIP conductivity may eventually show details, characterized by two to three conductivity peaks
highlighting the possible existence of several flowing natural fractures. Right — Several fractures (denoted
by dashed lines in center column) are observed on borehole cores at depths matching the observed
conductivity anomalies.

3.3 In Situ Hydromechanical Testing of Fractures
3.3.1 Test setting and protocol
Three borehole intervals, each 2.41m long, have been tested:

- Test 1: An interval made of intact rock was selected between 484 and 486.4 m depth from the
acoustic log observation in the field. Cross-checking with cores showed afterwards that this interval
might be affected by two flat fractures at 484.9 and 486.2 m, with orientations roughly 247/13.
These fractures appear sub-parallel to foliation. One is between the SIMFIP clamps, one is below
the lower clamp.

- Test 2: Initially flowing fracture interval between 503.7 and 506.2 m depth. Flowing fractures were
identified using a water resistivity measurement (Section 3.2) at 504.6, 504.8 and 505.9 m,
respectively. This means that the two shallower fractures were between the SIMFIP clamps, while
the deepest one is below the lower clamp. Fractures are relatively flat, more or less parallel to the
foliation with dip direction and dip of 281/5 to 288/12, respectively.

- Test 3: Initially closed fracture between 513.9 and 516.3 m depth. No flow anomaly was observed
in this interval in previous FFEC studies. This is why it is defined as affected by initially closed
fractures, with one feature parallel to foliation (260-280/2-13) and the other representing a steeply
dipping mineralized fracture (110/59). All fractures are located between the SIMFIP clamps.

The instrument used for the injection tests is a SIMFIP borehole probe, which allows for simultaneous
measurements of fluid pressure and three-dimensional displacements at high frequency (Guglielmi et al.,
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2013; 2015). The injection interval is isolated in the open hole using two inflatable rubber packers, with
sliding sleeves straddled by a steel mandrel. A 0.49 m long and 0.1 m diameter pre-calibrated aluminum
cage located between the two packers is clamped onto the borehole wall. When clamped, the cage is
disconnected from the straddle packer system. As discontinuities intersected by the borehole interval are
deforming as a result of the fluid injection into the interval, the cage allows obtaining angle-dependent
strain measurements that are used to constrain the full three-dimensional displacement tensor and the three
rotations of the upper anchor of the cage relative to the lower anchor. The maximum displacement range of
the deformation cage is 0.7 and 3.5 mm in the axial and radial directions of the borehole, respectively, and
the accuracy is £ 5 x 10°® m. A compass set on the probe provides the orientation of measurements with
0.1° accuracy. Thus, in further analyses, the displacements can be rotated into a geographic reference frame.

The displacement data are continuously logged together with pump parameters (pressure and flow rate).
The pressure sensors allow for measurements over a pressure range from 0 to 20 MPa, with a 0.01 MPa
accuracy. The relation between the compliance of the probe and the elastic response of the borehole wall
was studied extensively through laboratory tests. It is shown that the device is ~10 times more compliant
than the rock, and that the orientation and magnitude of displacements below the stimulation pressure
strongly depends on the elastic anisotropy of the rock and on the coupling between the probe and the
borehole wall. In theory, there should be no SIMFIP response for a uniform inflation of the pressurized
interval in isotropic intact rock. In the field, the SIMFIP probe is capturing an elastic response, which
depends on the SIMFIP’s clamp compliance and clamping efficiency, orientation of the cage in the borehole
and on the borehole wall geological heterogeneity. These different effects are removed from the signal
during a pre-processing phase (see below). During each injection test, either the injection pressure or the
injection flowrate is controlled by a pump set at the surface. The sampling frequency is 500 Hz. To facilitate
analysis, the signal is down-sampled during pre-processing.

Packers were first inflated in order to seal the interval. Then, the displacement sensor was anchored to the
borehole wall. Figure 3-6 shows the hydraulic cycles applied in the interval during each of the three
performed tests. The protocol was practically the same for each interval:

- A pressure step-increase and step-decrease was first applied. Maximum pressure remained below
the fracking or the stimulation pressure. This can be seen when the pressure at each step was
constant. This cycle was used to (i) check the packers’ sealing efficiency, and (ii) to test the SIMFIP
clamping efficiency to the borehole wall. A linear relationship between the SIMFIP displacement
and the pressure was used to apply the compensation related to the SIMFIP-borehole system
mechanical response.

- The high-pressure stimulation cycles are then performed. The key idea is to produce a significant
fracture displacement that will be later used to estimate the fracture mechanical properties and the
state of stress. In the intact rock interval, this period corresponds to a succession of leak-off tests.
In the two other intervals, pressure is initially increased step-by-step until fracture opening begins.
Then, pressure is maintained for several minutes to grow the fracture away from the borehole
influence. The interval is then shut-in for several minutes and finally bled off.

- The controlled pressure cycle is the last hydraulic cycle. Once the interval is fractured, or once a
preexisting fracture is reactivated, this cycle’s objective is to characterize the fracture’s hydraulic
properties. Pressure is maintained constant at different step values by varying the injection flowrate.

Pressures up to about 16 MPa and 2 to 4 1/min injection flowrates were applied during the tests performed
in the COSC-1 borehole.
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Figure 3-6. Hydraulic stimulation protocols applied in (a) — Intact rock interval (detailed analysis of the
SRT test from 11:46 until 12:30 is shown in Figure 3-7), (b) — Initially flowing fractures interval (the
higher pressure cycle conducted between 16:18 and 16:45 is detailed in Figure 3-8) and (c) — Non-flowing
fractures interval (the fracture propagation period at 3.7 1/min injection flowrate from 20:42 to 21:11 is
detailed in Figure 3-9).

3.3.2 Test Results
3.3.2.1 Synthesis of the activation pressures

Figure 3-6 and Table 3-1 summarize the key parameters deduced from the analysis of the SIMFIP tests.
The breakdown pressures, which are the maximum pressures reached during the tests, vary from 12.5 to
16.15 MPa in the initially flowing fracture and intact rock interval, respectively. This pressure is considered



Spent Fuel Disposition in Crystalline Rocks

26 July 2020

as a rough estimation of the fracture initiation, which is known to start at lower pressure (Detournay et al.,
1997). The closed fracture interval displays an intermediate value of 13.79 MPa. The fracture propagation
pressure, which is the pressure at which fluid-induced rupture propagates in the fracture, is consistent
between all tests with values of 12.26 to 12.53 MPa. This pressure is picked at the end of the injection
period, just before shut-in (Figure 3-6). The fracture opening pressure (FOP) and the fracture closing
pressure (FCP) correspond to pressures when there is a sudden increase or decrease in the injection flowrate,
caused by a hydraulic opening or closing of the activated fracture, respectively. The FOP/FCP increase with
the depth of the tests with values of 9.25 MPa at Test 1 (485.2 m depth), about 11 MPa at Test 2 (506 m
depth) and 11.7 MPa at Test 3 (515 m depth). This would correspond to a vertical stress gradient steeper
than lithostatic, and this apparent depth-dependent variation may be locally perturbated around the activated
fractures. Overall, these key pressures values do not differ much between tests although stronger contrast
could have been expected due to the three contrasting interval geologies. Indeed, the fracture propagation
pressures (FPP) are very close regardless of whether the interval contains initially flowing fractures, no
flowing ones or intact rock. The FPP value is also close to what would be the expected vertical stress at the
depth of the tests given a 2700 to 2800 kg/m? rock density (Hedin et al., 2016). Thus, the contribution of
any rock or fracture strength to the FPP appears limited.

Table 3-1. Activated fractures, displacement modes and key activation pressures deduced from the three
SIMFIP tests in COSC-1 borehole. See displacement vectors in Figures 3-7 to 3-9.

Activated Fracture Displacement | Pressure Propagation FOP/FCP
Depth/dd/d vector Breakdown | Pressure
{m/degree/degree) or max.
(MPa) (MPa) {MPa)
1 - Intact 484.9/246.6/12.9 Opening AB 16.15 12.44 9.5
rock with shear increasing
with fracture growth
9.278
2 — Initial 505.9/288/12 Opening then shear AB 10.98/11.55
flowing at high Pressure BC
fracture CD
12.53 12.53
3—Closed 514.6/270/10 Mixed AB 13.79 11.7/11.51
Fracture 515.1/110/59 2 fractures could be CcD
activated DE 12.26

EF

3.3.2.2 Test 1 - “Intact Rock”

Figure 3-6a shows that fracturing of the intact rock interval was conducted in 4 successive leak-off tests
from 10:47 to 11:46 on June 18, 2019. It was followed by a pressure step-rate test from 11:46 until 12:30.
All tests roughly show the same type of borehole displacement-vs-pressure responses. We focus on the final
step rate test (SRT) test because, at this time, the rupture has propagated away from the borehole influence,
and is more reflective of the in-situ fracture hydromechanical response. Figures 3-7a and b show a drastic
change in the borehole displacements above 10MPa. It is the [AB] period from 12:03 to 12:10. It is about
IMPa above the FOP (Figure 3-7¢), and it corresponds to a sharp non-linear increase in the injection
flowrate. A large displacement offset remains when pressure is stepped down back to the initial borehole
pressure, highlighting that some irreversible fracture displacement was triggered. Figures 3-7c and d show
that this activation period is characterized by an upwards plunging 2 vector oriented NO°. In detail, similar
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displacement orientations of smaller magnitudes are detected immediately following FOP. If we consider
the e vector as representative of the opening of a mode 1 fracture, it should be parallel to the normal to the

fracture plane. This gives a ~0/50° average orientation of the fracture. Py vector is also compatible with the

opening with a reverse shear component of the 246/13 fracture observed on cores between the SIMFIP
anchors.
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Figure 3-7. Test 1 pressure-displacement signals during the pressure-step-rate stimulation (see Figure 3-
6a for location of this cycle in the entire test sequence). (a) — Pressure (light blue) and flowrate (dark
blue). (b) — Displacements oriented in geographic coordinates. (c) — Three- dimensional displacement
variation with time during the test. (d) — Stereographic lower hemisphere projection of T displacement

vector. (e) — Flowrate-vs-pressure curve (FOP is the Fracture Opening Pressure).

3.3.2.3 Test 2 — Initially Flowing Fracture

The initially flowing fractures were identified using a distributed water electrical conductivity probe test
deployed at the interval depth before setting the SIMFIP test (see Section 3.2). As mentioned earlier, three
flowing fractures were identified, two being between the SIMFIP anchors and one below. Displacements
measured during activation of these fractures showed a contraction of the SIMFIP sensor, only compatible
with the mechanical opening of the fracture located below the lower anchor. This test confirmed the initial
hydraulic opening of the interval fractures since transient pressure steps were observed starting at the low
pressures during the first pressure step rate cycle from 14:00 to 15:30 (Figure 3-6b). In Figure 3-8 we show
details of the higher-pressure cycle conducted between 16:18 and 16:45 (Figure 3-6b), that produced the
most significant borehole displacements. A large negative vertical displacement was observed while
pressure was increased (Figure 3-8a and b). Compared to the horizontal northern and western
displacements, which are relatively low, this shows that vertical movement is dominant and compatible
with the opening of the gently dipping 288/12 fracture located below the SIMFIP anchors. The displacement
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evolution is described by several vector directions rotating with time, and with the interval pressure (Figures
3-8c and d). During the fast pressure increase, vectors - and e show a sub-vertical displacement. The

fracture is mainly opening. When injection pressure gets to 12.3 to 12.5 MPa, there is a drastic reorientation
of the displacement vector characterized by a northern reverse movement on the fracture plane (Ez). After

initial opening, the activated fracture is thus slipping at high pressure. When injection is shut-in, the fracture
displays a mainly normal closing characterized by vector s which is collinear to o and e Figure 3-8e

shows no clear flowrate variation related to the fracture shearing period [BC], the sharp non-linear flowrate
increase being associated to the [OB] normal opening period. Thus, Test 2 highlights two contrasting
hydromechanical fracture responses: an initial normal opening at low to intermediate injection pressures
followed by shear at high pressures.
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Figure 3-8. Test 2 pressure-displacement signals during the high-pressure stimulation cycle (see Figure 3-
6b for location of this cycle in the entire test sequence): (a) Pressure (light blue) and flowrate (dark blue).
(b) Displacements oriented in geographic coordinates. (c) Three-dimensional displacement variation with
time during the test (the colored surface figures the initially flowing fracture plane). (d) Stereographic
lower hemisphere projection of displacement vectors. (e) Flowrate-vs-pressure curve.

3.3.24 Test 3 — Initially Closed Fracture

The initially closed fractures were stimulated by applying increments of increasing pressure steps from
20:25 to 20:42 on June 17, 2019, until a clear hydraulic opening was observed, characterized by a pressure
transient decay at the steps (Figure 3-6¢). Then, a constant 3.7 I/min injection flowrate was applied from
20:42 to 21:11 to propagate the rupture in the fracture. At 21:11, the interval was shut-in until 21:32, and
finally bled off. Figure 3-9 shows the hydromechanical response of the interval during the fracture
propagation period at 3.7 I/min injection flowrate from 20:42 to 21:11. During this period, the fracture
propagates away from the borehole’s stress influence. It is considered as the most relevant period for the
analysis of the in situ fracture’s response. Compared to the two other test intervals, the displacements
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display both a significant vertical and horizontal variation during the fracture propagation, highlighting
shearing of the borehole (Figures 3-9a and b) although there is not much offset at the end of the test.
Displacements evolve in a complex way, characterized by a general eastward and up-dip direction (Figures
3-9¢ and d), but with sharp reorientations in details. This highlights a much more complex interval
stimulation than was observed in the two other tests. It could relate to the activation of the two families of
fractures affecting the interval, respectively the 170/10 and 110/59 fractures both being between the SIMFIP
anchors. s and e vectors match well with the opening of the flat-lying 170/10 fracture. Reorientation to

C—B.and 2 best match with dilatant shear along the 110/59 fracture. Figure 3-9e shows that flowrate increase

is associated with the vertical displacement vectors, thus the normal opening of the flat-lying fracture. There
is no flowrate variation during shearing of the 110/59 fracture.
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Figure 3-9. Test 3 pressure-displacement signals during the high-pressure fracture propagation cycle (see
Figure 3-6¢ for location of this cycle in the entire test sequence). (a) Pressure (light blue) and flowrate
(dark blue). (b) — Displacements oriented in geographic coordinates. (c) Three-dimensional displacement
variation with time during the test. (d) Stereographic lower hemisphere projection of displacement
vectors. (e) Flowrate-vs-pressure curve.

3.3.2.5  Synthesis of the activation displacements

In all tests, displacements are characterized by a dominant vertical orientation. Horizontal displacements
are 1/4 to 1/10 the vertical ones in Test 3 and Tests 1&2, respectively. Displacement magnitudes are the
same between tests, of about 10 to 100 micrometers. There is a very good correspondence between the main
displacement variations and the hydraulic response to pressure stimulation. Figure 3-10 is a summary of
the observed fracture activation modes. In Tests 1 and 2, it is mainly normal opening of the parallel-to-
foliation fractures, with an irreversible slip component at the highest stimulation pressures. It is consistent
with these intervals’ geology consisting of foliation planes or flat-lying fractures. No clear new fracture
may have been created by the stimulations (although this will require additional checking from post-testing
image logging that should be conducted in June-July 2020 in the COSC-1 borehole). In Test 3, there is a
more complex activation story possibly caused by the two fractures affecting the interval. The opening of
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the flat-lying fracture competes with the reverse shearing of the steeply dipping 110/59 fracture. These two
fractures, which were observed to be closed on the corresponding core samples, opened in the field within
the same range of stimulation pressures as in the two other intervals. One possibility could be that in Test
3 and in Test 1, flat-lying fractures are closed but not sealed and can open under pressure. In Test 3, the in-
filling material of the 110/59 fracture may not add much strength to the fracture that reactivated.
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Figure 3-10. Fracture activation mechanisms deduced from in situ SIMFIP tests.

3.4

The stress state is computed following the protocols on dislocation analysis during fluid injection and its
application to stress inversion developed by Kakurina et al. (2019, and submitted). The protocol is based
on inverting the SIMFIP borehole displacements vectors that have been identified in Section 3.3. We only
consider the slip component of the displacement vector. The orientation of the vector together with the
orientations of potentially reactivated fractures in the interval is the starting point for estimating the stress
state from a single injection test. First, all possible reduced stress tensor solutions that fit the measured slip
are searched. Second, the normal and vertical stress are matched on the reactivated fracture into the reduced
stress ellipsoid. For the COSC-1 tests, the vertical stress was estimated by the weight of the overburden
considering a 2700 kg/m® density (within the range of values reported by Hedin et al., 2016). The stress
tensor is calculated using the orientation of the activated fractures in the intervals, their normal stress and
the slip on these fractures, triggered during the fluid injection (Tables 3-1 and 3-2). We assume that the
normal stress is equal to the fracture closing pressure (FCP) measured during the fluid injection (Section
3.3). We also assume that due to the vicinity of all the tests the slip may have triggered under the same
stress state (or under a close variation of the stress). Nevertheless, we also conducted stress estimation by
considering each test individually, in order to compare with the stress estimation from the three tests taken
together. The input data for the stress inversion are given in Table 3-2.

Stress Estimation from The Inversion of Displacement Data



Spent Fuel Disposition in Crystalline Rocks

July 2020 31

Table 3-2. Input data used for the stress inversion from the COSC-1 SIMFIP tests

Fault Slip nse (1 -
Test Dip Dip angle Dip Dip angle Sreevseersfe) FCP
dir. dir.
1 (intact) 247 13 348 -3 1 9.28
2 (open) 288 12 53 -7 1 11.55
3 (closed) 110 59 282 -59 1 11.51

Firstly, we search for the reduced stress tensors, i.¢., stress orientations (S1, S2 and S3) and stress ratio (R),
for which the angular misfit between measured and calculated slip orientations is the smallest. When
considering only one test at a time, there are several possible stress tensor solutions represented by the
multiple colored dots in Figures 3-11a, ¢ and e. The tensor’s orientation is consistent between tests. It
appears that all inversions display a sub-vertical o3 while o1 and 6, may shift to one another depending on
the tests. When the three tests are considered all together, there is only one solution of the reduced stress
tensor, which would have the angular misfit with all the measured slip of less than 10° (Figure 3-11g):

- 01=284.1/11.2 (red marker);
- 06,=14.9/4.2 (blue marker);

- 03=125.0/78.0 (green marker),
- R=0.2.

The absolute principal stress magnitudes g4, 0,, 03 are calculated by fitting the estimations of the fracture
normal stresses 0,1 and gy, into the stress ellipsoid defined by the reduced stress state. We considered the
normal stresses calculated on fractures 247/13 and 288/12, using equations below:

R = (0, — 03)/(01 — 03),
On1 = 1?0, + m?0, + nio;,
Onz = 1501 + mio, + n3o;,

where l;, my, nq and l,, m,, n, are the direction cosines of the normal components of the fractures with
respect to the principal stress axes.

When all tests are considered (Figure 3-11h), the magnitudes are oy = 11.82 MPa, g, = 9.77 MPa, g5 =
9.26 MPa, respectively. Other combinations of the normal stresses of the fractures do not give a solution.
When tests are taken separately, there is a strong variability of magnitudes between tests (Figures 3-11b, d
and f), some values looking unrealistic given the COSC-1 borehole regional context.
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Figure 3-11. Stress inversion from SIMFIP displacement vectors and key interval pressures. Upper row
shows the principal stresses orientation projected in a lower hemisphere stereogram (o1 are circles, 62 are
squares, 63 are diamonds, colors are stress magnitudes). Lower row shows the statistical variation of
principal stress magnitude for each single inversion solution.

When the three tests are considered, we get a reverse stress regime in good accordance with the slightly
reverse movements measured on all the activated fractures. Stress tensor horizontal stress orientation is in
reasonable accordance with the one deduced from borehole breakout analyses (Wenning et al., 2017). The
magnitude of the minimum principal stress appears lower than the weight of the overburden (which is about
13.8 MPa, considering a rock density of 2800 kg/m* at 500 m depth), which may look surprising. This
approach assumes a homogeneous and constant pore pressure inside a non-deformable activated fracture,
which results in an overestimation of the effective stress, and in an underestimation of the total normal
stress applied on the fracture. Since here most of the fractures are sub-horizontal, it may explain the
underestimated vertical stress.

Our approach gives an estimation of the potential full stress tensor (orientation and magnitude) taking
advantage of the borehole displacements and pressures measured during the SIMFIP tests. The magnitudes
of the principal stresses are close to each other, as it may be expected at the shallow depth of the tests. It is
interesting to see that the estimated tensor is consistent with the one estimated from borehole breakouts
(Wenning et al., 2017), observed at larger depths than the SIMFIP tests (below 600 m depth). It may show
that although weaker, the stress regime is still reverse in the shallow crust. The tests showed a strong
opening component of the stimulated fractures, which is not considered in our stress estimation, the slip
component being a minor component of the observed fracture movements in comparison. In the next
section, this stress tensor will be refined using a more exact numerical modeling of the tests.
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3.5 Fully Coupled Numerical Analysis of the Simfip In-Situ Tests
3.5.1 Numerical model setting

We developed three-dimensional models of fractures in the three borehole intervals using the distinct
element code 3DEC (Itasca Consulting Group, 2016). The code can be used to conduct fully coupled
hydromechanical analysis of the fracture movement induced by the injections. Compared to the stress
inversion approach (Section 3.4), the numerical modeling aims at studying the coupled hydromechanical
processes of fluid diffusion in the activated fractures. We are interested in exploring how adding downhole
displacement monitoring during a hydraulic stress test can help improve the fracture hydraulic conductivity
dependency on its activation mode. We use a fully coupled hydromechanical approach to better assess the
effects of the pore pressure profile evolution from the injection point into the stimulated fracture. The model
domain has side-lengths of 20 m and contains the fractures activated in each interval (Figure 3-12).

We assume that the complex opening of the fractures observed in the field corresponds to a fault rupture is
described by a generalized Coulomb failure criterion, including the possibility for failure in shear and in
tension. The elastic hydromechanical response of the fracture is also included in the numerical model.

Injection of fluid leads to a change of pressure and fluid flow in the stimulated fracture, and consequently,
to a change in stress over the fault surface and a change in aperture follow. It is assumed that the cubic law
(Witherspoon et al., 1980) can be used to describe fluid flow in the fault:

b3
Q= —%AP

where Q is the flow rate (m?/s), AP is the increment in fluid pressure (Pa), 4 is the viscosity of fluid (Pa.s),
w is the fault width (m), and b, is the hydraulic aperture (m), which is defined:

Aoy,

bh = bhO +k—+Aus-tan1/J
n

where by, (m) is the initial aperture at zero normal stress, Aa;’ is the increment in effective normal stress,
Aus (m) is the shear slip increment, and s the dilation angle (°). Dilation occurs only as the fracture slips.
The hydraulic aperture is linked to the permeability as follows:
et

12

Experimental and numerical analyses have showed that the cubic law is adequate to simulate fluid flow and
hydromechanical effects along smooth surfaces (Brown, 1989; Zhang et al., 2019).

The numerical solution for fluid flow is based on the fluid domain network structure (Itasca Consulting
Group, Inc., 2016). Each domain has a uniform fluid pressure and can communicate with the neighboring
domains. Thus, the fluid flow is governed by the difference in pressure between adjacent domains. At each
time step (At in s), the fluid pressure (P in Pa) is updated considering the net fluid flow and the domain
volume change (AV):

P = Po+KyQF — Ky

R

where Py is the initial fluid pressure, Ky, (P,) is the fluid bulk modulus, and Vi, = (Vi+ V&1)/2 with V! and
V', the domain volumes (m?) at previous (t-1) and new (t) times, respectively.
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Figure 3-12. Numerical model geometry and injection flowrate history applied to the models of (a) Test
1, (b)- Test 2, and (c) Test 3. Blocks show the model with side lengths of 20 m. Colored planes are the
geological fractures observed in each test interval. Injection point is the colored feature in the center of
each model. Graphs show the flowrate injected in the field (black curve) and the flow rate history injected
in the model (purple curve).



Spent Fuel Disposition in Crystalline Rocks

July 2020 35
We used two different fluid flow modes to reproduce the observed fluid pressures:

(1) A variable permeability model (i.e. the cubic law and a value of hydraulic aperture that changes
with the evolution of fault normal displacement). This flow mode was used to model the initially
flowing fracture in Test 2;

(2) A variable permeability model activated at failure. We use the “crack flow model” implemented in
3DEC to simulate fluid flow in the activated parts in shear or tensile failure of the fracture plane,
and prevent flow from occurring in the remaining elastic parts. This assumption is used to model
the hydromechanical responses of the two initially closed intervals, during Tests 1 and 3
respectively.

The fault/fracture/rock properties used in the model are given in Table 3-3. The host rock is assumed to be
linear elastic. The host rock matrix is considered impermeable. Fracture stiffness (K, K;) are estimated
from matching the initial reversible parts of the measured displacement-vs-pressure in situ curves. An initial
hydraulic aperture is given to initiate the model. It is incrementally actuated during calculation iterations.
Fracture friction, cohesion and tensile strength are given values found in the literature for this type of rock.
These values are adjusted until a best match is observed between calculated and measured displacements.
We start by applying the stress field estimated in Section 3.4 to all the models’ boundaries. Stress
magnitudes are then adjusted to match the magnitude and orientation of the measured displacements
following the method developed in Guglielmi et al. (2020). A sensitivity study to the different model
parameters is conducted but it is not described in this report. Here we focus on the comparison between the
three tests. The field injection is simulated by applying the injection flowrate at the model’s fault grid point
coordinates (0, 0, 0) (purple curve in Figure 3-12) that theoretically represents the measured time-history
of injection flowrate imposed in each interval during the in-situ tests. Normal and shear displacements of
fractures and pore pressure are calculated at the injection point and compared to field measurements
(Figures 3-13 to 15). First, the model is run to equilibrium to establish the initial static stress and pressure
conditions. Then, the injection flowrate is applied (Figure 3-12).

Table 3-3. 3 DEC model parameters for Test 1-Intact rock, Test 2—Initially flowing fracture, and Test 3—
initially closed fracture. Bulk and shear modulus were averaged from K3 perpendicular-to-foliation value
in Wenning et al. (2017) and a Young’s modulus used in Stephansson et al. (1991). Fracture properties
were adjusted by trial and error in order to match calculated and measured SIMFIP displacements.

Parameters Units Test 1 Test 2 Test 3
Bulk modulus of rock GPa 333 333 33.3
(K)

Shear modulus of rock GPa 25 25 25
G)

Rock density (p,) kg/m? 2800 2800 2800
Fault elastic stiffness (k,, | GPa/m 20,1 3.3,0.17 8.0,0.3
ks)

Friction angle ) 25 25 25
Cohesion/Tensile (MPa) (0,0) (0,0 (0.2,0.2)
strength

Initial hydraulic aperture um 10 10 10
(ano)

Dilation angle () Degree 5 5 5
Initial fluid pressure (P,) | MPa 6.2 6.2 6.2
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Fluid Bulk modulus (K,,) | GPa 2 2 2
Fluid density (o) kg/m? 1000 1000 1000
Fluid Viscosity (,Uf) Pas 0.001 0.001 0.001
Stress (51,62,63) (MPa) | (14.5,14.0,13.0) | (14.5,14.0,13.0) | (14.5,14.0,13.0)
3.5.2 Model results

Figure 3-13 shows the best fit of calculated pressure, fracture opening and shear to the experimental data
measured during Test 1. To achieve a reasonable match, we considered a 246/13 fracture initially closed
but with no cohesion and no tensile strength (Table 3-3). The initial pressure cycles 1 and 2 (until 1600
seconds) are underestimating the field breakdown pressures while a reasonable match is obtained during
the two following cycles. This is explained by the adopted modeling protocol that assumes the presence of
a preexisting fracture, thus neglecting any new fracture creation or propagation (this physics is not included
in the current model). The two initial cycles might involve some fracturing of the interval to explain the
much higher field breakdown pressures compared to the model. Cycles 3 and 4 are much better explained
because the rupture has grown into a macroscopic fracture such as the one represented in our model.
Nevertheless, shear displacements are poorly explained by the model. The model calculates an increasing
slip with fracture growth. This is not clear in the field data where there is little slip in the field and dominant
fracture opening. Indeed, the fracture’s normal displacement is well reproduced by the model. The best fit
is obtained at the last pressure cycle. We calculate a slightly reverse stress regime characterized by a stress
tensor oriented as the one deduced from the inversion in Section 3.4. We get principal stress magnitudes
(o1, 02, G3) = (14.5, 14.0, 13.0) MPa at the injection point, 2.7 to 4.2 MPa larger than the estimates of
Section 3.4, and little difference between the values of the principal stresses. Such a difference can be
related (i) to the inversion approach, which underestimates stresses (see Section 3.4) or (ii) to stress
concentration effects that govern the fracture growth (and that are poorly captured by the numerical
approach).
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Figure 3-13. Comparison of pressure, normal opening and shear calculated with 3DEC (see model geometry in
Figure 3.12a) with field measurements during Test 1 in intact rock.
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Figure 3-14 shows the best fit of calculated pressure, fracture opening and shear to the experimental data
measured during Test 2. There is a reasonable match of the model calculation to field data. The main
difference lies in the model that does not accurately reproduce the transient pressure decays when injection
is stopped (either during the initial cycles or during the shut-in at the end of the last cycle). Calculated
pressure is always decaying much faster than the field pressure. This is explained by the relatively small
size of the numerical model (20 m x 20 m x 20 m), and the very simple applied boundary conditions. The
model better describes the injection source near-field hydromechanical response of the fracture than the
far-field response, which is contained in the shut-in temporal evolution. The calculated shear displacements
are small and in the range of the measured ones. Normal opening of the fracture is the dominant mechanism
affecting fracture flow and the calculated pore pressure. We get the same state of stress as the one used in
Test 1. The fracture shear and normal stiffness is estimated 6 times smaller in Test 2 than in Test 1. Thus,
the flowing fracture appears much more deformable than the closed (or newly created) fracture in Test 1.
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Figure 3-14. Comparison of pressure, normal opening and shear calculated with 3DEC (see model
geometry in Figure 3.12b) with field measurements during Test 2 of the initially flowing fracture.

Figure 3-15 shows the best fit of calculated pressure, fracture opening and shear to the experimental data
measured during Test 3. Here the model was stopped at about 1400 seconds because rupture reached the
model’s boundaries. This model is more complex than Tests 1 and 2 ones because it involves two cross-
cutting fractures. We simultaneously inject half the measured flowrate in the center point of each fracture.
Both fractures are affected by the same properties, and compared to Tests 1 and 2, we had to set a cohesion
and a tensile strength equal to 0.2 MPa to match the displacement magnitudes. The same state of stress as
in Tests 1 and 2 is calculated. The initial pressure and displacement steps are under-estimated until 500
seconds. After 500 seconds, the model reproduces reasonably well both pressure and displacement. We
compare the calculated SIMFIP displacements (Figure 3-15¢) to the field measurements (Figure 3-15b),
because we do not a priori know which of the two fractures’ movement explains the measured borehole
displacements. A snapshot of the model’s pore pressure shows that at 1000 seconds, most of the flow (red
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patch) is going into the 110/59 fracture. We thus conclude that this fracture predominantly activated and
explained the observed displacements.
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Figure 3-15. Test 3 closed fractures. (a) — Interval pressure. (b) — Measured SIMFIP displacements in
geographic coordinates. (c) — Calculated SIMFIP displacements. (d) — Snapshot of fractures’ pore
pressure calculated at 1000 seconds (in this model flow is only allowed in the red patch which is growing
with mechanical shear or tensile rupture of the predefined fracture surface).

3.5.3 Conclusions

The fully coupled numerical modeling of the three tested intervals allows for refining the estimate of the
stress tensor, which is characterized by a slightly reverse stress regime, and an orientation consistent with
the one deduced from the inversion of the SIMFIP displacement vectors. The same principal stress
magnitudes (o1, 02, 63) = (14.5, 14.0, 13.0) MPa are used to reproduce all the tests.

The difference between the tests is explained by factor-of-6 difference in fracture stiffness and in strength
and cohesion. The open-flowing fracture is also the less stiff fracture. The fracture activated in Test 1 has
the highest stiffness. It can be an initially closed preexisting natural fracture sub-parallel to the foliation.
Some observations on cores show that such a feature might exist, but the borehole logs do not show any
preexisting fracture. It might also be a newly created fracture subparallel to the foliation, which could have
provided weak planes for fracture nucleation. Test 3 shows that the 110/59 fracture with mineral infilling
may reactivate under pressure even if affected with a moderate cohesion and tensile strength.
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3.6 Conclusions of the Field Fracture SIMFIP Tests

Analyses of direct field pressure and displacements with an inversion method and with three-dimensional
fully coupled forward numerical modeling allows for defining the activation sequence of fractures affecting
the shallow crystalline crust at ~500m depth in the COSC-1 borehole. Flat-lying fractures subparallel to
foliation open under variations of the normal effective stress in a slightly reversed stress regime. Planes
reactivate at fracture opening pressures (FOP) as low as 9.3 MPa, about 3.7 MPa below the sub-vertical
minimum principal stress. Our observations show that normal opening of fractures explains most of the
flow leakage while shearing does not correlate with any change in the leakage flowrate. Borehole water
electrical conductivity measurements highlight the natural leakage of some fractures before testing, while
fracture displacements testing with a SIMFIP probe shows that fractures display 10-to-100 micrometer
opening under a fluid pressure increase. The naturally flowing fractures appear more deformable than the
closed ones for the same injection pressures. Sealed (mineralized) non-flowing fractures apparently do not
display additional strength to behave differently from the closed fractures. They activate as easily as the
other fractures given their orientation towards stress. The geology of the three different intervals give
roughly the same leakage pressure and flow response under a comparable state of stress.

Next steps will be to analyze in detail the shut-in periods to get complementary information on the far-field
connection of the fractures tested in intervals with other fractures existing in the surrounding host rock. In
parallel, considering fracture mechanics in the numerical analyses will give an estimation of the stimulated
fracture sizes. Numerical models tuned at the three intervals applied to other zones of the borehole will
allow extending this approach to a statistical estimation of potential leakage of fractures under the state of
stress defined in this study. All these steps combined should lead to a discrete fracture network including
realistic individual fracture properties, and the variations of these properties with stress.

3.7 Laboratory Measurements of Transmissivity of Fractured Rock
Cores

3.7.1 Introduction

This section summarizes laboratory work on anisotropic flow through fractures, which was conducted at
LBNL in FY19-20. Previous work on anisotropic flow through natural fractures was completed for this
project, but corresponding field transmissivity information was not available. Starting from FY18,
measurements on artificial fractures were conducted to verify performance of the measurement system.
During FY19-20, as a result of field work activities, three new core samples corresponding to the three
zones examined by the SIMFIP were obtained and laboratory measurements were completed on one of
these samples.

3.7.2 Experimental Design

Details of the experimental apparatus were described in previous reports (e.g., Dobson et al., 2017; Zheng
et al., 2018). Transmissivity was measured over a range of effective stresses from 200 to 4000 psi in a
custom constructed apparatus allowing water delivery to any of four inlets distributed at 45-degree
increments around the circumference of the core, and to extract water from an outlet opposite to the inlet
(Figure 3-16). The inlets and outlets are stainless steel half-tubes that run along the length of the core
insuring contact with the fracture. A custom silicone rubber sleeve was manufactured to fit both around the
core and inlet and outlet half-tubes to inhibit flow around the core. This sleeve was cast with silicone
molding compound over a mockup of the setup to provide the proper fit. The pressure vessel was filled with
water and confining pressure controlled by a high-pressure syringe pump. Flow through the fracture was
driven using a second precision high-pressure syringe pump (Isco D-series). Confining pressure ranged
from 200-4000 psi, depending on the core, and pressure in the sample was below 20 psi at all times.
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Differential pressure measurements along the 60 mm flow path of the fracture was typically on the order of
0.1 — 1 psi, which necessitate adjustments of flow rate to maintain that range, depending on the
transmissivity of the fracture.

To measure transmissivity, confining pressure is applied and a flow is applied to achieve a differential
pressure across the fracture. Each channel was measured with a minimum of three flow rates, the resulting
transmissivity was calculated, and the results from the three flow rates was averaged. In some cases,
transmissivity was measured in both the forward and reverse direction.

Transmissivity was calculated using the following relationship:

Qgpl

Transmissivity (m?/s) = A

where Q is the volumetric flow rate (m?/s), g is gravity, p is density, / is the fracture length, w is the fracture
width, and P is pressure.
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Figure 3-16. System schematic showing that the lower syringe pump controls confining pressure, and the
upper syringe pump is used to inject water into the core. Two 5-way ball valves (one shown) control flow
to the inlet tubes (1-4) and outlet tubes (5-8).
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3.7.3 Core Descriptions

Three different artificial fracture (AF) Delrin cores were manufactured to be the same geometry as the rock
cores (Figure 3-17). The AF1 core was solid except for one 1/16 in diameter horizontal hole through the
center, and was designed to test whether circumferential flow could occur in the system. The second
artificial fracture core (AF2) was the same size, but cut in half, with one side of the ‘fracture’ machined to
have 4 rectangular channels, with cross sections of four channels of 0.26 mm?, 0.50 mm?, 1 mm?, and 1.52
mm? to compare the results of measurements of transmissivity against predicted transmissivity based on
this simple geometry. The third artificial fracture core (AF3) was also two-piece Delrin core with one side
of the fracture etched with random paths placed in the system and tested with the same range of confining
pressures used for the natural cores.

Natural fractures in core samples from the COSC-1 borehole were used in the apparatus to evaluate
anisotropy with flow direction. Three cores were identified as usable in the apparatus due to geometry and
condition of the fracture. Core 211-2 and 401-1 were measured previously, and Core 143-4 was received
this FY (Figure 3-18). All cores were extracted from same borehole, but due to some alignment uncertainties
the exact location of the extracted fracture in the borehole was uncertain. During field work in 2019 a new
flowing fracture was studied, and core 143-4 was identified for comparison to field-measured
transmissivity. Note that the X-ray CT scans shown in Figure 3-18 are taken without confining pressure, so
apertures appear larger than they would during the measurement cycles.

(c)

Figure 3-17. Artificial cores: (a) AF1, Delrin core with 1/16 in hole drilled through center. Hole is
difficult to see but location indicated by arrow, (b) schematic of AF2 with lines representing rectangular
channels, (c) image of AF3 Delrin core, and (d) AF3 cross section showing flow pathways.
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(a) 211-2 (b) 401-1 (c) 143-3

Figure 3-18. Natural Cores. Top row are images of fractures with 143-4 shown in core holder for
experiment prior to the placement of the custom sleeve. Second row of images are x-ray CT scans of the
fractures that were used for determination of average aperture.

3.7.4 Transmissivity Results

Transmissivity results for the artificial fractures are shown in Table 3-4. As reported previously, when AF1
was tested, the channel was aligned with the through-hole, and very low to no differential pressure was
observed indicating that flow was not restricted. The T was recorded as infinite ‘c0’, although if the flow
rate was increased some flow restriction would have eventually been observed, but this was not attempted
as it may have potentially damaged the apparatus. When the valves were adjusted to align away from the
through-hole (solid Delrin), no flow was observed and the differential pressure steadily climbed until
nearing the pressure limit of the flow system (20 psi), indicating that no flow occurred. Pressure was set on
the no flow position (without the hole) for a period of 1 hour each, and no pressure drop was observed,
further indicating that no circumferential flow occurred.

For AF2 and AF3, transmissivities were measured over a range of effective stresses (200 to 1100 psi) and
flow rates. The flow rates were dependent on the core transmissivity and were adjusted to give a differential
pressure within the range of the sensor. AF2, with the defined straight channels, as expected showed
increasing T with channel size. However, for the smaller two channels not much difference was seen. This
may be due to one of the fundamental difficulties of the apparatus, trapping of air bubbles in the flow path.
With these small channels this could be a major problem, so plans are to repeat this measurement to confirm
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results. For AF3, the results show minor differences in transmissivities for each channel. The differences
in these channel geometries was due more to flow path length as opposed to flow cross section.

Transmissivity results for the natural fractures are shown in Table 3-5. These numbers represent an average
number (n=10) differential pressure measurements at the confining pressure listed in the table and were
measured for at least 3 flow rates. To measure each T value, there were first hundreds of measurements
made for each of the flow paths to determine that the flow was stable and repeatable. The measurements
started with low confining pressure and the confining pressure was gradually increased, raising the effective
stress. In every case, settling of the fracture was observed, which was demonstrated by decreasing measured
T with increasing confining pressure. After a few cycles the transmissivity decrease was no longer observed
and a new set of measurements was taken with the ‘settled’ fracture. Results of the measurements as shown
in Table 3-5 demonstrate that all three fractures have distinct permeability values, with the 211-2 fracture
and the 143-4 fracture in the 10 m?/s range, and the 401-1 showing lower permeability, in the 107 m*/s
range. Anisotropy differences are in the range of factors of 2 to 4, and some minor differences are seen in
the measurements in the forward and reverse direction of 401-1.

Table 3-4. Results of measurements of transmissivity of the artificial fractures (AF).

125 226 327 4> 8
T (m?/s) T (m?/s) T (m?/s) T (m?/s)
AF-1 o0 0 0 0
AF-2 1.4x 107 22x107  8.0x107 1.3x10*
AF-3 4.0x 107 20x10°  57x107 3.5x 107

Table 3-5. Results of measurements of transmissivity of the three fractures.

Confining 12>5(5->1) 226 327(723) 4> 8(8>4)
pressure (psi) 6>2)
T (m?%/s) T (m?%/s) T (m?%/s) T (m?%/s)
211-2 1000 4.0x107° 3.0x10°  1.0x10* 1.3x10*
401-1 1100 2.6x 107 28x107  42x107 3.8x 107
(2.1 x 107) 23x100 (33x107)  (23x107)
7
)
143-4 2000 3.0x 107 75x10°  7.4x107 55x10°

3.7.5 Future Work

Future work will involve comparing current laboratory measurements with field measurements of
transmissivity to help understand if this measurement technique is realistically representing transmissivities
measured in the field. In addition, some additional work is in process measuring the aperture of the natural
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fractures to aid in numerical modelling. Finally, the large number of measurements of transmissivity in the
lab will undergo further statistical testing to verify differences observed with flow path are significant.

3.8  Numerical Modeling of Previous Core Experiments
3.8.1 Motivation

We want to gain insight into laboratory experiments on fluid flow through fractured cores. Experiments are
run by imposing flow Q between pairs of ports surrounding the core and measuring the pressure difference
(DP). This is done at a series of confining pressures between 200 and 4500 psi. Typical flow rates used are
5,10, 15, and 20 cm®/s. Then we use DP and Q with Darcy’s law to determine the transmissivity T of the
flow paths.

Figure 3-19a and Table 3-6 summarize results from previous years’ work for Core 211-2. After a
preliminary “settling period”, T does not vary with confining pressure, and the T dependence on Q closely
conforms to Darcy’s law. There are consistent T differences between port pairs, with flow paths 4-8 and 3-
7 showing higher T than flow paths 1-5 and 2-6, suggesting that the fracture may have anisotropic
transmissivity, as illustrated schematically in Figure 3-18b. The goal of the modeling study is to investigate
this hypothesis.
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Figure 3-19. Results from previous year’s lab experiments (Dobson et al., 2016, 2017; Zheng et al.,
2018) on Core 211-2. (a) transmissivity T inferred from pressure difference DP between different port
pairs. (b) schematic interpretation of T variations, with red indicating high-T flow paths and blue
indicating low-T flow paths. Ports are labeled by number from 1 to 8. Note that in subsequent images the
core is rotated so that Port 8 is on top.
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Table 3-6. Summary of T values from previous years’ studies on Core 211-2.

Port Pair T (m?/s) Ratio T/Tmax Comment
4-8 1.3E-4 1.00 Maximum T
3-7 1.0E-4 0.77 High T

1-5 4E-5 0.31 Low T

2-6 3E-5 0.23 Minimum T

3.8.2 Data Used

The primary data used to develop the numerical model is the aperture distribution obtained by x-ray CT
scanning the core, shown in Figure 3-20. The scan is composed of 512 x 512 measurements, at a spatial
resolution 0.195 mm. The core itself, about 6 cm in diameter, is represented by a smaller number of
measurements, 310 x 310. In the scan, measurements are ordered from left to right (I) and top to bottom
(J). In order to plot the picture right-side up (by convention with Port 8 on top), a variable oppJ = -J is used.
A threshold of 999 microns is applied, so any measurements greater than 999 are shown as 999. The port
locations are visible in Figure 3-20. Ports are half-tubes with a diameter of 4.5 mm. The summary of T
results from previous years are labeled on Figure 3-20, and detailed in Table 3-6.
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Figure 3-20. Core 211-2 scanned aperture distribution (microns) with a threshold of 999. The black circle
is the interpreted edge of the core, which will be used for numerical model development, described below.
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Figure 3-21 shows the distribution of apertures from the scan of Core 211-2. The arithmetic mean
aperture is 292 microns. Note that values of 999 and 250 do not all represent actual measurements: 999 is
the upper threshold and 250 is the background aperture outside the core. These values are omitted from
averaging.
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Figure 3-21. Aperture distribution for Core 211-2.

3.8.3 Model Development
3.8.3.1 General

The numerical simulator used is TOUGH3 with equation of state package EOS1, which considers a single-
component (water). Here, we consider water as a single-phase liquid, flowing under isothermal
conditions.Lab experiments were done at multiple confining pressures resulting in different effective
stresses, with the presumption that the aperture distribution changes with confining pressure (effective
stress). Here we just use one fixed aperture distribution, equivalent to one confining pressure. Furthermore,
we just use one flow rate, Q = 10 cm®/s (0.01 kg/s), since the lab experiments verified that DP was
proportional to Q.

3.8.3.2 Create Grid

The scan represents the aperture distribution in the core with resolution of 0.195 mm, on a 310 x 310 grid.
For computational efficiency, it was decided to use grid blocks 0.39 mm wide, on a 155 x 155 grid. The
grid generator AMESH was used to create a two-dimensional regular rectangular grid with uniform
thickness to represent the fracture. As described below, the variable aperture will be represented by a
variable permeability field.
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3.8.3.3 Assign aperture distribution as permeability field

Because the model grid resolution is half that of the scan, arithmetic averaging over 2 by 2 squares of scan
measurements is done to create an aperture distribution for the model. Then the cubic law is used to convert
aperture to a permeability modifier (PM) for each grid block. Specifically

PM = (b/bavg)3
where b is the aperture for the model grid block, and bavg = 292 microns is the average aperture.
After the permeability modifiers are applied, the model is trimmed to a circle shown in Figure 3-20. Ports

are assigned as adjacent high-permeability grid blocks by visual inspection of Figure 3-20. The resulting
model is shown in Figure 3-22.
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Figure 3-22. Permeability distribution for the numerical model of Core 211-2. Port locations are shown
by black bars. Some of the high permeability pathways are X-ray CT artifacts.

Figure 3-23 shows the distribution of permeability modifiers, sorted from small to large over the 18,603
grid blocks of the model. Permeability modifiers range from approximately 0.01 to 30. A few grid blocks
have the upper threshold permeability, which is shown by a permeability modifier of 40.
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Figure 3-23. Distribution of permeability modifiers used to represent the variable aperture of Core 211-
2.

3.8.3.4 Assign source and sinks to ports

Port locations are identified from Figure 3-20, and port grid blocks are given a separate material type in the
TOUGHS3 model. This material has a high porosity (0.99) and permeability (about 1000 times higher than
the fracture permeability). Each port is about 10 grid blocks wide. The center grid block of each port is
assigned as a source (ports 1, 2, 3, 4) or sink (ports 5, 6, 7, 8). The simulation period is divided into four
time periods. During each period one pair of ports (1 and 5, 2 and 6, 3 and 7, 4 and 8) is assigned a positive
flow rate of 0.01 kg/s at the source port and a negative flow rate of -0.01 kg/s at the sink port, with all other
flow rates being zero for that time period.

3.8.3.5 Other properties

The porosity is set to 0.5 and rock compressibility is set to 1E-9 Pal. The base permeability is calculated
from the cubic law for the average aperture, and is 2E-12 m?. For each grid block, base permeability is
multiplied by the permeability modifier for that grid block.

3.8.4 Results
3.8.4.1 Pressure

In the laboratory experiments, typical pressure differences for a flow rate of 10 cm?®/s were less than 1000
Pa, whereas in the preliminary simulations with the numerical model they were about ten times greater. So,
the first adjustment made to the model was to increase the base permeability and the port permeability each
by a factor of ten. Unfortunately, the model would not run stably with such high port permeability.
Therefore, the port permeability was returned to its original value (1E-9 m?) and the base permeability was
reduced to 1E-11 m?. With these changes, the model runs stably and typical pressure changes are the same
order of magnitude as obtained in the lab.

Plotting pressure as a function of time for the sources and sinks (not shown) indicates that steady state is
achieved rapidly, within 0.01 s. Thus, each of the four time periods for the model, during which flow occurs
for different port pairs, is set at 0.01 s. Figure 3-24 shows the pressure distributions at the end of each time
period.
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Figure 3-24. Modeled steady-state pressure distributions for the four different port pairs.

Table 3-7 summarizes the pressure differences (DP) for the four port pairs. Since DP is inversely
proportional to transmissivity T, DP/DPmin = 1/(T/Tmax), which can be compared to lab values. There is
reasonable agreement between model and lab for the high-permeability flow paths 4-8 and 3-7, but the
model transmissivity for the low-permeability flow paths 1-5 and 2-6 is too high.
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Table 3-7. Comparison of model and lab transmissivity results

Port Pair Model DP (Pa) | Model Model T/Tmax | Lab T/Tmax

DP/DPmin

4-8 862 1.00 1.00 1.00

3-7 1385 1.61 0.62 0.77

1-5 927 1.07 0.93 0.31

2-6 1141 1.32 0.76 0.23

3.8.4.2 Flow field

It is valuable to examine the flow field across the fracture, to see what the T values inferred from the
pressure difference represent. One way to plot the flow field is as a vector plot, but the great variation in
flow magnitude near and far from ports makes it very difficult to interpret such plots. A better means of
visualizing the flow field is by plotting streamtraces. Figure 3-25 shows the grid near Port 1. In this
representation, grid block centers are at the intersections of the black lines. The blue circles identify grid
blocks that represent the port, and the filled blue circle represents the source grid block. Streamtraces (red
lines) are initiated along a line that spans the extent of the port. For each port pair, the same number of
streamtraces are initiated.

Figure 3-25.
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Detail of numerical grid around Port 1, illustrating how streamtraces are initiated.
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Streamtrace plots are shown in Figure 3-26. The focusing of the streamtraces in the high-permeability
portion of the core is apparent.
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Figure 3-26. Streamtrace plots showing modeled flow field.

3.8.5 Discussion

The original premise to explain the variability in transmissivity T between different port pairs (Table 3-7)
was that the fracture T field was anisotropic. Examination of the flow fields does not support the hypothesis
that flow is controlled by an overall anisotropic transmissivity distribution, but rather by local
heterogeneity. However, model results for T values for different port pairs are not completely consistent
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with lab results (Table 3-7), so these conclusions must be seen as preliminary. An additional shortcoming
of the model is that when a port is not being used for inflow or outflow during a given flow period, it still
has a high permeability, and some of the flow paths near the outer edge of the core deviate from the path
they should be taking and go through these high-permeability locations.

The model can be adjusted to try to better replicate lab results. Technical adjustments such as redrawing
the black circle in Figure 3-20 that denotes the model outer boundary to include less of the very high
permeability around the circumference of the core might be helpful, as will a more sophisticated
representation of the ports. At a more conceptual level, the aperture distribution obtained by the scan might
be decreased by a constant amount, to represent closing of the fracture due to increased confining pressure.
Once the model better reproduces the lab results for transmissivity for various port pairs, its flow paths will
be more reliable.

Because the model here is so much smaller than typical TOUGH3 models, which usually cover many meters
or even many kilometers, care had to be taken to ensure that small spatial scales, short time scales, and
small pressure differences were properly resolved. For example, in the main TOUGH3 output, not enough
significant figures of pressure are shown to indicate that any change in pressure occurs when flow between
ports is imposed. However, internally, TOUGH3 does use enough significant figures to properly calculate
small pressure changes, and these are recorded in subsidiary output files.

3.8.6 Conclusion and Future Work

Numerical simulation of the laboratory experiments on flow through fractured cores demonstrated that the
method works in principle, but model improvements are needed to make a compelling case that the model
really captures the essence of lab behavior. Preliminary modeling results suggest that fracture anisotropy is
not the dominant feature producing variable transmissivity values for flow between different port pairs, but
rather local heterogeneity in the aperture distribution is responsible.

Technical and conceptual adjustments to the model, described in the previous section, will be carried out
in an attempt to improve agreement between model and lab results.

Additionally, models will be developed of other cores whose aperture distribution has been scanned. Now
that technical details involving creating models on these small spatial and time scales have been worked
out, creating other models will be more efficient.

3.9 Overall Summary

In Section 3, we presented the results of investigations conducted by LBNL researchers in collaboration
with the Collisional Orogeny in the Scandinavian Caledonides (COSC) scientific team. The research
activities were conducted using the COSC-1 borehole as a testbed to evaluate the hydrology of a crystalline
basement environment. This research is aimed at providing insights on the problem of nuclear waste
disposal in crystalline formations. In June of 2019, the LBNL team deployed a unique borehole monitoring
tool, called Step-rate Injection Method for Fracture In-situ Properties (SIMFIP), to measure real-time 3D
mechanical deformation of rock within three intervals of the COSC-1 borehole. The following field tests
were carried out: pressure buildup tests, pressure falloff tests, and constant flow rate tests for each of the
three intervals. Two approaches were used to evaluate the stress conditions: an inversion of the
displacement data, and a fully coupled numerical simulation of fracture stimulation and fluid flow using
the distinct element code 3DEC. These analyses provided insights into the stress state for the borehole
intervals, as well as how the fractures responded to hydraulic stimulation. Laboratory and modeling
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investigations were conducted on COSC-1 core samples that correspond with the borehole intervals tested
in the field. Future research activities include conducting modeling to assess far-field effects of the
hydraulic stimulation of these intervals, additional rock property measurements on selected core samples,
and obtaining new borehole televiewer images to better characterize the fractures that were opened at each
of the three tested intervals with the application of the SIMFIP. Our collaborators at Uppsala University are
conducting additional numerical simulations of the fracture flow tests. Preliminary results of these
investigations were presented “virtually” at the 2020 EGU annual meeting (Basirit et al., 2020; Tatomir et
al., 2020). The COSC team is currently drilling a new deep borehole (COSC-2), so there may be additional
opportunities for conducting tests in this new well.
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4. DISCRETE FRACTURE NETWORK MODELING

4.1 Introduction

In this section, we present two studies concerning the transport of solutes through crystalline rock. In the
first study, we investigate the transport of waterborne substances in subsurface fractured bedrock. Many
model-based studies assume fractures to be smooth planes, which is an acknowledged simplification.
However, real-world fractures are known to have rough surface asperities. In our study, we account for
fracture roughness by assuming textures with different connectivity structure and investigate how these
impacts waterborne transport in bedrock. We demonstrate that this type of fracture roughness can control
important features of flow and waterborne mass transport. Specifically, most of the mass will generally
arrive later than expected when compared to a smooth fracture plane assumption. However, we also observe
that a small percentage of mass can, under certain circumstances, arrive earlier than what would be expected
if smooth fracture planes are assumed. This observation means that the assumption of smooth fracture
planes should generally be considered a conservative simplifying assumption in the context of subsurface
storage. Still, it is less likely to be accurate when considering early mass arrival. This study is in direct
alignment with the current focus of the SKB task force Task 10 that is focusing on flow channelization in
fracture media and supports crystalline international.

In the second study, we investigate the relative impact of advective transport compared to retention due to
matrix diffusion. Flow and solute transport through low-permeability fractured media at short time scales
is generally determined by fractures and the interconnected networks that they form. However, at longer
time scales, matrix diffusion, where solutes are exchanged between flowing regions (fractures) and non-
flowing regions (matrix) via molecular diffusion, also influences solute transport. A long-standing question
in this area of research is the relative impact of matrix diffusion on power-law scaling in the tails of the
solute transport breakthrough curve, which are observed in field and laboratory experiments. While
classical theory requires that matrix diffusion produces a decay rate of time to the -3/2 power, deviations
have also been observed. We address this question through the development of a new theory that elucidates
how interactions between two critical physical processes (advection and matrix diffusion) can produce
either the classical -3/2 decay rate or alternative decay rates based on two dimensionless parameters. Our
theoretical predictions are validated against particle tracking simulations using a high-fidelity three-
dimensional discrete fracture network simulator. Matrix diffusion is considered a front-line defense for the
retardation of radionuclides. This work thus directly supports GDSA crystalline work, which is concerned
with the effectiveness of matrix-diffusion for the retardation of radionuclides.

4.2 Advective Transport in Discrete Fracture Networks with Connected and
Disconnected Textures Representing Internal Aperture Variability

4.2.1 Introduction

Analyses of flow and transport in sparsely fractured rock is important for several applications, including
understanding how bedrock environments function as barriers to contaminant migration. This is especially
relevant for applications such as long-term storage of spent nuclear fuel in subsurface repositories, where
crystalline rocks are considered particularly favorable due to their geological stability, low fracture
intensity, and low advective flow rates, combined with strong hydrogeochemical retention properties
(Cvetkovic et al., 1999; Tsang et al., 2015; Tsang & Neretnieks, 1998). This is because the natural
geological environment can delay transport of radionuclides by retention processes, allowing for more time
for decay processes to occur, and thereby limiting release to the biosphere. However, due to the geological
complexity of fractured bedrock, there are still significant challenges in understanding the effects of
heterogeneity on fluid flow and solute transport (Neuman, 2005; Tsang et al., 2015).
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Model-based investigations of flow and transport in sparsely fractured rock generally adopt a discrete
fracture network (DFN) approach because it is well-adapted for numerical representation of the geometric
complexity of fractures (Cacas et al., 1990; de Dreuzy et al., 2012; Frampton & Cvetkovic, 2010, 2011;
Hyman et al., 2015, 2016; Lang et al., 2014; Long et al., 1982; Maillot et al., 2016). A key to modeling
advective-dispersive transport in fractured rock is adopting a Lagrangian framework which involves
quantifying pathway travel times and another quantity denoted as the hydrodynamic control of retention
(Cvetkovic et al., 1999, 2004). Both of these quantities strongly depend on flow channeling, which in turn
depends on the underlying heterogeneity in hydraulic and material properties of fractures and the rock
matrix. The hydrodynamic control of retention is useful for applications because it quantifies the flow-
dependence of solute retention properties (Cvetkovic & Frampton, 2010, 2012; Frampton & Cvetkovic,
2007a, 2007b; Painter et al., 2008).

Fractures have significant variability in their aperture structure because of surface roughness (Brown, 1987;
Brown et al., 1995; Hakami & Larsson, 1996; Nicholl et al., 1999; Thompson & Brown, 1991) which is
caused by different mechanical and geochemical generation processes (Aydin et al., 2006; Pollard & Aydin,
1988). Studies indicate internal fracture variability structure may follow power-law distributions (Brown &
Scholz, 1985; Pyrak-Nolte et al., 1992) or lognormal distributions (Johns et al., 1993; Keller, 1998; Thorn
& Fransson, 2015). However, most DFN models generally assume constant hydraulic properties (aperture,
permeability or transmissivity) within the plane of individual fractures, typically not due to model
limitations, but rather because of a lack of suitable field information. This reflects the challenges involved
in measuring fracture aperture and its variability at multiple scales for in-situ field conditions.

Several studies have shown that textures with heterogeneous connectivity structures can strongly impact
flow channeling both in porous media (Fiori et al., 2010; Gotovac et al., 2009; Vasco et al., 2016; Zinn &
Harvey, 2003) and in single fractures (Brown, 1987; Detwiler & Rajaram, 2007; Nicholl et al., 1999; Zou
et al.,, 2015, 2017b). Relatively few studies have investigated effects of internal fracture variability in
networks of fractures, with a range of results indicating minor to notable effects on transport (Cvetkovic &
Frampton, 2010; de Dreuzy et al., 2012; Frampton et al., 2018; Makedonska et al., 2016; Painter, 2006; Zou
et al., 2017a). Thus, the effects of internal fracture variability on flow and transport in fracture networks is
not fully understood, especially for cases where the internal fracture variability is represented by textures
that have a strong connectivity structure.

The main aim of this work is to investigate how internal fracture variability with different connectivity
structure impacts flow and transport in random discrete fracture networks. Two scales of heterogeneity are
conceptualized, one at the scale of individual fractures and another at the scale of the network consisting of
multiple fractures. At the single-fracture scale, different textures are used to describe permeability (or
aperture) of the fracture, so that each fracture has an internal variability. This corresponds to heterogeneity
at a local scale. At the scale of the DFN, the network geometric and topological structure also causes
heterogeneity, which here is denoted as a network-scale heterogeneity. This generally originates from
variability in fracture orientations, lengths, and densities. Thereby, the overall flow and transport behavior
through the system will generally depend on combined effects of the small-scale and large-scale
heterogeneities.

Then, the specific objectives are to investigate to what extent local-scale versus network-scale heterogeneity
control flow and transport. We expect local-scale heterogeneity and connectivity structure within individual
fractures to exert dominant control on flow and transport provided the fracture network is sufficiently
simple, i.e. corresponding to a sufficiently small number of fractures with few intersections. On the other
hand, we expect large-scale heterogeneity and topological structure of the network to exert dominant control
on transport for sufficiently complex networks, i.e. for a sufficiently large number of fractures and fracture
intersections.

This is investigated by performing Monte Carlo sampling of DFN realizations, where internal fracture
variability is accounted for and several DFN domain sizes are considered (Table 4-1). Different textures
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are used for representing internal variability and are considered with a range of correlation lengths relative
to fracture length, which serves to control local-scale heterogeneity and connectivity structure of individual
fractures. Specifically, we adopt the approach developed by Zinn & Harvey (2003) for creating a triad of
textures with distinguished classes of connectivity structure, but which preserve critical common statistical
properties, enabling fair comparisons. The texture structures are generated from a multi-variant Gaussian
distribution (Section 4.2.2.1), where one texture case corresponds to a structure with medium values of
permeability being well-connected (denoted as the Gaussian case), another with high values being well-
connected (the Connected case), and a third with low values being well-connected (the Disconnected case).
The different domain sizes correspond to an increasing number of fractures and fracture intersections,
thereby representing an increasing complexity in network-scale heterogeneity and structure.

Table 4-1. Simulation cases

Domain size, label DS1 DS 2 DS3 DS5 DS 7
Domain size, LxLxL (m3) 1x1x1 2x2x2 3x3x3 5x5x5 7X7x7
Fracture orientation (rad) Uniform in range (0, 2m)

Fracture size (m?) Constant LxL = 2x2

Texture types for fracture variability Constant, Gaussian, Connected, Disconnected

Mean and st. dev. of aperture (m) le-4, 6.9e-5

Mean and st. dev. of permeability (m?) 8.3e-10, 2.5e-9

Correlation lengths, A (m) 0.05, 0.15, 0.25, 0.5

Simulation cases per domain size 13 (=3 textures x 4 corr lengths + 1 const case)
Realizations per sim case* 162 124 63 44 43
Average fractures per sim case 2.09 4.26 7.13 21.82 45.46
Average intersections per sim case 1.09 4.01 10.65 42.57 59.57
Average intersections per fracture 0.52 0.94 1.49 1.95 131
* After removal of non-connected (non-percolating) DFNs

4.2.2 Modeling Approach

Flow and transport are modelled through interconnected fracture networks using the discrete fracture
network (DFN) approach where fractures are explicitly represented as N-/ dimensional objects in N
dimensional space; specifically, fractures are 2D planes in a 3D domain. Every stochastically generated
fracture is assigned a location, shape, size, orientation, and permeability on the basis of user-assigned
probability distributions. For the purpose of this study, uniformly distributed orientations are used, and
fractures size is constant (Table 4-1). The fractures connect and form a network through which flow and
transport is simulated. A mesh is generated on the DFN and a discretization of the governing equations for
flow and transport are numerically integrated thereon.

The computational suite dfnWorks (Hyman et al., 2015) is used to generate the DFN, solve the steady-state
flow equations, and determine transport properties through the system. dfnWorks uses a feature rejection
algorithm for meshing (FRAM) (Hyman et al., 2014) to generate three-dimensional fracture networks and
the LaGriT meshing toolbox to generate conforming Delaunay triangulation of the DFN. The parallelized
subsurface flow and reactive transport code PFLOTRAN (Lichtner et al., 2015) is used to numerically
integrate the governing flow equations for steady state flow. An extension of the Walkabout particle
tracking method (Makedonska et al., 2015; Painter et al., 2012) is used to determine pathlines through the
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DFN and simulate solute transport. Further details of the suite, its abilities, applications, and references for
detailed implementation can be found in (Hyman et al., 2015).

4.2.21 Internal Fracture Aperture Variability

One of the key aspects of dfnWorks is the detailed control one has over the mesh resolution within a
fracture. This feature is critical for the focus of this study, which is characterizing the effects of aperture
variability on upscaled transport properties. To account of this variability in the simulations, the aperture
of each fracture is represented as a stationary random field and variable aperture values are assigned to the
nodes of the Delaunay triangulation of each fracture. In dfnWorks, FRAM (Hyman et al., 2014) is used to
create a mesh that is composed of triangular elements that conform to the lines of intersection on each
fracture. The dual mesh of the Delaunay triangulation is a Voronoi tessellation of the fracture, which is the
mesh used by PFLOTRAN to obtain the steady-state distribution of pressures and volumetric flow rates in
the DFN. The variable aperture values are assigned to the nodes of the Delaunay triangulation, which are
the cells centers of the Voronoi tessellation. Geometrically, these Voronoi cells are two-dimensional, but
computationally they are three-dimensional control volumes. The volume of each control cell is the surface
area of the two-dimensional Voronoi cell multiplied by the aperture assigned to node at the cell center. We
select a sufficiently small mesh resolution such that correlation lengths in random field are properly
resolved. Moreover, we use a uniform sized mesh. We consider several correlation lengths, as described
below, and for consistency we use the same mesh size for all simulations being the one that resolves the
smallest correlation lengths, i.e., the finest resolution.

It is cumbersome to create a correlated multi-variant Gaussian field on an unstructured mesh. There are
several methods to do so, such as sequential Gaussian sampling and Kriging, but these methods scale poorly
with a large number of nodes in the mesh, which is the case here. To address this issue, we developed an
efficient method to generate these fields using a modification of the methods of Hyman & Winter (2014),
which was designed to stochastically generate three-dimensional pore spaces. Let f denote the triangulation
of a fracture. First, a realization of a random field u is created on f. Independent identically distributed
(i.i.d.) random variables sampled from a continuous uniform distribution on the closed interval [0, 1] are
assigned to every node in f. Then u is convolved with a symmetric multi-variant Gaussian G with standard
deviation o2 to create a correlated random topography 7,

T = [df G(6?)*u (4-1)

where * denotes convolution. The correlation length of the field 7 depends on ¢ and the central limit
theorem ensures that 7 is a multi-variant Gaussian field.

However, the numerical convolution of the field u with the Gaussian kernel is challenging on an
unstructured mesh. We address this issue by generating a structured Cartesian grid with uniform cell size
on a rectangular plane with dimensions slightly larger than the fracture under consideration, let us call this
g. The grid resolution of g is the same as the mesh resolution on the f. Every node in g is assigned an i.i.d.
random variable sampled from a continuous uniform distribution on the closed interval [0, 1], call this v.
Let ¥ and G/(O'\Z) denote the Fourier transform of v and G (62 ), where the latter is defined on g. Recall that
point wise multiplication in Fourier space corresponds to convolution in Fourier space. Therefore, the
product of these transformed fields in Fourier space is equivalent to convolution in real space and we can
obtain T; on g by

T, =F[G(0?)- 9] (4-2)
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where F~1 denotes the inverse Fourier transform. The resulting field T, is projected m onto the f (the
unstructured mesh), 7w: T, — T to assign a value of the correlated multi-variant Gaussian field to every node
inf.

In practice the projection is performed using barycentric interpolation and a fast Fourier transform is used
to map the values into Fourier space, which is possible as g is a rectangle discretized by a structured
Cartesian grid with uniform resolution. The method is efficient for both single fractures, because no
conditionally sampled values need to be generated, as in sequential Gaussian sampling or Kriging, and each
field can be created independently and in parallel. The latter is possible because we do not constrain the
correlated multi-variant Gaussian fields to align at intersections.

Using the field T we then generate three different correlated structures by applying the methods of Zinn &
Harvey (2003). These methods are agnostic to whether the fields are defined on a structured or unstructured
mesh. First, T is transformed to a standard normal ¥; ~N(0,1), i.e. with zero mean and unit variance. Note
that this does not change the correlation length of the field. Then the absolute value of Y; is taken, Y* =
|Y1|. This transformation shifts the extreme values (high and low) to be high values. Values close to the
zero become low values.

Thereafter, the PDF of Y* is converted to a univariate Gaussian distribution by mapping the CDF of Y™ to
a standard normal pointwise using the transformation

Y, =VZerf(-1+2 erf%) (4-3)

This transformation slightly changes the correlation length of the field. However, the change is consistent
and equal to 1.68, and Y, is modified by this factor in order to preserve correlation length (Zinn & Harvey,
2003). The third field Y3 is obtained by reflecting Y, across 0.

Aperture values are assigned as b; = Exp(Y;) for the three fields i. The field b, is then referred to as the
Gaussian texture, b, as the Connected texture, and b5 as the Disconnected texture. In the Gaussian texture,
medium values of aperture (or permeability) in the field are well-connected, in the Connected texture, high
values are well-connected, and in the Disconnected texture, low values are well-connected.

4.2.2.2 Flow and Transport Simulation

We consider the steady-state flow of an isothermal single-phase fluid that fully saturates the DFN. Flow
within each Voronoi control volume in the DFN is modelled using Darcy’s law

q= —k(x)- VP (4-4)

where, ¢ = Q/A (L/T) is specific discharge, Q (L*/T) volumetric flow rate, A (L?) cross-sectional area, P
(Pa) pressure, and k (L?) permeability at the cell center x, which we assume to be determined by the cubic
law

KGO = b(x)2/12 (4-5)

Note that this dependence of permeability on the aperture implies that variations in the aperture field are
amplified in the permeability field. Darcy’s Law (4) along with conservation of flow
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V-Q=0 (4-6)

is used to derive an elliptic equation for pressure throughout the entire domain

V- (AQ)b(x)- VP) = 0 (4-7)

A hydraulic gradient in the DFN along the x-axis is created by applying Dirchelet boundary conditions on
the x boundaries of the domain (Figure 4-1). No flow boundary conditions are applied along y and z
boundaries. Through the solution to the previous equation and prescribed boundary conditions one obtains
the volumetric flow rates throughout the domain. The methods of Makedonska et al. (2015) and Painter et
al. (2012) are used to obtain the Eulerian velocity field u(x) throughout the network and conduct particle
tracking.

Permeability [m? ]
1.0e-11 1e-9 1.0e-07

Figure 4-1. Example of a DFN realization for domain size DS7 (7x7x7 m?). Showing the (a) Connected,
(b) Gaussian, and (c) Disconnected texture cases, all cases with correlation length A=0.25 m.

Transport through the network is conceptualized by a stochastic Lagrangian approach following Cvetkovic
et al. (1999); Cvetkovic & Dagan (1994). A passive solute is represented by a plume of indivisible, inert
particles that follow the advective flow field obtained by particle tracking through the DFN. We denote the
ensemble of particles as () where each particle has a unique initial position along the inflow boundary x, =
(0,y, z). The pathline of a particle starting at x, is given by the trajectory equation
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d
Xt x0) = v(x(t,x0) ) (4-8)
where the Lagrangian velocity v(x(t, xq)) is given in terms of the Eulerian velocity u(x) as

v(x(t, x0)) = ulx(t, xo)]. (4-9)
The transport time T of a particle to exit the domain is given by the first passage time

T(xy) = mtin s.t. [x(t,x) > L] (4-10)

where L is the length of the domain. The cumulative distribution of travel times for all particles in a DFN
is then given by

Y(t) = [dQH[t — t(x)] (4-11)

where H|[-] is the Heaviside function. At fracture intersections a complete mixing rule is applied where the
number of particles exiting in a given direction is proportional the outgoing flux (Berkowitz et al., 1994).

4.2.3 Simulation and Configurations

Multiple DFN realizations are generated in five domain sizes (DS), where each increase in domain size
corresponds to an increasing number of stochastically generated fractures and fracture intersections (Table
4-1). For each domain size, the three texture cases describing internal variability of permeability within the
fracture plane are considered. A fourth case where all fractures have a constant permeability is used as a
reference case. The three textures have the same mean and variance and the permeability values adhere to
the same log-normal distribution, but the textures differ in connectivity structure, as described in Subsection
2.2.2.1. An example realization of the DFN at domain size DS7 with the three texture cases is shown in
Figure 4-1.

For each texture case, four correlation lengths are considered (Table 4-1). Fractures have a constant size,
representing squares of 2x2 m2 (unless trimmed by the domain boundary), hence correlation lengths
correspond to 1/40, 2/40, 5/40 and 10/40 of the fracture length scale. The small correlation length
corresponds to a structure with very small-scale variability and the largest to a structure with large scale
variability relative to the size of the fractures. This amounts to 13 simulation cases per domain size, or 65
in total. For each case, multiple DFN realizations are performed, typically ranging between 43 and 162
(Table 1-1), yielding a total of approximately 6000 DFN simulations.

For each realization, a constant generic hydraulic gradient along the x-axis is assumed and the steady-state
flow solution is computed, and thereafter particle tracking is conducted on the resulting flow field. Particles
are injected uniformly along each fracture intersecting the inflow boundary and tracked to the outflow
boundary. Travel times are logged, yielding a set of arrival times for that realization. The travel times from
multiple realizations computed in this way are then collected into a data set, which represents an aggregate
of several samples out of the ensemble of possible realizations. The travel times of the aggregated data set
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are then analyzed in terms of cumulative arrival time distributions and sample statistics (median and
percentiles).

Travel time comparisons are made between the different textures for different correlation lengths and
domain sizes (corresponding to different number of fractures and intersections in the network). Note the
three textures and the constant permeability reference case are assigned to each realization of the DFN.
Thus, for a given DFN realization, effects of the different textures can be compared since the underlying
network is the same. The comparison is conducted by normalizing the travel times of the cases with variable
texture by the corresponding case with constant permeability, thus enabling consistent comparisons
between cases.

4.2.4 Results

Resulting empirical cumulative arrival time distributions (CDFs) and the complement of the cumulative
distributions (CCDFs) are impacted by the textures representing internal fracture variability (Figure 4-2;
only showing selected cases). The spread in arrival times for the case without texture (solid black) is due
solely to the structure of the DFN because all fractures have the same constant permeability. Units are
omitted because the DFN and boundary conditions are generic and the focus here is on relative differences
between cases.

The increase in domain size delays travel times and increases the spread and variability in arrival times
(Figure 4-2). Regardless of correlation length and domain size, the Connected case (dash-dotted red) has
consistently earliest arrival times, the Disconnected case (dashed green) has latest arrivals, and the Gaussian
case (dotted blue) resides in between. This behavior is in agreement with previous studies of 2D porous
media, single fractures, and a synthetic four-fracture system (Frampton et al., 2018; Gotovac et al., 2009;
Zinn & Harvey, 2003). Also, the texture cases have greater variability in arrival times compared to the
Constant reference case, especially for larger correlation lengths (Figure 4-2b,d).

The CCDFs shown in Figure 4-2 highlight the behavior of late particle arrivals, which is more prominent
for the large domain size DS7 (Figures 4-2¢ and 4-2d). As correlation length increases, the density of late
arrivals increases slightly, especially for the Disconnected texture case. The Gaussian case yields slightly
lower densities of late arrivals, followed by the Connected case and Constant case, which have even lower
densities of late arrivals.



Spent Fuel Disposition in Crystalline Rocks

July 2020 65
DS1, A=0.05m DS1,A=0.5m
1003 = o e i i ] 10°; R - —
——Constant “wpil ——Constant
e GALSSIAN Iy e Gaussian
—-—-Connected !.“_:' =-=-Connected
w 101 i Disconnected| | y 151 - - Disconnected
o .o i
5 ; o i
L é L 1
(] ; Iz
O 1072 | ; O10? i
f i i
; L I
10°3 £ - vE i . 103 "
(a) 10 10 (b) 10
DS7, A=0.05m DS7.A=0.5m
10 G e R 109 Y ar |
—Constant —Constant
- Gaussian N Gaussian
vy |====Connected &y |====Connected
w 1n-1 Disconnected| | |, +4-1 Disconnected| |
& 10 B 10 ! .
[ Cu
5 8 f
O 102 - U107 i :
) i H
-".l_ I' .‘“ .__‘.-
3 Y, 3 i Rt
107 ’ ' ) 107~ ’ o '
10 10° 107 10°
(e) Travel time (d) Travel time

Figure 4-2. Cumulative and complement of the cumulative travel time distributions for the different
texture cases from selected simulation cases. (a) Domain size DS1 with correlation length 2=0.05 m, (b)
DS1 with A=0.5 m, (c) DS7 with A=0.05 m, and (d) DS7 A=0.5 m. Units for travel times intentionally

omitted, see main text.

Normalized median travel times versus domain size for all correlation lengths are shown in Figure 4-3 and
Figure 4-4. The normalization is achieved by dividing the median travel time for each texture case with the
median travel time of the corresponding constant reference case. Thereby, the resulting values indicate the
relative deviation with respect to the reference case, where values less than unity indicate transport occurs
faster than the corresponding case with constant permeability. This enables a clear comparison of the effects
of texture and their different connectivity structure while accounting for the structure of the underlying

DFN realization and focusing specifically on bulk (50%) mass arrival.

The normalized median travel times demonstrate the general consistency expected from previous studies,
where the Connected case has shortest travel time, followed by the Gaussian case, and the Disconnected
case has longest travel time (Figure 4-3). This is consistent for these network simulations regardless of
domain size and correlation length. For all texture cases, the smallest correlation length A=0.05 m is
generally closest to unity (Figure 1-3a), and the largest correlation length A=0.5 m is generally farthest from
unity (Figure 4-3d), with correlation lengths 2=0.15 m and A=0.25 m (Figure 1-3b and Figure 1-3c)

generally residing in between.

The Connected texture case exhibits normalized median travel times which are below unity, i.e. indicating
transport is faster than the Constant case (Figure 4-4a). This occurs for domain sizes DS1 to DS5 and
correlation lengths 2=0.15 m to A=0.5 m, where the travel times are typically about 80-95% of the
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Connected texture. For the smallest correlation length A=0.05 m, and, however, the median times are just
above unity, typically about 1.05 to 1.1 times greater than the Constant case. Also, the Connected texture
displays a convergence towards or just above unity for all correlation lengths as domain size increases to
DS7.

The Gaussian texture cases have normalized median travel times between 1.1 to 1.3 times greater than the
Constant case considering all correlation lengths (Figure 4-4b). For this texture, correlation length generally
has little impact on median travel times for a given domain size, although the largest correlation length
generally has largest median time.

The Disconnected texture cases have normalized median times from about 1.3 to over 1.7 times greater
than the Constant case (Figure 4-4c). There is notable spread for different correlation lengths, where the
small correlation lengths have shortest median travel times and the large correlation lengths have longest
times. Also, there is a tendency for the times to increase with increasing domain size, and the largest
deviation from the reference case is obtained for correlation lengths A=0.25 m and A=0.5 m at DS7.
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Normalized travel times for the first five percent of particle arrivals are shown in Figure 1-5. The
normalization is achieved by dividing the 0.05 densities of the CDFs of a given texture case with the
corresponding Constant reference case.

Early arrivals are notably influenced by texture, more so than corresponding median values presented
above. The Connected texture case notably decreases travel times, where large correlation length further
decreases early arrivals (Figure 4-5a). However, as domain size increases, the travel times increase.
Interestingly, this appears to converge asymptotically towards unity, i.e. towards the Constant reference
case. This is most apparent for the small correlation length 2=0.05 m (black squares), but with similar
behavior also for the larger correlation lengths, although not reaching unity for the domain sizes considered.
This indicates that the Connected texture can decrease travel times for early arrivals.

The Gaussian texture case also exhibits a similar change both with respect to changing correlation length
as well as domain size (Figure 4-5b). Here, however, the increase in travel times for early arrivals with
increasing domain size appears to converge to a value above unity, approximately 1.1. Again, this is most
apparent for the smallest correlation length, but the behavior is consistent for all four correlation lengths
considered.

The Disconnected texture case also exhibits travel time increase for early arrivals with increasing domain
size, however it does not display a clear convergence (Figure 4-5¢). Also, note all arrivals are greater than
unity for all correlation lengths and domain sizes except for the smallest domain size DS1. Also, note there
is not apparent convergence to an asymptote as domain size increases for the scales considered. This
indicates that the Disconnected texture is causing an increase in travel time even for early arrivals and which
seems to persist with increasing scale, which is a different behavior when compared to the Connected and
Gaussian textures above.
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4.2.5 Discussion

The provided results demonstrate the effects of increasing correlation length and domain size on median
particle travel times. Note that the small domain size DS1 typically consists of two fractures with one
intersection only (Table 4-1). As domain size increases, the number of fractures and intersections increase;
the large domain size DS7 typically consists of about 45 fractures with about 60 intersections. Also, the
average number of intersections per fracture increases from about 0.5 to about 1.3 as domain size increases
from DS1 to DS7. Then, for small correlation lengths and the smallest domain size, the CDFs of particle
transport times for cases with texture are very similar to the case without texture (Figure 4-2a), indicating
that at this correlation length (1/40 of fracture length scale) the textures do not significantly impact travel
times, despite the network being insignificant (i.e. the DFN typically consisting of only two fractures). As
correlation length increases, the CDFs exhibit greater spread in travel times (Figure 4-2b), yielding earlier
first arrivals and later late arrivals. As the network size increases, the variability between texture cases
increases notably (Figure 4-2c,d), especially for the case with larger correlation length (1/4 of fracture
length scale; Figure 4-2d).

This is also apparent from the normalized median travel times, where the cases with small correlation length
yield relatively similar median values (Figure 4-3a), and where the differences increase as correlation length
increases (Figure 4-3b-d). The Connected case exhibits shorter median travel times than the reference case
for intermediate correlation lengths, which converge towards unity as domain size increases to DS7 (Figure
4-4a). The Gaussian and Disconnected textures however exhibit longer median travel times than the
reference case for all correlation lengths and domain sizes. The medians of the Gaussian case are
approximately 1.1 to 1.3 times longer than the reference case, and a slight increase with domain size and
correlation length is discernible (Figure 1-4b). The Disconnected case produces a tendency of increasing
median travel times with increasing correlation length, e.g. from about 1.3 to over 1.7 depending on domain
size (Figure 4-4c).

Thus, the general effect of the Connected texture is to decrease travel times, provided correlation length is
sufficiently large compared to fracture size. Here, the smallest correlation length has only a minimal effect
on travel time. However, as correlation length increases, to 3/40, 1/8 and 1/4 of fracture length scale (A=0.15
m, A=0.25 m and A=0.5 m, respectively), the Connected texture decreases travel times, especially for bulk
mass arrival (Figure 1-4a) and early arrivals (Figure 4-5a).

The differences in transport behavior can be understood by the connectivity structures of the textures,
combined with the underlying structure of the discrete fracture network. The Connected texture consists of
features with high permeabilities being well-connected within each fracture. As correlation length
increases, the high-permeability structures increase and extend to larger contiguous portions within each
fracture, thereby producing fractures with extensive, well-connected high permeability features throughout.
This enhances flow channeling with increased particle speeds locally within individual fractures.

However, the attraction to high-permeability regions within fractures has to be restarted each time a particle
enters an intersection to a new fracture because there is no continuity in permeability between two fractures
at an intersection. This is because the random fields used for creating texture are independently generated
for each fracture. Although there is correlation in permeability within the plane of a given fracture, there is
no correlation between different fractures along common intersections in the network. That is, the
correlation structure inherent in textures are obstructed by the geometry of the fracture network. Thus, flow
channeling and associated increased particle speeds are restricted by the network-scale structure of the
DFN.

Connected high-permeability structures are not present in the Gaussian or Disconnected cases. The
Gaussian texture corresponds to features with medium permeabilities being well-connected, and the
Disconnected texture to low-permeabilities being well-connected. As correlation length increases and such
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features encompass larger contiguous portions of the fracture plane, travel times increase with respect to
the constant permeability reference case. This is because the well-connected regions residing within each
fracture plane pertain to medium or low permeability values, and serve to, on average, reduce particle speed.

For the Disconnected case, regions of high permeability are disconnected and intersected by contiguous
regions of low permeability, causing an overall reduction in particle speed. Also, the discontinuity in
permeability between fracture intersections serves to further delay transport, since particles still need to
restart the process of attraction to high-permeability regions upon entering a new fracture. Thus, for the
Disconnected case, there is a dual retardation effect of contiguous regions of low permeability within
fractures combined with intersections between fractures causing speed reduction.

As the domain scale and hence number of fractures in the network increases, the number of intersections
experienced by particles traveling with the flow field also increases (Table 4-1). This impacts travel times
differently depending on texture. For the Connected case, as particles experience a greater number of
intersections, their travel times are to a greater extent controlled by the network connectivity and
discontinuities caused by intersections, rather than the local internal variability of fractures with well-
connected continuous high permeability structures. Thus, a trade-off occurs between local-scale continuous
connectivity which enhances transport, versus network-scale discontinuity (due to absence of correlation
between fractures) retarding transport. This balance depends on the size of the network and, essentially, on
the number of intersections. As domain size increases, median travel times approach the median time
corresponding to the constant permeability reference (which embodies the network-scale structure); for the
largest domain size the median travel times are on par with the reference case (Figure 4-4a).

For the Disconnected case, travel time is increased both by the local low-permeable contiguous regions
within each fracture plane, as well as by the effect of discontinuity in permeability at fracture intersections.
As particles experience a greater number of intersections with increasing domain size the combined effect
is to retard transport and travel time is further increased (Figure 4-4c¢).

For the Gaussian case, it appears that the combined effect of local fracture medium permeabilities being
well-connected causes a general, but only minor delay with respect to the constant permeability reference
case. It is not sufficient to cause a significant scale-dependent accumulation of increased travel times as the
domain scale increases (Figure 4-4b). This is consistent with previous studies of DFN transport based on
lognormal internal variability fields (e.g. Makedonska et al., 2016; Painter, 2006).

4.2.6 Conclusions

This study investigates effects of assuming internal fracture variability in aperture and permeability on flow
and transport in discrete fracture networks. The simulations are designed to address three main critical
controls of local-scale and network-scale heterogeneity and structure.

First, three permeability textures are considered, corresponding to a connected-type structure (high
permeabilities well-connected), a disconnected-type structure (low permeabilities well-connected), and an
intermediate connectivity-type case (medium permeabilities well-connected). The approach used to
generate the textures preserves the mean and variance, enabling fair comparisons. A fourth case with the
mean permeability value as a constant, i.e. without internal variability, is used as a reference case.

Second, the correlation lengths of the texture cases are varied between 1/40 and 1/4 of the fracture length
scale. This serves to control the effect of the connectivity structures within the plane of individual fractures,
i.e. is a critical control of local-scale variability and hence small-scale transport behavior.

Third, the domain size used to generate the discrete fracture network is systematically increased, yielding
a series of simulation cases with increasing complexity, i.e. increasing number of fractures and fracture
intersections. This serves to control the network-scale geometrical and topological structure and hence
large-scale transport behavior.
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The main general conclusion of this study is that the local-scale fracture texture properties can impact
transport at the scale of the network. A general effect regardless of texture type is an increase in the
variability of arrival times when compared against the assumption of smooth fractures, i.e. when no texture
is assumed (constant permeability). This corresponds to an increase in dispersion. Specific conclusions
from this study are as follows.

Textures which correspond to connected-type structures (Connected cases) decrease travel times, but the
decrease is limited by the scale and complexity of the network. The local high-permeable continuous
structures within individual fractures serve to decrease travel times, however as particles enter new fractures
the discontinuity in permeability at intersections impedes further travel time decrease. Thus the decrease in
travel time is limited by the number of fractures and fracture intersections particles experience, i.e. is
constrained by the network-scale structure. Hence, there is a trade-off between small-scale enhancement
and large-scale impediment of transport. This means bulk mass arrival is accelerated with respect to a
smooth fracture plane assumption only for strong connectivity structures and relatively simple networks.

Textures which correspond to disconnected-type structures (Disconnected case) increase travel times, an
effect which is further amplified by discontinuity in permeability at intersections between fractures, i.e. by
the network-scale DFN structure. Hence, transport is impeded both by small-scale and large-scale
structures. This means that bulk mass arrival is notably delayed with respect to a smooth fracture plane
assumption for weak connectivity structures and more complex networks.

Textures which correspond to intermediate-type structures (Gaussian case) do not significantly impact
median travel times regardless of network-scale DFN structure. There is a general increase in median times
regardless of domain size, and only a minor effect of an increased variability in arrival times with increasing
correlation length. Hence, transport is mainly controlled by large-scale structures. This means that bulk
mass arrival is slightly delayed with respect to a smooth fracture plane assumption for intermediate
(classical) connectivity structures, regardless of network complexity.

The early mass arrival (here considered on a basis of the first 5 percent of the travel time distribution) is
more notably influenced by texture. Both the connected-type and intermediate-type textures (Connected
and Gaussian cases) decrease the 5-percentile arrival times compared to the reference case of assuming
smooth fractures, indicating an accelerated early mass arrival. Nonetheless, this effect is also constrained
by network complexity, such that the early arrival times indicate a convergence towards an asymptote as
the number of fractures and intersections in the network increases.

4.2.7 References

Aydin, A., Borja, R. L., & Eichhubl, P. (2006). Geological and mathematical framework for failure modes
in granular rock. Journal of Structural Geology, 28(1), 83-98.
https://doi.org/10.1016/j.jsg.2005.07.008

Berkowitz, B., Naumann, C., & Smith, L. (1994). Mass transfer at fracture intersections: An evaluation of
mixing models. Water Resources Research, 30(6), 1765—1773. https://doi.org/10.1029/94WR00432

Brown, S. R. (1987). Fluid flow through rock joints: The effect of surface roughness. Journal of
Geophysical Research: Solid Earth, 92(B2), 1337-1347. https://doi.org/10.1029/J1B092iB02p01337

Brown, S. R., & Scholz, C. H. (1985). Broad bandwidth study of the topography of natural rock surfaces.
Journal of Geophysical Research: Solid Earth, 90(B14), 12575-12582.
https://doi.org/10.1029/JB090iB14p12575

Brown, S. R., Stockman, H. W., & Reeves, S. J. (1995). Applicability of the Reynolds Equation for
modeling fluid flow between rough surfaces. Geophysical Research Letters, 22(18), 2537-2540.
https://doi.org/10.1029/95GL02666



Spent Fuel Disposition in Crystalline Rocks

74 July 2020

Cacas, M. C., Ledoux, E., Marsily, G. de, Tillie, B., Barbreau, A., Durand, E., et al. (1990). Modeling
fracture flow with a stochastic discrete fracture network: calibration and validation: 1. The flow model.
Water Resources Research, 26(3), 479—489. https://doi.org/10.1029/WR0261003p00479

Cvetkovic, V., & Dagan, G. (1994). Transport of kinetically sorbing solute by steady random velocity in
heterogeneous  porous  formations.  Journal of  Fluid  Mechanics, 265(1), 189.
https://doi.org/10.1017/S0022112094000807

Cvetkovic, V., & Frampton, A. (2010). Transport and retention from single to multiple fractures in
crystalline rock at Aspd (Sweden): 2. Fracture network simulations and generic retention model. Water
Resources Research, 46(5), W05506. https://doi.org/10.1029/2009WR008030

Cvetkovic, V., & Frampton, A. (2012). Solute transport and retention in three-dimensional fracture
networks. Water Resources Research, 48(2), W025009. https://doi.org/10.1029/2011WR011086

Cvetkovic, V., Selroos, J. O., & Cheng, H. (1999). Transport of reactive tracers in rock fractures. Journal
of Fluid Mechanics, 378, 335-356.

Cvetkovic, V., Painter, S., Outters, N., & Selroqs, J. O. (2004). Stochastic simulation of radionuclide
migration in discretely fractured rock near the Aspd Hard Rock Laboratory. Water Resources Research,
40(2), W02404.

Detwiler, R. L., & Rajaram, H. (2007). Predicting dissolution patterns in variable aperture fractures:
Evaluation of an enhanced depth-averaged computational model. Water Resources Research, 43(4).

de Dreuzy, J.-R., Méheust, Y., & Pichot, G. (2012). Influence of fracture scale heterogeneity on the flow
properties of three-dimensional discrete fracture networks (DFN). Journal of Geophysical Research,
117(B11). https://doi.org/10.1029/2012JB009461

Fiori, A., Boso, F., de Barros, F. P. J., De Bartolo, S., Frampton, A., Severino, G., et al. (2010). An indirect
assessment on the impact of connectivity of conductivity classes upon longitudinal asymptotic
macrodispersivity. Water Resources Research, 46(8), WO08601.
https://doi.org/10.1029/2009WR 008590

Frampton, A., & Cvetkovic, V. (2007a). Upscaling particle transport in discrete fracture networks: 1.
Nonreactive tracers. Water Resources Research, 43(10), W10428.
https://doi.org/10.1029/2006 WR005334

Frampton, A., & Cvetkovic, V. (2007b). Upscaling particle transport in discrete fracture networks: 2.
Reactive tracers. Water Resources Research, 43(10), W10429.
https://doi.org/10.1029/2006 WR005336

Frampton, A., & Cvetkovic, V. (2010). Inference of field-scale fracture transmissivities in crystalline rock
using flow log measurements. Water  Resources  Research, 46(11), WI11502.
https://doi.org/10.1029/2009WR008367

Frampton, A., & Cvetkovic, V. (2011). Numerical and analytical modeling of advective travel times in
realistic three-dimensional fracture networks. Water Resources Research, 47(2), WO02506.
https://doi.org/10.1029/2010WR 009290

Frampton, A., Hyman, J. D., & Zou, L. (2018). Advective transport in a synthetic discrete fracture system
with internal variability in permeability. In 52nd US Rock Mechanics / Geomechanics Symposium (Vol.
18-932). Seattle, Washington, USA.

Gotovac, H., Cvetkovic, V., & Andricevic, R. (2009). Flow and travel time statistics in highly
heterogeneous porous media. Water Resources Research, 45(7).
https://doi.org/10.1029/2008 WR007168



Spent Fuel Disposition in Crystalline Rocks

July 2020 75

Hakami, E., & Larsson, E. (1996). Aperture measurements and flow experiments on a single natural
fracture. International Journal of Rock Mechanics and Mining Sciences & Geomechanics Abstracts,
33(4), 395-404. https://doi.org/10.1016/0148-9062(95)00070-4

Hyman, J. D., & Winter, C. L. (2014). Stochastic generation of explicit pore structures by thresholding
Gaussian  random  fields.  Journal  of  Computational  Physics, 277, 16-31.
https://doi.org/10.1016/j.jcp.2014.07.046

Hyman, J. D., Gable, C. W., Painter, S. L., & Makedonska, N. (2014). Conforming Delaunay Triangulation
of Stochastically Generated Three Dimensional Discrete Fracture Networks: A Feature Rejection
Algorithm for Meshing Strategy. SIAM Journal on Scientific Computing, 36(4), A1871-A1894.
https://doi.org/10.1137/130942541

Hyman, J. D., Karra, S., Makedonska, N., Gable, C. W., Painter, S. L., & Viswanathan, H. S. (2015).
dfnWorks: A discrete fracture network framework for modeling subsurface flow and transport.
Computers & Geosciences, 84, 10—19. https://doi.org/10.1016/j.cageo.2015.08.001

Hyman, J. D., Aldrich, G., Viswanathan, H., Makedonska, N., & Karra, S. (2016). Fracture size and
transmissivity correlations: Implications for transport simulations in sparse three-dimensional discrete
fracture networks following a truncated power law distribution of fracture size. Water Resources
Research, 52(8), 6472—6489. https://doi.org/10.1002/2016 WR018806

Johns, R. A., Steude, J. S., Castanier, L. M., & Roberts, P. V. (1993). Nondestructive measurements of
fracture aperture in crystalline rock cores using X ray computed tomography. Journal of Geophysical
Research: Solid Earth, 98(B2), 1889-1900. https://doi.org/10.1029/92JB02298

Keller, A. (1998). High resolution, non-destructive measurement and characterization of fracture apertures.
International Journal of Rock Mechanics and Mining Sciences, 35(8), 1037-1050.
https://doi.org/10.1016/S0148-9062(98)00164-8

Lang, P. S., Paluszny, A., & Zimmerman, R. W. (2014). Permeability tensor of three-dimensional fractured
porous rock and a comparison to trace map predictions. Journal of Geophysical Research: Solid Earth,
119(8), 6288—6307. https://doi.org/10.1002/2014JB011027

Lichtner, P. C., Hammond, G. E., Lu, C., Karra, S., Bisht, G., Andre, B., et al. (2015). PFLOTRAN User
Manual: A Massively Parallel Reactive Flow and Transport Model for Describing Surface and
Subsurface Processes (No. LA-UR--15-20403, 1168703). https://doi.org/10.2172/1168703

Long, J. C. S., Remer, J. S., Wilson, C. R., & Witherspoon, P. A. (1982). Porous media equivalents for
networks of discontinuous fractures. Water Resour. Res.; (United States), 18:3(3).
https://doi.org/10.1029/WR0181003p00645

Maillot, J., Davy, P., Goc, R. L., Darcel, C., & Dreuzy, J. R. de. (2016). Connectivity, permeability, and
channeling in randomly distributed and kinematically defined discrete fracture network models. Water
Resources Research, 52(11), 8526—8545. https://doi.org/10.1002/2016 WR018973

Makedonska, N., Painter, S. L., Bui, Q. M., Gable, C. W., & Karra, S. (2015). Particle tracking approach
for transport in three-dimensional discrete fracture networks: Particle tracking in 3-D DFNs.
Computational Geosciences, 19(5), 1123—1137. https://doi.org/10.1007/s10596-015-9525-4

Makedonska, N., Hyman, J. D., Karra, S., Painter, S. L., Gable, C. W., & Viswanathan, H. S. (2016).
Evaluating the effect of internal aperture variability on transport in kilometer scale discrete fracture
networks. Advances in Water Resources, 94, 486-497.
https://doi.org/10.1016/j.advwatres.2016.06.010

Neuman, S. P. (2005). Trends, prospects and challenges in quantifying flow and transport through fractured
rocks. Hydrogeology Journal, 13(1), 124-147.



Spent Fuel Disposition in Crystalline Rocks

76 July 2020

Nicholl, M. J., Rajaram, H., Glass, R. J., & Detwiler, R. (1999). Saturated flow in a single fracture:
evaluation of the Reynolds Equation in measured aperture fields. Water Resources Research, 35(11),
3361-3373. https://doi.org/10.1029/1999WR900241

Painter, S., Cvetkovic, V., Mancillas, J., & Pensado, O. (2008). Time domain particle tracking methods for
simulating transport with retention and first-order transformation. Water Resources Research, 44(1).
https://doi.org/10.1029/2007WR005944

Painter, S. L. (2006). Effect of single-fracture aperture variability on field-scale transport. Swedish Nuclear
Fuel and  Waste  Management Co., Stockholm (Sweden). Retrieved from
https://inis.iaea.org/collection/NCLCollectionStore/ Public/37/036/37036157.pdf

Painter, S. L., Gable, C. W., & Kelkar, S. (2012). Pathline tracing on fully unstructured control-volume
grids. Computational Geosciences, 16(4), 1125—1134. https://doi.org/10.1007/s10596-012-9307-1

Pollard, D. D., & Aydin, A. (1988). Progress in understanding jointing over the past century. GS4 Bulletin,
100(8), 1181-1204. https://doi.org/10.1130/0016-7606(1988)100<1181:PIUJOT>2.3.CO;2

Pyrak-Nolte, L. J., Myer, L. R., & Nolte, D. D. (1992). Fractures: Finite-size scaling and multifractals. Pure
and Applied Geophysics, 138(4), 679—706. https://doi.org/10.1007/BF00876344

Thompson, M. E., & Brown, S. R. (1991). The effect of anisotropic surface roughness on flow and transport
in fractures. Journal of Geophysical Research: Solid Earth, 96(B13), 21923-21932.
https://doi.org/10.1029/91JB02252

Thorn, J., & Fransson, A. (2015). A new apparatus and methodology for hydromechanical testing and
geometry scanning of a rock fracture under low normal stress. International Journal of Rock Mechanics
and Mining Sciences, 79, 216-226. https://doi.org/10.1016/j.ijrmms.2015.08.015

Tsang, C.-F., & Neretnieks, 1. (1998). Flow channeling in heterogeneous fractured rocks. Reviews of
Geophysics, 36(2), 275-298.

Tsang, C.-F., Neretnieks, 1., & Tsang, Y. (2015). Hydrologic issues associated with nuclear waste
repositories. Water Resources Research, 51(9), 6923—-6972. https://doi.org/10.1002/2015WR017641

Vasco, D. W., Pride, S. R., & Commer, M. (2016). Trajectory-based modeling of fluid transport in a
medium with smoothly varying heterogeneity. Water Resources Research, 52(4), 2618-2646.
https://doi.org/10.1002/2015WR017646

Zinn, B., & Harvey, C. F. (2003). When good statistical models of aquifer heterogeneity go bad: A
comparison of flow, dispersion, and mass transfer in connected and multivariate Gaussian hydraulic
conductivity fields. Water Resources Research, 39(3). https://doi.org/10.1029/2001WR001146

Zou, L., Jing, L., & Cvetkovic, V. (2015). Roughness decomposition and nonlinear fluid flow in a single
rock fracture. International Journal of Rock Mechanics and Mining Sciences, 75, 102—118.
https://doi.org/10.1016/j.ijrmms.2015.01.016

Zou, L., Jing, L., & Cvetkovic, V. (2017a). Modeling of flow and mixing in 3D rough-walled rock fracture
intersections. Advances in Water Resources, 107, 1-9. https://doi.org/10.1016/j.advwatres.2017.06.003

Zou, L., Jing, L., & Cvetkovic, V. (2017b). Shear-enhanced nonlinear flow in rough-walled rock fractures.
International ~ Journal of Rock  Mechanics and Mining  Sciences, 97, 33-45.
https://doi.org/10.1016/].ijrmms.2017.06.001



Spent Fuel Disposition in Crystalline Rocks

July 2020 77

4.3 Matrix Diffusion in Fractured Media: New Insights into Power-Law Scaling
of Breakthrough Curves

4.3.1 Introduction

Flow and solute transport through low-permeability/low-porosity fractured media at short time
scales is generally determined by fractures and the structure of the interconnected networks that
they form. However, at longer time scales, a variety of other processes become relevant and
transport behavior is also influenced by interactions with the surrounding rock matrix. One of the
most important processes is matrix diffusion where solutes are exchanged between flowing regions
(fractures) and non-flowing regions (matrix) via molecular diffusion and has a profound influence
on transport in fractured rock (Grisak & Pickens, 1980; Neretnieks, 1980; Tang, Frind, & Sudicky,
1981). The influence of matrix diffusion depends on a variety of physical properties including matrix
porosity, matrix diffusivity, retardation factor, and the local advective gradient (Carrera et al.,
1998; Zhou, Liu, Molz, Zhang, & Bodvarsson, 2007). The transport of solutes entering the matrix
is retarded when compared to solutes that do not (Maloszewski & Zuber, 1985; Maloszewski &
Zuber, 1993; Neretnieks, 1980), and slow back-diffusion from contaminated rock matrix blocks can
drastically limit remediation efforts (Kueper, Stroo, Vogel, & Ward, 2014). Thus, the proper
characterization of matrix diffusion’s impact on transport through low-permeability fractured media
is critical for a range of applications including predictive modeling of environmental restoration
of contaminated sites (National Research Council, 1996; S. Neuman, 2005; VanderKwaak & Sudicky,
1996), aquifer storage and management (Kueper & McWhorter, 1991), hydrocarbon extraction (J.
D. Hyman et al.,, 2016; Middleton et al., 2015), long-term storage of spent civilian nuclear fuel
(Joyce, Hartley, Applegate, Hoek, & Jackson, 2014),and CO; sequestration (Jenkins, Chadwick, &
Hovorka, 2015).

Breakthrough curves of solutes in fractured media commonly display anomalous transport
behavior (Berkowitz & Scher, 1995; Cushman & O’Malley, 2015) with powerlaw tailing behavior
P () ~ t ' In the classical model of matrix diffusion for uniform flow in a single fracture adjacent
to a semi-infinite matrix, the power-law tail decays with an exponent of -3/2 (Hadermann & Heer,
1996; Magoszewski & Zuber, 1985; Tsang, 1995). For a finite matrix block width, the late-time tail
becomes steeper and decays exponentially (Madoszewski & Zuber, 1985). However, some tracer
tests in fractured rock exhibit breakthrough curves with sustained power-law tails, but with
exponents different from -3/2 (Becker & Shapiro, 2000; Haggerty, Fleming, Meigs, & McKenna,
2001; Meigs & Beauheim, 2001). Three classes of models have been invoked to explain this behavior:
(1) multi-rate mass transfer models (Carrera et al., 1998; Haggerty, McKenna, & Meigs, 2000),
which invoke diffusion in finite matrix blocks of various sizes, geometries and/or pore-scale
heterogeneity of diffusivities, and appropriate parameterization for the distribution of exchange
rates between fracture and matrix that captures these complexities. Haggerty et al. (2001, 2000)
showed that breakthrough curves from the single well injection-withdrawal tests at the Waste
Isolation Pilot Plant (WIPP) Dolomite site, which exhibit sustained power-law tails with decay
exponents between -2.1 and -2.2, can be explained based on multi-rate models with log-normal,
gamma or power-law distributed diffusion rate coefficients. They also suggested that at the
relatively small scale of these tests, the behavior is controlled by multi-rate mass transfer, and that
the influence of heterogeneous and/or transient advection may be neglected. (ii) multi-channel
advection-dispersion models (Becker & Shapiro, 2003), which involve non-interacting channels with
varying apertures and mean travel times, but no matrix diffusion. Becker and Shapiro (2003)
showed that the non-diffusive (inferred from lack of differentiation between tracers with different
diffusivity) tailing of breakthrough curves at the Mirror Lake Granite site (Becker & Shapiro,
2000), which exhibited sustained power-law tails with decay exponents around -2, can be explained
based on a model of advection-dispersion in multiple channels with distinct apertures and mean
advective travel times. (iii) generalized non-Fickian transport models such as the continuous-time
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random walk (CTRW) and fractional-order transport models (Benson, Wheatcraft, & Meerschaert,
2000; Berkowitz, Cortis, Dentz, & Scher, 2006; Dentz, Gouze, Russian, Dweik, & Delay, 2012; S.
Fomin, Hashida, Chugunov, & Kuznetsov, 2005; S. A. Fomin, Chugunov, & Hashida, 2011), whose
mathematical properties inherently generate anomalous transport and power-law tails with decay
exponents related to parameters in these models. For example, Geiger, Cortis, and Birkholzer
(2010) interpreted simulations in fracture network-matrix models of flow and transport using a
CTRW approach, and demonstrated how the CTRW memory/retention functions can be chosen
to obtain the best fit to BTC, even those that do not exhibit a decay exponent of -3/2. However,
establishing relationships between these model parameters and underlying physical parameters is an
active area of research (De Anna et al., 2013; Hakoun, Comolli, & Dentz, 2019; S. P. Neuman &
Tartakovsky, 2009)

The multi-scale structure of a fracture network results in heterogencous advection and advective
travel time distributions across multiple flowpaths, thus influencing large-scale long-term
transport in fractured rock. One of the critical outstanding questions in this context is how the
interaction between matrix diffusion and in-fracture transport processes in complex fracture
networks impacts the late-time behavior of breakthrough curves. Recently developed high-
resolution discrete fracture network (DFN) simulators offer an excellent opportunity to explore this
question. Previous results suggest that breakthrough curves in fracture networks exhibit power-law
tails, even in the absence of matrix diffusion (J. Hyman, Dentz, Hagberg, & Kang, 2019; Kang, Lei,
Dentz, & Juanes, 2019; Painter, Cvetkovic, & Selroos, 2002). A specific question is the extent to
which these power-law tails modify and/or are modified by the influence of matrix diffusion, and
the conditions under which the influence of matrix diffusion dominates. To address this question,
we incorporated matrix diffusion into the dfnWorks simulator (J. D. Hyman, Karra,et al., 2015),
using the time-domain random walk approach presented by Delay and Bodin (2001). Even in
relatively simple fracture networks with semi-infinite domain matrix diffusion, we observe an early-
time regime where the tail of the travel time distribution follows the decay exponent of the
advective travel time distribution and then transitions into a late-time regime where the decay
exponent either approaches -3/2 or deviates systematically from -3/2. We propose a theoretical
model to explain the simulation results, which clarifies that deviations from the -3/2 exponent occur
if the advective travel time distribution decays relatively slowly (i.e. ", with a < 1). Our results
suggest a new mechanism for power-law breakthrough curve tails in fractured rock, involving the
interaction/competition between complex heterogeneous advection and matrix diffusion. This
mechanism is distinct from the multi-rate mass transfer and multi-channel advection-dispersion
mechanisms noted above and provides justification and guidance for parameterizing generalized
non-Fickian transport models.

4.3.2 Discrete Fracture Network Simulations: Particle travel time distributions

To investigate the influence of matrix diffusion on power-law scaling of particle travel time
distributions in fractured media, we design three sets of semi-generic networks (they do not
represent a specific field-site but have attributes that are based on field observations). Each set
contains ten networks composed of uniformly sized square fractures with edge lengths of 1 meter
within cuboid domain with dimensions of 20 m x 10 m %10 m. Note that power-law tails in
advective travel time distributions does nof require a power-law distribution of fracture lengths (J.
D. Hyman & Jiménez-Martinez, 2018; Painter et al., 2002). Fracture orientations are uniformly
distributed over the unit sphere and fracture centroids are uniformly distributed within the domain,
which mimics disordered fractures networks observed in the field (e.g., Klint et al., 2004). We
prescribe the networks in terms of the fracture intensity, total fracture surface area per unit volume
which is commonly referred to as Ps, (Dershowitz & Herda, 1992) (set 1: 2.8, set 2: 3.2, set 3: 3.6).
The mean and standard deviation of the final P3, values, once isolated fractures are removed (they



Spent Fuel Disposition in Crystalline Rocks

July 2020 79

do not contribute to flow) is: set 1 - 1.27 (£ 0.11); set 2 - 2.14 (£ 0.25); set 3 - 2.91 (£0.09). The
networks with larger fracture intensity require more fractures, because the fractures are
monodisperse and exhibit higher network densities and better connectivity.

Fracture apertures are uniform within each fracture and equal to » = 10 *m, which is a physically
reasonable aperture value for a 1-meter fracture in crystalline rock under assumptions of a positively
correlated power law relationship between fracture size and radius (Svensk Karnbranslehantering
AB, 2010). While it is well-documented that aperture variability leads to local dispersion within
an individual fracture (Boutt, Grasselli, Fredrich, Cook, & Williams, 2006; Cardenas, Slottke,
Ketcham, & Sharp, 2007; Detwiler, Rajaram, & Glass, 2000; Kang, Brown, & Juanes, 2016), recent
high-fidelity DFN simulations in fracture networks have shown that aperture variability does not
significantly influence behavior at the network scale, breakthrough curve (Frampton, Hyman, &
Zou, 2019; Makedonska et al., 2016) or effective permeability (de Dreuzy, Méheust, & Pichot, 2012),
except at high aperture variance or long correlation lengths relative to the domain size. Rather, it
is the fracture network structure that controls flow and transport behavior.

Flow in the fracture network is modeled using the Reynolds equation (Zimmerman & Bodvarsson,
1996), which is limited to low Reynolds number flow regimes. Each fracture is meshed with a
conforming Delaunay triangulation so the velocity field within each fracture is resolved (J. D.
Hyman, Gable, Painter, & Makedonska, 2014). Solute transport through the flow field is simulated
using a particle tracking approach (Makedonska, Painter, Bui, Gable, & Karra, 2015). One network
from our set is shown in Fig. 4-6 where fractures are colored by pressure and particle pathlines are
colored by velocity highlighting the spatially variable flow field within the network and individual
fractures even though the fracture apertures are uniform. Even for purely advective transport, these
velocity variations along particle pathlines lead to dispersion of the particle plume, which results
in a wide distribution of advective particle travel times. Our approach thus implicitly represents
the influence of dispersion by resolving velocity variations within fractures.

The travel time of a purely advective particle ¢ (a, L) starting at an initial position a at time = 0
is given by the integral
LNt at )

tr @ L= Jo e (+12)
where £ is the particle pathline length, £ (L) is the minimum pathline length such that the particle
exits the domain at a linear distance L and v(a; ¢) is the Lagrangian velocity sampled along the
pathline x(a, ), which is given in terms of the Eulerian velocity u(x); v(a; €) = u[x(a; €)]. We
consider both resident (uniform) and flux-weighted injection modes into the networks (Kreft &
Zuber, 1978) and particle behavior at intersections is determined using a complete mixing rule
(Sherman, Hyman, Bolster, Makedonska, & Srinivasan, 2018). Denoting the plume of particles as

P(t;) = 5 [dQ8[ty (a,L)— tf] . (4-13)

We refer to (4-13) as the breakthrough curve (BTC). For purely advective particles, powerlaw
tails in (4-13) are caused by large values of 7/ (a; L) due to particles entering low-velocity regions
and/or recirculation regions within u(x) where they are retained for extended durations.
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Figure 4-6. Particle pathlines (colored according to their velocities) within a fracture
network (fractures are colored by pressure). The complex network structure along with
individual fracture geometry results in a spatially variable velocity field within individual
fractures that is sampled by the ensemble of particles.

Figure 4-7 shows multiple travel time distributions obtained from a set of particle tracking
simulations in one of our networks to demonstrate how these low velocity regions are manifested
in the tail of P (¢r). The difference between the two simulations is the initial positions of particles;
flux-weighted (left) and resident (right). The blue circles are the purely advective BTCs (4-13), the
tails of which both exhibit the aforementioned power-law scaling (Ct “*') due to retention in low-
velocity regions, but the decay rate, i.e., exponent of the power-laws, are different. The simplest
probability distribution that can describe this power-law tail behavior is a Pareto distribution

atamin
P(te) ~ L5, tp > trmin - (4-14)
ty

where t£min denotes the minimum advective travel time across the population of streamlines. Note
that (4-14) is a mathematical representation that provides excellent fits to the tail of the advective
travel time distributions; it is not prescribed in the simulations and may not accurately represent
the rising limb and behavior near the peak of the BTC. In this network realization, we observe a
faster decay o = 1.85 for flux-weighted injection than under resident injection a = 0.69. More
particles sample low-velocity regions under resident injection, which leads to a broader distribution
of travel times and slower decay rate (Frampton & Cvetkovic, 2009; J. D. Hyman, Painter,
Viswanathan, Makedonska, & Karra, 2015; Kang, Dentz, Le Borgne, Lee, & Juanes, 2017).

Particles can be retained for even longer durations due to matrix diffusion. We account for matrix
diffusion using a time domain random walk (TDRW) where the total travel time of a particle is
the linear superposition of the advective travel time within individual fractures and time spent in
the matrix (Delay & Bodin, 2001). The adopted TDRW methodology implicitly includes variable
advective travel times of particles along different streamlines within an individual fracture, i.e.,
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local dispersion, which is in contrast to previous TDRW implementations in DFN models where
longitudinal dispersion was either sampled from prescribed distributions or neglected entirely
(Bodin, Porel, & Delay, 2003; Delay & Bodin, 2001; Painter, Cvetkovic, Mancillas, & Pensado,
2008). Moreover, the TDRW is applied for particle travel times in individual fractures rather than
the total travel time through the network as in Karra, Makedonska, Viswanathan, Painter, and
Hyman (2015) which used a different TDRW method coupled with dfnWorks to account for
matrix diffusion (Painter & Mancillas, 2009). Thus, the adopted TDRW accounts for the possibility
of particles entering and exiting the matrix multiple times as they pass through the network.
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Figure 4-7. Particle travel time distribution for two networks. In the left subfigure the Pareto
distribution has a exponent & = 1.85 and in the right & = 0.69. The purely advective PDF
is plotted as as blue circles and empirical PDFs with matrix diffusion for different values of 4:
O(107?): orange diamonds, O(10"!): magenta triangles, O(10°): green squares. Solid black line
is a Pareto with the decay rate estimated using the maximum likelihood estimator for the advec-
tive PDF. Dashed black lines are the theoretical predictions for asymptotic decay rates: —3/2 for
o > 1 (left) and —(1 + o/2) for a < 1 (right).

The additional BTCs shown in Fig. 4-7 are particle tracking simulations from the same network
and initial positions that also include matrix diffusion using the TDRW. For an illustrative
exploration of the strength of matrix diffusion, we fix the matrix porosity at ¢ = 0.1 and consider
three values of matrix diffusivity D, [m*2]: log(D.) = —10 (green squares), -12 (purple triangles), -
14 (orange diamonds). For the lowest values of D, (orange), the BTC follows the purely advective
BTC closely in the early part of the tail, before exhibiting a break in slope and approach to a
different late-time power-law decay rate. For the intermediate value of D. (purple), the peak is
damped slightly in comparison to the purely advective BTC, and the late-time power law decay
rate is approached more rapidly. For the highest value of D, (green), the peak is damped significantly
and the BTC directly approaches the late-time power law decay, without following the purely
advective BTC during the early time portion of the tail. For a = 1.85 (left), the BTCs for all cases
exhibit a late-time power-law decay rate of -3/2, which corresponds to the classical signature of
matrix diffusion. However, for a = 0.69 (right), the BTCs for all cases converge to a power-law
decay rate of -1.35, rather than -3/2. In the next section, we present a theoretical analysis of the
combined influence of matrix diffusion and the advective travel time distribution to explain these
features. Specifically, we derive a criterion for deviation from the -3/2 decay rate of the BTC
considering matrix diffusion and relate it to the decay rate exponent of the purely advective BTC
described by a and provide an explanation for the break in slope between the early and late time
decay rates in the case of weak matrix diffusion.
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4.3.3 Theoretical Insights: Matrix Diffusion and Advective Travel Time
Distributions

Considering a population of streamlines within a fracture network, we combine the distribution of
advective travel times of particles, P (#r), and the conditional distribution of travel times influenced
by matrix diffusion along any individual streamline, P(¢¢,), to obtain the distribution of total travel
time of particles:

t

P(t) = ftfmmp(tltf) P(ty) dts , (4-15)
where ¢smin denotes the minimum advective travel time. We have already shown that the tail of P
(¢r) can be well-modeled by a Pareto distribution (4-14), so we turn our attention to a suitable
model to account for matrix diffusion.

For a pulse injection into a single uniform fracture surrounded by an infinite matrix, Magoszewski
and Zuber (1985) derived an analytical solution considering only advection within the fracture. The
probability density function of travel times exiting the fracture may be obtained from their solution
as:

2.2
Lsexp(atf) if t>t,,

P(tt;) = {va(e-c,)? (t=¢r) (4-16)
0 if t<ty.
where #ris the advective travel time through a fracture, and
a = 2 (4-17)

Here, ¢ is the matrix porosity, D. is the matrix diffusivity, and b is the fracture aperture. Note that
(4-16) exhibits a late-time decay rate of —3/2 associated with classical matrix diffusion. As long as
a is constant along a streamline, (4-16) is valid even for streamlines along which the advection
velocity varies (Cvetkovic, Selroos, & Cheng, 1999). To obtain first-order insights into the
interaction between matrix diffusion and a power-law advective travel time distribution, we use
(4-14) and (4-16) in (4-15), assuming a constant a. In future work, we will explore the influence
of correlations between aperture and fracture length, which may imply correlations between the
effective value of a and the travel time along a streamline. Our DFN simulations employed a constant
value for a in each DFN realization.

It is convent to non-dimensionalize the variables involved in (4-14)-(4-16) as follows:

Q)Det,min
r=—", =1, A:Q\/tﬁm:—w. (4-18)

tf,min ’ tf,min b

The corresponding dimensionless advective, conditional and total travel time probability density
functions are

P(zy) = —Tf‘j;H LT >1, (4-19)
ATf (—Az‘ffz)
——— exp — T > Tf,
P(‘L"Tf) = 3y va(r- Tf)% (== 7r) d (4-20)
0 T S Tf
and
At —A%7 2

Vi(r—zs)?
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Three important limiting behaviors result from (4-21) and explain the decay rate of the breakthrough
curves in different regimes. First, we note that (4-16) in non-dimensional form is essentially a Lévy
distribution with parameters (z;24° T £ 2 ). Because the Lévy distribution belongs to the class of
stable distributions, as the scale parameter 24° T2 — 0, its limiting behavior is well-
approximated by the Dirac-delta measure d(z—tr). Thus, for values of 4 and 7 such that A7 « 1,
Aty <« 1 over the entire range of the integral (4-16), P(z|t,) may be approximated by d(z—z,), and
P(7) = P(zr). In other words, for weak matrix diffusion, or at small dimensionless times, the
breakthrough curve follows the advective travel time PDF (the range of dimensionless times for
which this behavior may be expected is 7 « 1/4). Considering the behavior for large
dimensionless time 7, it can be shown that
a 2

P(1) ~ A& p1me2y (1;—‘”‘7) LT, Ar>» 1. (1-22)
Where T'(, ) denotes the upper incomplete Gamma function. Based on the Maclaurin series
expansion of I'(, "), we demonstrate two alternative decay rates for large ¢ depending on the value
of a. For a > 1 (advective travel time PDF decays sufficiently fast), the decay rate is -3/2. However,
if a <1 (advective travel time PDF decays sufficiently slowly), the decay rate is —(1 + a/2).

Thus, the behavior of breakthrough curves impacted by matrix diffusion in fractured rock is
controlled by two dimensionless parameters: 4 and o representing two physical features of the
system. a describes the decay rate of the purely advective breakthrough curve, which is a
manifestation of how particles sample the fluid velocity field, and 4, which describes the potential
for prolonged retention in the matrix. In general, if (4-14) holds for the advective travel time
distribution, the breakthrough curve will exhibit two distinct decay rates in different dimensionless
time ranges, with a break in-between:

T=: P~ O, (1-23a)

1 _(1+Z) _3
T>>A—2,T>>1: P(t)~1 2, a<l; P@E)~7t z,a>1. (1-23b)

Note that 4 depends on fracture and matrix properties and first advective breakthrough time
(trmin). Thus, even at the same field site, 4 is a scale-dependent quantity in so far as ¢smin increases
with distance between the location of solute injection and breakthrough curve measurement. For 4
> 1, the first or early-time regime shown in (4-23a) will not be observed, because by definition
> 1, cf. equations (4-18) and (4-21). However, the late-time approximation(4-22) and regimes (1-
23b) are expected to be observed regardless of A4, clarifying that the -3/2 decay rate associated
with the behavior in the single-fracture infinite-matrix diffusion model will be observed only if the
advective travel time distribution decays sufficiently rapidly (a > 1). As noted above, deviations
from the -3/2 decay rate have been previously explained based on finite matrix block sizes and the
multi-rate model (Haggerty et al., 2001), multi-channel advection-dispersion (Becker & Shapiro,
2003). The theoretical analysis presented in this section illustrates a new mechanism for deviation
from the -3/2 decay rate, even in the case of a semi-infinite matrix width: one involving retention
in low velocity regions of the advective flow field, manifested in power-law tail of the advective
travel time distribution, and diffusion into the surrounding matrix.

4.3.4 Comparison between Numerical Simulations and Theoretical Results

We estimate the exponent of the Pareto distribution « that best fits the tail of the empirical purely
advective travel time distributions obtained from our set of DFN simulations (described in Sec.
4.3.2) using a Maximum Likelihood Estimator. We define the tail of the distribution as the empirical
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PDFs beyond the peak. Goodness-of-fit metrics confirm that the Pareto distributions provide
reasonable fits to the data. The values of a range between 0.24 and 3.8 and we partition the
simulations based on whether @ < 1 or a > 1 and the value of 4 to facilitate the evaluation of
theoretical results presented in Section 1.3.3. Out of the 60 purely advective simulations, there are
19 networks where a < 1 and 41 where o > 1.

We consider pairs of the matrix porosity ¢ [~] and matrix diffusion coefficient D.[m? /s] of ¢ = 0.01,
0.02, 0.05, 0.10 and log(D.) = —10, =11, =12, —13, —14. These values encompass a wide range based
on previously reported field studies, although lower D. values are typically associated with lower ¢
values (Zhou et al., 2007). While we consider pairs of ¢ and D., the controlling dimensionless
parameter is A = ¢ /Detsmin/b , Which varies between networks due to differences in ¢/min for the

same values of gand D., as b is constant throughout the network. Values of 4 range from O(107%) to
0O(10), with larger values indicating stronger matrix diffusion. For each DFN and injection mode,
21 empirical probability distributions (BTCs) are generated using = 10° particles. Increasing the
number of particles beyond this point did not significantly change results. In sum, 1260 particle
tracking simulations were performed (60 purely advective and 1200 that include matrix diffusion
via the TDRW algorithm). The mean pressure gradient was selected to observe travel times when
At <« 1 and A7 > 1 to explore our theoretical predictions.

Revisiting Fig. 4-7 which shows the travel time distributions of two network realizations with
different values of the Pareto exponent; o = 1.85 (left) and a = 0.69 (right). Fora = 1.85 (> 1),
the theory predicts a decay rate of —3/2 as At — oo which is also observed in the DFN simulations.
Fora = 0.69 (< 1), the theory predicts a decay rate of —(a/2+1)=—1.35 as A1 — oo, which is also
observed in the DFN simulations. Moreover, the predicted break in the slope between the early-
time (1-23a) and late-time (1-23b) for lower values of 4 is observed. This feature is more pronounced
in the network where a > 1 (left). The peaks of the distributions for the purely advective case
(blue) and 4 = 0.03 (orange) almost exactly overlay each other and at = = 10, the orange markers
make an abrupt deviation from the advective BTC and subsequently exhibit a decay rate of —3/2.
For the two higher values of 4 in this network, we do not observe the decay rate of underlying
Pareto, we only observe the decay rate of —3/2, which is also in line with the theoretical analysis
because the influence of matrix diffusion is already quite strong A%t 1 thereby masking the influence
of the advective travel time distribution.
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Figure 4-8. One-to-one plot of theoretical asymptotic breakthrough curve decay rate against
DFN simulation data for 1198 simulations. Marker size is scaled by A (larger markers for higher
values) and color denotes In(a) value. a ranges between 0.24 and 3.8. For all values of both 4
and a, there is good agreement between our theoretical predictions and DFN simulations.

Figure 4-8 shows a one-to-one plot of the decay rate from numerical simulations (computed by
fitting a power-law to the tail of the empirical PDF beyond the peak and break, i.c., late times)
plotted against the theoretical values. 1198 out of the 1200 simulations that include matrix diffusion
are plotted. The two networks omitted had too low particle densities at late times to provide
adequate data for estimating power-law scaling. Marker size is scaled by 4 (larger markers for
higher values), which fall into the range O(10® — 10') and color denotes the natural In(«) value.
Values of a < 1 are colored between red and yellow and values of o > 1 are colored green. For all
values of a and A4 the agreement between the DFN simulations and theory is quite good, mean
relative error of 0.004 (+£0.009). Note that there is slightly better agreement for larger values of 4,
which indicates that even for stronger matrix diffusion where a decay rate of -3/2 would be expected,
we observe systematic deviations from —3/2 when o < 1.

4.3.5 Discussion and Conclusions

The presented theory, which is corroborated by high-fidelity three-dimensional discrete fracture
network simulations, provitles new insights into the scaling behavior of breakthrough curves in
fractured media. In particular, we have identified a new mechanism for deviations from the classical
—3/2 decay rate associated with matrix diffusion that involves interactions between matrix diffusion
and complex heterogeneous advection at the fracture network scale (manifest as a slowly decaying
power-law advective travel time distribution, P (/) ~ ¢ *®, with a < 1). For the case of uniform
advection, as in the Magoszewski and Zuber (1985) model or for a single streamline, the advective
travel time distribution is a delta function, and (4-21) reduces to (4-16), exhibiting the -3/2 decay
rate characteristic of matrix diffusion. When the advective travel time distribution falls off
relatively rapidly (a > 1), the overall behavior is similar to the uniform advection case. The late-
time tail is dominated by the influence of retention by matrix diffusion along all streamlines
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(because the rising limb and peak along all streamlines pass by within a relatively short duration)
and hence shows the -3/2 decay rate. However, when the advective travel time distribution decays
relatively slowly (a < 1), the late-time tail reflects the influence of both the rising limb/advective
tail from transport along slow streamlines, and the matrix diffusion tail from fast streamlines, and
thus deviates from -3/2. The manner in which these contributions are weighted is controlled by the
dimensionless advective travel time distribution in the integral in (1-21), leading to a decay rate
of (1+a/2) rather than -3/2. The threshold of &« = 1 (when 1+0/2 = 3/2) demarcates these two
regimes. It is interesting to note that the (1+a/2) decay rate with &« < 1 is observed even when 4
is large (i.e. strong matrix diffusion), highlighting the influence of a slowly decaying advective
travel time distribution. The mechanism for deviation from the -3/2 decay rate identified here (i.e.
a slowly decaying advective travel time distribution combined with the influence of matrix diffusion)
is distinct from the previously proposed finite matrix block width (Maloszewski & Zuber, 1985);
multi-rate mass transfer (Haggerty et al., 2001), and multi-channel advection-dispersion (Becker &
Shapiro, 2003) mechanisms. Our analysis involves strictly physical parameters and can thus provide
a basis for relating parameters in generalized non-Fickian transport models to underlying physical
mechanisms.

We also identified other scale-dependent aspects of when the influence of matrix diffusion is manifest
in breakthrough curves. The theory identifies a dimensionless parameter that weighs the relative

¢\/ De tf,min .

influences of variable advective travel time and matrix diffusion, 4z where A = —, isa

dimensionless measure of the strength of matrix diffusion at time scales on the order of the fastest
advective travel times (¢£min) and T = #Z,min is a dimensionless total travel time. The regime At <<
1 is identified as a regime where the influence of matrix diffusion is weak, and the breakthrough
curve tail is controlled by the decay rate of the advective travel time distribution. The late-time
decay rates mentioned above will be observed in the regimes 7 > 1 and 4%z > 1. A novel feature
of this non-dimensionalization is the inclusion of #/min in A. This clarifies that the expected behavior
of breakthrough curves is scale (time) dependent; even at the same site, different behavior may
be observed in tracer tests at different scales. For small-scale tracer tests (smaller ¢/min), or if 4 <<
1 (weak matrix diffusion), non-diffusive tailing reflecting the advective travel time distribution could
be observed over relatively long-time scales (10'-10% times the first breakthrough time). Such
behavior has in fact been documented in previous work, e.g. Becker and Shapiro (2000). If the
breakthrough curves are observed for sufficiently long duration and concentrations are above
detection limit, a break in slope and transition may be observed in breakthrough curves. At larger
scales (larger ¢/min), matrix diffusion will influence the breakthrough curves. The DFN simulations
considered here cover four orders of magnitude in 4 (1073-10"). Across this range, we observed the
early time advection-controlled regime and break in slope for smaller values of 4. However, if the
simulations were run with a smaller hydraulic gradient (slower velocities, larger ¢/min), Wwe may not
have observed the early-time regime.

One important feature of our theoretical approach is that the overall breakthrough curve is
expressed in relation to the advective travel time distribution, which already captures complexities
associated with heterogeneous flow velocities, networks structure and advection loops. It could thus
avoid the apparent scale-dependence of effective matrix diffusivities resulting from using a single
fracture constant velocity model to estimate transport parameters by fitting breakthrough curves,
e.g. (Liu, Zhang, Zhou, & Molz, 2007; Zhou et al., 2007). With regard to such applications of our
theoretical approach for the interpretation of field tracer data, a key is the use of tracers with
varying molecular diffusivities, especially high-molecular weight tracers or particulate tracers with
very low diffusivities (Becker & Shapiro, 2000; Jardine et al., 1999; Maloszewski, Herrmann, &
Zuber, 1999; Reimus et al., 2003), that can constrain the advective travel time distribution in the
absence of matrix diffusion effects.
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In general, solute dispersion arises from both velocity variations produced by the network structure
and the smaller-scale velocity variations resulting from aperture variability within fractures.
Although the assumption of a constant a in our analysis is a restriction, it is a first step towards
understanding behavior in more complex fractured rock masses, where a varies spatially due to
the dependence on the fracture aperture b. As a result, the advective travel time along a streamline
may be correlated with an average value of a, requiring an alternative treatment of (1-15) and (1-
16). Additional processes that should be considered in future work include exchange of solute
between streamtubes, e.g. between preferential flow paths and stagnant zones within fractures
(Becker & Shapiro, 2000; Neretnieks, 2006; Roubinet, De Dreuzy, & Tartakovsky, 2013; Zhou et
al., 2007), adsorption, transformation between chemical species, and finally heterogeneity in fracture
and finally heterogeneity in fracture aperture and matrix properties, i.e. spatially variable a, which
requires additional theoretical investigation. In future extensions of our approach, we will focus on
incorporating in-fracture mass transfer and dispersion into our analysis, adapting the concepts used
by Delay and Bodin (2001) and also address the influence of finite matrix block size (Haggerty et
al., 2001; Maloszewski & Zuber, 1985). Most discrete fracture network models are restricted to low
Reynolds number flows, and the representation of fluid fluxes between the fractures and rock
matrix is approximate, neglecting Brinkman effects for instance. Thus, their applicability to
fractured karst or fracture networks in a relatively permeable rock matrix (e.g. sandstone) is limited.
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4.4 Conclusions

In this section, we presented two studies concerning the transport of solutes through crystalline rock. In the
first, we examined the impact of different textures in fracture apertures. In the second, we studied the
relative effect of matrix diffusion compared to advective transport. These studies lay the foundations for
our work in the upcoming year. Concerning crystalline international, we will continue to study how various
geophysical attributes of fractures and the networks they form leads to flow channelization, which is in-line
with the directions of Task 10 in the SKB task force. We will examine both single fracture and network
scale attributes. We will develop measurements to quantify the degree of flow channeling being observed,
which are currently lacking in the literature. For GDSA, we will focus on the integration of alternative
representations of matrix diffusion, be they computational or analytical. We will develop improved
simulation tools to better account for the combined effects of fractures and the surrounding matrix. In
addition to these new capabilities, we will also develop novel analysis tools to characterize simulation
outputs better. We will also seek to upscaled analytical methods to account for retention due to matrix
diffusion. The development of parsimonious upscaled transport models that can effectively incorporate the
effects of fracture heterogeneity, initial condition, and matrix diffusion is critical for predictive purposes,
and uncertainty quantification as many realizations of the model can be performed at low computational
cost compared to 3D DFN simulations.
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5. ALTERATION TO CLAY COLLOIDS IN ALKALINE, LOW-IONIC
STRENGTH SOLUTIONS AT ELEVATED TEMPERATURE AND
EXPERIMENTS TO QUANTIFY ANISOTROPY OF BENTONITE
SWELLING

5.1 Introduction

Bentonite clays, part of the smectite group of clay minerals, find wide applications in various industries due
to their high cation exchange capacities and swelling potential. Their proposed use as a barrier material in
High Level Radioactive Waste (HLRW) repositories follows a precedent set in use as landfill liner materials
and toxic waste repository liners (Kolstad et al., 2004). Bentonite clay features as an exterior barrier and
back-fill material between the host rock and waste canister in several designs for deep geologic containment
of HLRW. Bentonite has several properties that favor it for this application. Its low hydraulic conductivity
when compressed and its high cation exchange capacity help protect the waste canister from outside water
and contain any leakage of radionuclides. Its swelling properties offer the possibility that bentonite could
swell into water conduits from the host rock and within the clay, sealing them and decreasing the chance of

water intrusion into the waste canister (Villar and Lloret, 2008). In order to accurately predict the
performance of bentonite clays in this environment it is necessary to understand the properties of bentonite
clays by themselves. Two major thrusts in the study of bentonites for use in HLRW repositories are the
behavior of bentonite colloids and their interactions with different radionuclides, and the swelling and
erosional properties of bentonite barrier materials (Akinwunmi et al., 2019; Birgersson et al., 2011; Missana
et al., 2003, 2014; Moreno et al., 2010; Norrfors et al., 2015, 2016; Reid et al., 2015). Previous work has
addressed numerous scenarios affecting colloids ability to sorb and transport radionuclides, including
radionuclide concentration, colloid mineralogy, groundwater pH, ionic strength, and potentially redox as
reviewed in Kersting et al. (2003) and Reimus et al. (2017). This study addresses two additional potential
alterations to bentonite that could occur in a HLRW setting: 1. high temperature alteration of bentonite
colloids and 2. swelling and/or erosion of the bentonite upon hydration owing to intrusion of variable ionic
strength groundwater. Both are important for the safety assessment of bentonite as a barrier material in

HLRW repositories (Alonso et al., 2018).

In the previous report, we demonstrated that the colloids in the Chancellor groundwater from the Nevada
Test Site sorb and transport radionuclides more effectively than a synthetic colloid solution of comparable
chemistry (Viswanathan et al., 2019). Unlike freshly prepared colloid solutions typically used in lab
experiments, groundwater at the test site experienced temperatures up to 75°C and was in place for several
decades prior to collection. Therefore, experiments were designed to test whether these effects (i.e., aging
and heating the colloids with sorbed radionuclides) might increase colloid-facilitated transport of
radionuclides. Most recently, we showed that aging FEBEX colloids spiked with '*’Cs for 1200 hours
increased the colloids’ ability to transport '*’Cs through a series of columns by 10% (Telfeyan et al., 2020).
We attributed the correlation between aging and sorption capacity to the increased time allowed for '*’Cs
to migrate to the strong, less abundant sites (i.e., frayed edge sites) on the colloids.

The effect of heat on colloid stability and sorption capacity is less straightforward, however. Colloidal
stability is governed by the balance of repulsion between the double layers of the particles and attractive
(Van der Waals) forces, which varies as a function of ionic strength, temperature and pH. Garcia-Garcia et
al. (2006) describe how both the DLVO and kinetic theories suggest that increasing temperature should
result in less stable colloidal suspensions. Increasing temperature reduces the diffuse electrical double layer
thickness which is responsible for stabilizing the electrostatic repulsion. Additionally, increasing
temperature increases particle collision frequency and therefore aggregation rate (Garcia-Garcia et al.,
2006, 2009). However, experiments by Garcia-Garcia et al. (2006) reveal the opposite behavior: colloidal
stability slightly increases with increasing temperatures up to 80°C, which they attribute to the flat geometry
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of bentonite and the different origin of the surface charge on bentonite particles. The negative charge at the
face of a bentonite particle is constantly negative owing to isomorphic substitution, which is independent
of temperature, and DLVO calculations suggest the repulsive component actually increases with increasing
temperature (Garcia-Garcia et al., 2006). These and other studies (e.g., Tari et al., 2000; Lu et al., 2003) on
the effects of temperature on colloid stability assume peak repository temperatures of ~80°C. However,
temperatures ranging from 100-200°C were chosen for the present experiments as current proposals for
thermal management strategies of hard-rock backfilled disposal concepts suggest that backfill materials
have a peak temperature tolerance of at least 200°C (Liljenfeldt et al., 2017). At these even higher
temperatures, there are additional considerations, such as the much lower dielectric constant of water and
the potential for mineralogical and morphological alteration to the bentonite, which would affect its sorption
capacity, both by potentially increasing its surface area and through transformation to a potentially more
sorptive phase.

Another factor potentially affecting predictions of HLRW long-term stability is bentonite swelling and
erosion. Many studies have investigated the swelling of bentonite clays in the micro-scale by observing
them under Environmental Scanning Electron Microscopy (ESEM) and Transmission Electron Microscopy
(TEM) or have investigated constrained swelling pressure measured via oedometer as a proxy for the
unconstrained volumetric swelling of bentonite (Herbert et al., 2008; Komine, 2004; Komine and Ogata,
1994; Laird, 2006; Zhang et al., 2016). They have found among other things that the ionic strength and
valence of electrolyte solutions strongly affects the swelling rate, swelling pressure, and final volume of
bentonite (Komine and Ogata, 1994; Zhang et al., 2016). Recent efforts in computationally modeling
bentonite swelling indicate that varying swelling rate may introduce anisotropy in the swelling of a
bentonite pellet (Liu and Kang, personal communication). Anisotropy in swelling could have implications
for modeling the erosion of a bentonite barrier, especially in the context of safety assessment.

Erosion of the bentonite barrier poses a risk for transport of radionuclides from the near-field repository to
the far-field environment. The ability of bentonite to adsorb radionuclides onto its large surface area is part
of what makes it attractive as a barrier material, preventing the release of dissolved radionuclides into the
environment. However, that same property poses a risk of enhanced transport of those radionuclides should
bentonite with sorbed radionuclides erode (Reimus and Boukhalfa, 2014). The behavior and interactions of
various radionuclides when adsorbed onto bentonite colloids are the subject of numerous past and ongoing
studies (Birgersson et al., 2009; Missana et al., 2003, 2008, 2018). Understanding the conditions under
which bentonite erodes and the extent of that erosion are vital to predicting bentonite behavior in both the
repository and surrounding environments.

The above mentioned methods for assessing bentonite swelling using swelling pressure, (e.g., Komine,
2004; Komine and Ogata, 1994; Zhang et al., 2016) are not well suited to assessing changes to the shape of
a bentonite pellet as it swells due to their requiring a fully constrained swelling setup. A method that allows
for visual evaluation of the swelling pellet is necessary for linking analyses of swelling and analyses of
potential changing pellet geometry.

5.2 Methods and Materials
5.2.1 Column Studies at Elevated Temperature

All column experiments in this study employed a solution of synthetic Chancellor groundwater with
FEBEX bentonite at a concentration of approximately 100 mg/L as described previously (Viswanathan et
al., 2018, 2019). Two types of columns were conducted in this study. The first employs the repeat injection
method discussed in previous milestone reports, and the set up was described in Viswanathan et al. (2019).
Two minicolumns were constructed from Teflon tubing and packed with crushed analcime (75-200 nm)
(Table 5-1). The elemental composition of the analcime and the mineralogy of the FEBEX are reported in
Telfeyan et al. (2020). A concentrated solution of FEBEX colloids in synthetic Chancellor was spiked with
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37Cs (7.3:10°13 M) and subsequently heated in autoclaves for 2 weeks at 200°C. The solution was then
diluted and settled to remove large particles and diluted again to a colloid concentration of 100 mg L. The
solution was then spiked with a conservative tracer *(HHO) and injected via a 60 mL Monoject™ syringe
at a rate of 0.5 mL hr'! into the first analcime column. Eluent was collected in glass test tubes arranged in a
FOXY Jr. Fraction Collector programmed to collect sample every hour for the first 24 hours and then every
6 hours (3 mL collections) thereafter. Select samples from the first column were analyzed for '*’Cs, SHHO
and colloid concentration. The remaining eluent was then collected and injected into the second analcime
column. This eluent was collected in the same increments as described for the first column and was also
analyzed for '*’Cs, *HHO and colloid concentration. These column experiments were interpreted using the
colloid-facilitated transport models described in (Reimus, 2017; Reimus et al., 2017).

Table 5-1. Summary of parameters for columns and solutions used in the first set of column experiments.
FEBEX was spiked with '*’Cs and heated for 2 weeks at 200°C prior to preparation of the colloid solution
for injection into an analcime column at room temperature. In the lower half of the table, the parameters
for the granodiorite column heated in-situ are presented.

Column Analcime Pore Column Column Injection Injection Injection
ID Mass (g) volum  Length Inner Volume (mL) Conc.Cs  Conc. ¥ Cs
e (mL) (cm) Diameter M) (cpm/mL)
(cm)
Heated
FEBEX 1 10 3.31 11 0.8 120 9.8-10°" 25
Heated
FEBEX 2 10 3.23 11 0.8 120 2.7-101 7
Granodiori
te Mass (g)
200°C 4.71 177 43 140 26107 M
Column

A separate series of column studies was conducted to test the difference between pre-heating the colloids,
as in the experiment above, and heating the colloid solution in-situ using a heated column apparatus. In
order to understand the effect of elevated temperature on colloid properties in the absence of sediment, an
experiment was conducted with a solution of FEBEX colloids (~100 mg L' colloid solution in synthetic
Chancellor water) passed through an empty Teflon-lined stainless steel column encased in a
ThermoScientific Linderg Blue Programmable Oven. The temperature was increased from 100°C to 150°C
and 200°C (pressure 1000 PSI), and eluent was collected from each interval. The eluent was analyzed for
colloid concentration, colloid surface charge, and Scanning Electron Microscopy (SEM).

Following the characterization of colloids subjected to high temperatures, the column was packed with
crushed granodiorite from the Grimsel Site (75-200 nm). A FEBEX solution similar to the above
experiments was prepared. Non-radiological CsCl was added to 140 mL of FEBEX colloid solution (~100
mg L) to a concentration of 2.6-107 M Cs (Table 5-1). Although a lower concentration of Cs was desired
in order to compare with previous experiments, non-radiological Cs was required for the laboratory with
the high temperature furnace. The concentration was therefore prepared to be 100 times the detection limit
of the mass spectrometer, which is 3.0-10° M. The solution was then left for approximately 6 months, as it
was previously shown that aging the colloids after spiking with Cs allows for Cs to diffuse to the strong
sites on the colloids and sorb more strongly. The solution was then spiked with 10 ppm Br, as LiBr, to serve
as a conservative tracer prior to injection through the granodiorite column. The flow rate was set to 3 mL
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hr'!, and samples were collected every 20 min for the first 2 hours and every hour thereafter. The column
maintained a temperature of 200°C and a pressure of 1000 PSI for the duration of the experiment.

5.2.2 Analytical Methods for Column Evaluation

In order to determine changes in electrochemical properties of the FEBEX colloids due to temperature, the
eluent colloids from the column experiments were analyzed for zeta potential, size and concetration. A
Malvern Zetasizer Nano with a folded capillary cell was used to measure the eletrophoretic mobility of the
colloids, from which the zeta potential was determined using the Henry equation with Smoluchowski
approximation. The Zetasizer was also used to measure the distribution of colloid diameter, and the average
value was reported. For both size and zeta potential, measurements were conducted at 22°C, and 3
independent runs were averaged to determine the measurment. An Agilent 8453 UV-vis Spectrophotometer
equiped with a blue filter was employed to determine the colloid concentration as described in Telfeyan et
al. (2020). Absorbance values at 700 nm were taken as background values subtrated from the absorbance
at 400 nm, which showed the greatest sensitivity to colloids. The colloid concentration was determined by
drying a known volume of the FEBEX suspension and weighing the difference, accounting for total
dissolved solids. All UV-vis measurements were then determined as a fraction of the unaltered FEBEX
suspension of known concentration.

137Cs and *HHO concentrations were determined by liquid scintillation counting (LSC) on a PerkinElmer
1220 Quanitllus™ desinged for low level counting. Between 0.5 and 2 mL of sample was diluted with
deionized water to a volume of 4 mL and combined with 16 mL of Optima Gold AB scintillantion cocktail
in plastic liquid scintillation vials. Each sample was counted 3 times, and count times varied from 1 hour
to 16 hours, depending on sample concentration. Non-radiological Cs was determined on an inductively
coupled plasma mass spectrometer (ICP-MS), and Br concentrations were determined by ion
chromatography (IC).

The colloidal suspensions that were injected into the empty column at elevated temperatures were collected
for imaging analysis to determine if mineralogical changes had occurred. The eluent was collected after
each temperature interval and poured through a ThermoScientific Nalgene vacuum filtration unit with a
0.02 um size filter to collect the colloids. The dried colloidal material was then transferred to a carbon-
taped mount for scanning electron microscopy (SEM). SEM analysis was conducted on an FEI™ Inspect
F SEM equipped with Energy dispersive X-ray spectroscopy (EDS) for elemental analysis.

5.2.3 Bentonite Erosion Laboratory Experiments

Experiments were conducted to visually analyze the swelling of small pellets of MX80 bentonite in two
and three dimensions under different ionic strength salt solutions. Pellets were created by compressing
0.015 g of powdered unprocessed commercial MX80 bentonite into an approximately 3.2 mm diameter by
1.25 mm height cylindrical pellet to give a dry density of 1.49 g/cm?.

In order to test swelling in two dimensions, an apparatus was constructed using the top and bottom of a
petri dish with a 3-D printed spacer separating them by the same height as the pellet. The top and bottom
are sealed to the spacer with silicone rubber, and two small holes are drilled in the top as a water inlet and
outlet. The spacer has a projection of known dimensions which provides a scale for the pellet swelling.

The whole apparatus is then placed on the stage of a Zeiss Stemi 2000-C inspection microscope with a
canon Rebel 3t digital camera attached. The camera is set to take thirty images at an interval of five seconds
followed by ten images at an interval of thirty seconds, and then the water-electrolyte solution is introduced.
The camera records through the microscope the vertically constrained two-dimensional swelling of the
bentonite pellet over the course of three minutes and twenty seconds. Solutions tested were deionized water,
0.2 mM NacCl, 2.0 mM NacCl, and 20 mM NaCl.
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Figure 5-1. The constrained (2D) swelling setup in the microscope stage. The projection in the lower
half of the image is a known dimension of 5-mm and serves as a scale marker for image analysis.

To test three-dimensional swelling, two cameras were used. One from the top, as described above, and one
from the side. The side-view images were used to assess swelling vertically, and volume was estimated by
assuming the pellets remain roughly cylindrical. For the unconstrained, three-dimensional tests, pellets were
attached to frosted glass microscope slides in order to fix them in place. Tests were conducted in cube-
shaped 50-mm optical glass cuvettes to ensure a clear undistorted view of the swelling pellet from the side.
The Canon DSLR camera was mounted to a tripod and fitted with a macro lens in order to capture the side-
on images. A Super Eyes B005 USB microscope was used to capture the top-down images. As in the
vertically constrained two-dimensional swelling tests, the camera was set up to take 40 images at a 5-second
interval after pre-swelling images were taken. The USB microscope was set up to take a video for the
duration of the experiment and still images were extracted from the video at the same interval as the camera
stills.

5.2.4 Image Analysis of Bentonite Erosion

Images were analyzed using the open source ImageJ software developed by the National Institute of Health.
A color threshold analysis was performed to differentiate the pellet from its background. It was found that
for the images in this study, the YUV color space (as opposed to RGB, HSV, or Lab) was most useful for
differentiating the bentonite pellets from the background and from the gel dispersion that is thrown off as
the pellet swells. Ideal threshold positions in that color space will vary with lighting conditions, but the
threshold is held constant throughout the analysis of one test to provide a consistent benchmark for change
in area. The threshold analysis produces a binary mask which is used as the input for the particle analysis
function in ImagelJ. This analysis measures and displays the number of pixels in an object that fits the
criteria entered. It is also possible, and useful to set an equivalency between pixels and a distance measure
such as millimeters. If that is done, the particle analysis function will also display the area of the particle in
mm?. The binary mask generated using the threshold analysis can also be used to investigate shape
descriptors and how they change with swelling rate. In order to investigate shape descriptors however, the
binary masks must be modified to remove the irregularity of the perimeter of the mask. If the masks are left
unmodified, the shape descriptors will be very strongly influenced by the variations in the roughness of the
edge of the particle. In order to smooth the edges of the pellet masks, a Gaussian blur with a radius of 2 mm
was applied to the masks, and then a threshold was applied to produce another, smoothed binary from which
the particle analysis was performed. The shape descriptors used in this method are the circularity and aspect
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ratio measures which are inbuilt into the particle analyzer in ImagelJ. Circularity compares the area of the
particle to its perimeter and displays those as a ratio.

area

(5-1)

A perfect circle has a circularity of 1.0, and the least circular possible shape has a circularity approaching
0.0. As the bentonite pellets start near perfectly circular, circularity measurements below the starting
measurement are interpreted to indicate anisotropy in swelling. Aspect ratio measures the difference in
diameter between the largest circle that touches two points on the particle, and the smallest circle that fits
entirely within the particle.

cicularity =4-m———
perimeter

major axis

aspect ratio = 52-2)

minor axis
Aspect ratio increases as the pellet gets less circular, so higher aspect ratios are interpreted to represent

higher swelling anisotropy. Change in area over five seconds is calculated as a proxy for the instantaneous
swelling rate and is used to compare shape descriptors at a given swelling rate.
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Figure 5-2. A visual representation of the image analysis process. A) Setting the scale. B) Using color
thresholding to differentiate the pellet from its background and any gel suspensions it may create. C)
Using the Imagel particle analyzer to find the area of the pellet. D) Results of area analysis. E) Using the
Gaussian blur function to blur the pellet mask. F) Using the threshold function to pull the general
smoothed shape of the pellet out of the blurred image. G) Using the particle analyzer to access shape
descriptors of the now smoothed pellet. H) The shape results.
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5.3 Results
5.3.1 Column Studies at Elevated Temperature

Breakthrough of the colloids that were heated for 2 weeks at 200°C, conservative tracer C(HHO), and '*’Cs
eluting through a column packed with analcime at room temperature are shown in Figure 5-3. The
conservative tracer indicates the breakthrough of the injectate and the beginning of column flushing. The
breakthrough of about 60% of the colloid concentration relative to the starting pre-injection concentration
occurs immediately, suggesting there is some filtration of the colloids by the analcime. The colloid
concentration increases to 100% by the conclusion of the experiment. The breakthrough of '*’Cs follows a
similar trend as that of the colloids, although at much lower concentrations. Only ~10% of the initial '*’Cs
elutes initially, increasing to 40% by the conclusion of the experiment. Additionally, no detectable '*’Cs
was measured in eluent fractions filtered through 0.02 pum filters, indicating that all '*’Cs occurred in the
colloidal phase.

The model interpretations for column 1 are shown as dashed lines in Figure 5-3. A 2-site sorption model
was used, and initial simulations used the same sorption and desorption rate constants as previous
experiments with the FEBEX colloids spiked with *’Cs eluting through an analcime column (Viswanathan
2018; Telfeyan et al., 2020). However, previous experiments did not show substantial initial filtration of
the colloids by the analcime, so a reversible filtration and resuspension term for the colloids was necessary
(Table 5-2). Additionally, the initial simulation failed to reproduce the increase in '*’Cs between 600 and
800 hours (gold dashed line in Figure 5-3). Increasing the sorption rate constants for the both the first and
second site on the colloids was necessary to simulate this increase. Assuming all aspects of the colloid
preparation are similar except for the heating to 200°C for 2 weeks, this column result suggests that pre-
heating the colloids results in slightly greater sorption of *’Cs to the analcime. However, the best fit for the
model would benefit from an error-minimizing approach, although such an exercise would be difficult due
to the inherent scatter from UV-vis and LSC measurements.
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Figure 5-3. Results from the sequential injection column experiment consisting of FEBEX colloids
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spiked with *’Cs and heated for 2 weeks at 200°C and a *HHO tracer. The top figure shows the results

from the first column, including breakthrough of *"HHO, colloids, and '*’Cs with corresponding model

matches. The dashed line labeled “Model Cs Total, aged” shows the model results using the parameters

from the aged FEBEX colloids used in the experiments described in Viswanathan et al. (2018) and
Telfeyan et al., 2020. The bottom figure shows the breakthrough results of *HHO tracer and colloids

through the second column.

The zetapotential and size of select eluent samples was also measured and compared to the injectate values.
The FEBEX solution had a zetapotential of -46 mV and an average size ranging from 504 to 581 nm, which
is slightly more negative compared to previous FEBEX colloid solutions (~-27 - -35 mV; Viswanathan et
al., 2018). The three eluent samples measured for zetapotential ranged from -38 to -48 mV, and the seven
samples measured for average size ranged from 355 to 545 nm, indicating that no to minimal changes to
the bentonite colloid size or charge occurred.
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Table 5-2. Model parameters used to match the column experiment data of Figure 5-3. The sorption site
densities were kept the same as in Viswanathan et al. (2018). Different colloid reversible and irreversible
filtration rates were necessary to simulate the filtration of colloids by the analcime

Parameter Value
kac,1 (Site 1 sorption rate constant), ml/g-hr 30,000
keq,1 (Site 1 desorption rate constant), hr'! 0.6
Cacmax,1 (Site 1 sorption site density), mol/g 5x10°®
kac,2 (Site 2 sorption rate constant), ml/g-hr 900
ke, (Site 2 desorption rate constant), hr! 0.0001
Cucmax2 (Site 2 sorption site density), mol/g 7x10°
kgyie (Irreversible filtration rate of colloids) 0.015
hr!
Reversible filtration rate of colloids hr! 0.075
Resuspension rate of colloids hr! 0.004

The eluent from the first column was collected and injected into a fresh analcime column (column 2). The
breakthrough curves of colloids and conservative tracer are shown in Figure 5-3. *HHO values in samples
after the initial breakthrough were discarded owing to analytical issues with the *HHO measurements.
Therefore, the full profile of the injection could not be characterized. The colloids, however, show near
immediate breakthrough and decrease upon introduction of the flush solution with minimal tailing. In
contrast to the first column, breakthrough of the colloids through the second column reaches 80%
immediately and stays relatively constant during the full injection. The concentration of '*’Cs was not
significantly larger than the blank concentration, suggesting any breakthrough of '*’Cs was too low to be
detected. Therefore, no attempts were made to model the data. The lack of *’Cs eluting through the second
column suggests that '3’Cs was not as strongly sorbed to the colloids as previous experiments which showed
10% recovery of 1*’Cs through a second analcime column. This result is in contrast to the above observation
that the sorption rate constants needed to be increased to simulate the results from the first column. In this
experiment and in the previous experiment (Viswanthan et al., 2018; Telfeyan et al., 2020), the '*’Cs eluting
through the second column was near the detection limit of the LSC. Such low '*’Cs concentrations were
selected to interrogate the sorption of '*’Cs to strong sites on the colloids, but the limitations of both the
model and the LSC suggest that no firm conclusions regarding the relative sorption capacity of the
hydrothermally altered bentonite can be made, except to say that it is very similar to the aged colloids used
in the Viswanathan et al. (2018).

The SEM images taken of these colloids after heating and prior to spiking with '*’Cs and *HHO were
discussed in a previous milestone (Viswanathan, 2019). SEM and EDS analysis indicated that some
morphological and potentially mineralogical changes to the FEBEX occur at 200°C. Specifically, the typical
platy texture of the bentonite was partially replaced with small spheres. EDS capabilities were limited at
time of the analysis, so questions remained regarding the composition of the newly formed spheres. EDS
conducted during the studies discussed below attempted to address these questions.

In order to ascertain how temperature affects colloids’ sorption capacity in the absence of sediment, column
studies were conducted at elevated temperatures. A solution of 100 mg/L FEBEX colloids in synthetic
Chancellor groundwater was injected into an empty Teflon-lined stainless steel column heated
incrementally from 100°C to 150°C and 200°C. Both the electrochemical and mineralogical changes to the
FEBEX were determined. The change in colloid concentration, size, and charge as a function of temperature
are shown in Figure 5-4. No change in colloid size or charge is apparent, but a decrease in colloid
concentration is observed, especially at 200°C. These measurements were taken at room temperature, and
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it is not known how letting the solutions cool prior to measurement may affect the values. Future experiment
should attempt to make the UV-vis measurements at elevated temperature if possible.
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Figure 5-4. Colloid concentration (A), size (B), and charge (C) as a function of temperature measured
from a solution of FEBEX colloids in synthetic Chancellor groundwater passed through a column heated
to 100°C, 150°C, and 200°C in the absence of sediment. The dashed lines in B. and C. indicate the size
and charge of the room temperature FEBEX solution, respectively.

Eluent that was not used for UV-vis or zetasizer analysis was collected and vacuum filtered (0.02 um) to
isolate the colloids for SEM analysis. Colloids analyzed after passing through the column at 100°C showed
slight erosion at the edges of the bentonite but were still predominantly aluminosilicate minerals. At 200°C,
both morphological and mineralogical changes are apparent. Similar to SEM-EDS studies reported in last
year’s milestone, the SEM-EDS analysis in Figure 5-5 shows the presence of Ca-O phases formed from the
FEBEX solution heated to 200°C.
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Figure 5-5. SEM image of FEBEX clay passed through an unpacked column at 100°C and 200°C.

The final column experiment involved injecting FEBEX colloids that were spiked with 35 ppb (2.6:107 M)
non radiological Cs and aged for 6 months through a column of granodiorite heated in-situ to 200°C. The
breakthrough of the conservative tracer (Br) and colloids relative to the starting concentrations, as well as
the zetapotential and size of the colloids are shown in Figure 5-6. There is substantial scatter in the colloid
concentration measurements initially, which may be due to the large amount of dead volume in the tubing
of the heated column apparatus. The Br breakthrough supports this idea and indicates that nearly 12 mL of
flushing solution elutes prior to breakthrough of the colloid solution. Colloid concentrations then drop to
around 40% of starting concentration for approximately 25 hours before dropping to less than 10%. The
zetapotential of 4 eluent samples is more negative than the injection value, whereas the average size of the
colloid particles is greater than or the same as the injection value. Only four samples were measured owing
to the small volume of sample available. Analysis of Cs is still undergoing, and remaining eluent will be
filtered for SEM analysis as described above. Any remaining eluent will be used for additional zetasizer
measurements.
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Figure 5-6. Breakthrough of FEBEX colloids and conservative tracer (Br) through a granodiorite column
heated in-situ to 200°C, zetapotential, and size of eluent colloids relative to starting zetapotential and size.
The grey line indicates injectate values, and the width of the line indicates the standard deviation.

5.3.2 Bentonite Erosion Experiments

For each swelling experiment, the two data sets generated in these tests were change in area over time, and
change in shape descriptors (i.e., circularity and aspect ratio) over time. Because the bentonite pellets were
constrained vertically, meaning they could only swell outwards and not upwards, the top-down change in
area is considered an adequate descriptor of swelling. The change in pellet area over the five seconds
between each analysis is used as a proxy for swelling rate. Swelling is also displayed as a percentage of
total swelling as in Komine (2004). Circularity, a metric native to the analysis functionality of ImageJ which
compares the perimeter of a shape to its area, is used as a proxy for the anisotropy of swelling—if the
originally circular bentonite pellet is now less circular, it is assumed to have swelled anisotropically to a
degree.
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Figure 5-7. Average change in area over time for .015 g cylindrical bentonite pellets. Experiments were
performed in triplicate.

Due to inconsistencies in constrained swelling apparatus and COVID-19 related inability to conduct lab
work, the results of experiments to date do not show the expected relationships between salt solution
concentration and swelling rate where swelling is expected to decrease with increasing solution strength.
What the current data set may show, however, is that the effect of the available surface area for water to
interact with the compressed bentonite compared to the volume of the pellet has a very large effect on how
fast the bentonite is able to take on water and swell. Testing the swelling and wetting of pellets of different
diameters could be used to elucidate this relationship. The large discrepancy between the swelling of weaker
solutions and that of the 20 mM is due to the pellets losing cohesion and completely disintegrating in the
20 mM solutions and the inability of the image analysis method to discriminate between a pellet
disintegrating and a pellet swelling. The tests run using DI water were conducted using constraining
apparatuses which used a different petri dish in their construction and which seemingly held the pellet more
firmly than the other apparatuses used, slowing wetting and thus swelling. The third iteration of the 0.02
mM and 0.2 mM solutions used similarly constructed constraining apparatuses to the DI water tests and
correspondingly show lower swelling rates. When displaying only these runs, the areas show the expected
relationship between swelling and solution concentration.
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Figure 5-8. Graph showing the percent swelling of the three best constrained tests which show behavior
similar to what is expected from bentonites swelling in different strength solutions. Also shown are the
changes in aspect ratio of the pellets over swelling.

5.4 Discussion

The objective of the high-temperature colloid experiments was to interrogate the effects of temperature on
both the electrochemical properties of colloids as well as mineralogical and morphological changes to the
bentonite. The first set of experiments isolated the effects of mineralogical and morphological changes to
the bentonite because the transport experiment was conducted at room temperature. The SEM images of
the heated bentonite were presented in Viswanathan et al. (2019). Unfortunately, the EDS was not
operational at the time of most of the analyses so the elemental composition of most of the grains could not
be determined. However, morphological changes to the bentonite are apparent. Specifically, the edges of
the bentonite show fraying and alteration to numerous small spheres on the order of 1 um, indicating that
the surface area of the bentonite increased. From the EDS data that was available, the presence of Ca-O
spheres was apparent, and, combined with the visual observations of the clay, may suggest minor formation
of calcium silicate hydrate (C-S-H) or calcium aluminate silicate hydrate (C-A-S-H). Such phases are the
main cement hydration products formed at the interface between cement and bentonite in a repository
setting (e.g., Fernandez et al., 2016; Missana et al., 2018). However, it is unclear how such phases could
form as the only addition of Ca to the system is the minor amount added from the Chancellor water. The
SEM analysis performed on the colloids injected into a heated column show similar results to the colloids
heated in an autoclave. At 100°C, some fraying of the bentonite edges occurs, but the mineralogy largely
indicates clay. At 200°C, however, the morphology of the clay is largely different, and the EDS analysis
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indicates some conversion to a Ca-O dominant mineral (Fig. 5-5). Additional SEM and potentially X-Ray
Diffraction are planned to better identify these new phases.

The second column and third column experiments test the effects of heating the colloids during transport,
which will incorporate both electrochemical changes to the colloids and mineralogical changes to the
bentonite. Garcia-Garcia et al. (2006) show that temperature influences colloid stability mostly by affecting
the repulsive force on colloids with minimal influence on the Van-der-Waals force. At temperatures up to
80°C, increasing the temperature was shown to increase the repulsion and therefore increase the colloid
stability (Garcia-Garcia et al., 2006). However, at 200°C, temperature will also affect the dielectric constant
of the medium (water) and potentially the bentonite, although the effects of temperature on bentonite’s
dielectric constant have not been determined. The column experiments presented here, both through
sediment and in the absence of sediment, suggest that colloid concentration decreases to 40-50% relative
to the starting concentration at high temperature. However, the zeta potential either stays the same, as in
the experiment with no sediment, or decreases, as in the experiment with granodiorite. Furthermore, the
average size of the colloids does not change significantly with temperature. Therefore, the zeta potential
and size measurements cannot explain the decrease in colloid concentration at high temperature. Changes
to the medium and the interaction of bentonite with the medium are likely responsible for the drop in
concentration. To better envision the effects of temperature on the double layer electrostatic energy
(Vrepuisive) between the colloids, DLVO prediction were made according to the equations in Garcia-Garcia
et al. (2006). This repulsion term was calculated both without decreasing the zeta potential as shown in
Figure 5-4C (Figure 5-9A) and with decreasing the zeta potential to represent the experiment summarized
in Figure 5-6 (Figure 5-9B). With and without changing the zeta potential results in decreased Vcpuisive,
which can be attributed to the lower dielectric constant of water at elevated temperature (Table 5-3).
However, the decrease is much greater if the surface potentials are equal. Future experiments should attempt
to address the discrepancy between the results of the heated column experiments with and without sediment.
Additionally, large differences in zeta potential and surface potential can occur (Missana and Adell, 2000),
and exploring different methods of calculating the surface potential would be worthwhile. Attempts to
simulate the Van der Waals force were not made owing to the numerous potential values reported for the
Hamaker constant of bentonite. This constant is difficult to determine experimentally (Missana and Adell,
2000) and any effects of temperature on this constant are not well understood but are assumed to be minimal
(Garcia-Garcia et al., 2006).

It should also be noted that all experiments were conducted with synthetic Chancellor water which has
optimum pH (8.5-9) and ionic strength (0.005 M) for colloid stability. Either increasing the ionic strength
or decreasing the pH would lower the stability of colloids (Garcia-Garcia et al., 2009). In fact, Missana and
Adell (2000) argue that the DLVO theory is inappropriate for montmorillonite, especially at pH below the
point of zero charge where the clay’s edge charges are positive, resulting in aggregation between colloid
edge and faces that cannot be accounted for in the DLVO theory. Additionally, the DLVO theory cannot
account for the effects of hydration energy or swelling energy, which may increase the attraction between
colloids (Missana and Adell, 2000). With these constraints in mind, the exercise shown in Figure 5-9 simply
demonstrates how changing the temperature term and dielectric constant of water lead to a reduced V repuisive
term, which helps explain some of the reduction in colloid concentration observed in the above experiments.
However, further theoretical and experimental simulations would be worthwhile to better explain the
observed drop in colloid concentration by nearly 50%, especially considering that the morphological
changes suggest that hydrothermally altered colloids will have a greater sorption capacity.
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Figure 5-9. V. epusive calculations based on the DLLVO theory using parameter estimates from
measurements of FEBEX colloids. A. using the more negative surface potential at 200°C, B. using
the same surface potential for both temperatures.

Table 5-3. Parameters used to calculate V epusive

Parameter Value Units Description

R 1.6e-7 m Particle radius determined from zetasizer

noy 4.6e24 1! 1000*N,*Mi, number of ions per cubic meter

ks 1.38¢e-23 J-K! Boltzmann constant

T,:298.15, T,: 373.15 K Absolute temperature
e 1.60217e-19 C Charge of an electron
Na 6.02213e23 mol! Avogadro’s number
£ at T|: 78.54, at T»:35 Dielectric constant of water, Machmudah et al., 2017
& 8.854e-12 Fm' Permittivity of a vacuum
2(z**M)) 0.010889 Derived from ionic strength
do -0.2 --0.15 \Y Surface potential, derived from zeta potential according to Garcia-Garcia (2009)

The bentonite erosion experiments were largely focused on developing methods for quantifying important
parameters for input into bentonite swelling models. Specifically, the above experiments demonstrate that
anisotropy in bentonite swelling can be represented and quantified by simple microscopy and image
analysis. Upcoming work will focus on refining the above outlined methods for 2-D and 3-D swelling tests
to produce data. First the constrained (2-D) swelling experiments will be refined in order to eliminate
inconsistencies in the pellet constraining apparatus that contributed to variance between tests in the data
presented here. Then, tests using the refined 2-D swelling testing protocol will be performed in triplicate
using the same NaCl solutions as in the above reported tests. 2-D swelling tests will also be performed with
bentonite pellets of varying diameters in order to test the effect of wetting time on swelling. Following that,
tests using the unconstrained, 3-D swelling method detailed above will be performed in triplicate using the
same NaCl solutions as above. Farther in the future, experiments for measuring erosion of the bentonite
pellet as it swells will be devised and performed.
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6. DECOVALEX2019 Task C Updated Modeling of Inflow and
Recovery Experiments

The DECOVALEX 2019 project that was active between 2016 and 2019 has been completed. A final report
on Task C has been written to document the modeling work on GREET (Groundwater REcovery
Experiment in Tunnel) which was conducted at the Mizunami Underground Research Laboratory (Iwatsuki,
et al., 2020). The experimental and modeling work is a good addition to the study of hydrology,
hydrochemistry and geomechanics for geological nuclear waste disposal in fractured crystalline rocks. The
study also provides an analysis of the effect of excavations and tunnelling on the geological environment
of the host rock.

The complete modeling work on Task C that was done at Sandia National Laboratories is included in the
final report. In this chapter recent modeling updates only are reported. This work is a continuation of
DECOVALEX 19, Task C analysis reported in the 2017-2019 Crystalline Work Package progress reports
(Wang et al., 2017-2019). The work for inflow analysis during the excavation of the Inclined Drift and the
Closure Test Drift (CTD) has been updated to incorporate new data and to conduct new simulations using
a base case domain. The new simulations also include statistical analysis for different fracture realizations.
A sensitivity analysis was also conducted to study of the effect of domain size. A much larger mesh was
selected to minimize boundary effects. The DFN model was upscaled to equivalent continuum for the base
case domain and the much larger domain to generate relevant permeability and porosity fields for each case.
The updated calculations for the inflow analysis are described in Section 6.1. New calculations have also
been conducted to model the flooding of the plugged CTD and the resulting pressure recovery. The
modeling includes matching of pressure and Cl experimental data at observation locations in 12MI33. The
modeling was done for the 10 fracture realizations. The recovery simulations are described in Section 6.2.
An analysis of effect of grid block size in DFN upscaling using the Oda method is given in Section 6.3. A
summary of the work reported in this chapter is given in Section 6.4.

6.1 Update of modeling of inflow during tunnel excavation

Fracture characterization for the base case domain (200 m x 300 m x 200 m) and mesh was conducted using
the method detailed in Wang et al. (2017, 2018, 2019). For this study 10 DFN realizations were generated
to provide a measure of uncertainty. The DFN permeability and porosity results for the 10 realizations were
upscaled (converted) to a continuum mesh for use in flow and transport simulations (Wang et al., 2018,
Kalinina et al., 2018).

PFLOTRAN (Hammond et al., 2014) simulations were conducted using the method described in Wang et
al. (2017,2018,2019). An initial condition run was made with the base case mesh to set hydrostatic pressure
and Cl concentration gradient. A linear concentration gradient was assumed per GREET project
specifications. As was previously done specified pressure and Cl boundary conditions were applied to the
top, bottom and side domain boundaries. Flow and transport simulations were then conducted as the
excavation progressed, applying constant atmospheric pressure boundary conditions at the tunnel walls to
the excavated portion of the tunnel. The simulations ran for the duration of the excavation. The output of
the 10 realizations provided inflow rate and pressure and CI predictions at observation points.
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In this section the effect of the boundary conditions set for the site-scale domain is studied by changing the
domain size of the base case. For this study a larger domain size was used. A 1386 m x 1486 m x 806 m
(vertical) domain was selected to conduct inflow simulations. The new mesh contains 2,352,987 grid
blocks. The mesh includes the base case mesh together with progressively increasing grid block sizes.
Discretization of the base case mesh and the new enlarged mesh are shown in Figures 1 and 2, respectively.
For the larger domain the same DFN realizations as for the base case domain were used to produce upscaled
equivalent continuum fracture model.

The same procedure as previously described (Wang et al., 2017-2019) was followed to estimate the inflow
for the larger domain. Figure 3 shows experimental excavation data in terms of distance as a function of
excavation time. Figure 4 shows predictions of inflow for the specified 10 DFN realizations. The plot shows
predictions for the base case domain (smaller domain) and the larger domain, together with experimental
data. Significantly reduced inflow was predicted for the larger domain. It indicates that assigning boundary
conditions close to the tunnel significantly influences inflow predictions. Better matching of the observed
data (data points) was obtained for the larger domain.

Figure 6-1. Base case site scale domain discretization
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Figure 6-2. Discretization for the enlarged domain
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Figure 7-3. Data of excavation progress
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Figure 6-4. Inflow into Inclined Drift and CTD: Predictions for the base case and larger domains,
together with experimental data. Data Point 1 is for inflow into Inclined Drift only and Data Point 2 is for
combined inflow into the Inclined Drift and CTD.

6.2 Update of modelling of recovery during water filling experiment in CTD

The GREET project conducted further flow, transport and chemical tests after the excavation of the inclined
drift and the CTD. The experiments include installing a concrete plug to isolate the CTD, filling the CTD
with water and observing hydraulic and chemical recovery following the excavation of the tunnel. The
timeline shown below indicates durations of major tests starting from the excavation of the tunnel.

e Incline drift and CTD excavation: 4/20/2013 to 10/14/2013
Construction of impervious plug: 11/3/2014 to 6/2/2015
First water-filling test (plug performance test): 8/24/2015 to 10/5/2015
Injection of water to CTD at 500 m: 1/8/2016 to 1/25/2016
CTD full of water: 1/25/2016 to 9/5/2017
In this section filling of the CTD with water and associated hydraulic and chemical recovery only are
modelled. This covers the fourth and fifth bullets shown above. Results of flow and non-reactive transport
simulations are presented.

For recovery simulations experimental data from the CTD and borehole 12MI33 were used. The initial
conditions in the CTD and at the observation points is shown below.
o Initial pressure at CTD: 1 atm.
o Initial pressure data at observation points in Borehole 12M133:
o P1=3.822MPa
o P2=1.286 MPa
o P3=1.76 MPa
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o P4=348 MPa
o P5=3.79 MPa
o P6=3.357MPa

Note that the experimental data also include data from borehole 13MI38. These data were not used in this
study because the borehole has not been included in the fracture, flow and non-reactive transport models.

Figure 6-5 shows experimental pressure recovery data provided by the GREET project. The data includes
pressure history at the CTD and the observation points in the monitoring borehole 12MI33. As would be
expected the data show more visible pressure changes for observation points close to the CTD. JAEA
project data shows that the concrete plug isolating the CTD did not function properly and that there was
some leakage. The experimental leakage data are shown in Figure 6-6.

For flow simulations of the recovery phase the base case domain and mesh described in Section 6.1 were
used. It was assumed that the shotcrete lined walls totally isolate the CTD from the inclined drift except at
the floor of the CTD and the concrete plug (due to leakage). The inclined drift was also assumed to be
isolated by the impermeable shotcrete except at the plug (also due to leakage). Permeability and porosity
fields of the 10 fracture realizations were applied and the PFLOTRAN numerical code was used. Initial
conditions were obtained by running the model using experimental initial condition data described
above.The initial condition was obtained by setting the experimental initial pressure values (given above)
for the observation points and running to steady state. The flow model was then run to one year (starting
Jan. 7/2016) using the steady state as initial condition. Various approaches were utilized to match the
measured data. Better results were obtained by applying the experimental CTD pressure history as a
boundary condition at all CTD walls. Note that modeling flow and transport in the open CTD would require

CFD simulations.
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Figure 6-6. Experimental data of leakage from CTD during recovery experiment. Note that the upper
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Figures 6-7 and 6-8 show predictions of pressure history at selected observation points in 12MI33 due to
CTD water filling and post-filling pressure recovery. The figures show results for the fracture realizations
together with the corresponding experimental data (dotted line). Figure 6-7 shows results for observation
point P2. As shown in the figure, P2 is close to the CTD and is thus directly affected by the filling and
recovery process. The experimental data shows pressure decreases over time. Predicted data for some of
the simulations closely match the trend. Figure 8 shows pressure history results for observation point P6.
The observation point is further to the left of the CTD and thus may not be as influenced by the CTD filling
and recovery as the points to the right of it. The experimental data show almost constant pressure over time.
The simulation results of some of the realizations match the experimental data.
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Figure 6-7. Predicted pressure recovery at Observation Point 2 (P2) in 12MI33 for 10 fracture
realizations. The figure also includes experimental data for P2.
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Figure 6-8. Predicted pressure recovery at Observation Point 6 (P6) in 12MI33 for 10 fracture
realizations. The figure also includes experimental data for P6.
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For the transport simulations the same procedure as that of the flow simulations was followed. Initial
conditions were obtained by running the model using experimental initial condition data described below.
o Initial CI concentration at CTD: 475 mg/L (0.013398 M)
o Initial CI concentration data at observation points in Borehole 12MI33:
o P1=438mg/L (0.012354 M)
P2 =377 mg/L (0.010634 M)
P3 =274 mg/L (0.007729 M)
P4 =215 mg/L (0.006064 M)
P5 =594 mg/L (0.016755 M)
o P6 =333 mg/L (0.009393 M)
The above concentration data were converted to molarity for use in PFLOTRAN (given in parenthesis).
The conversion equation used was:

O O O O

Conc.inmg/L

Conc.inM =
1000 x 35.453

(6-1)
with the molecular weight of Cl was 35.453 g/mol.

The initial concentrations at the CTD and the observation points in 12M133 were used to generate the steady
state conditions for the 10 fracture realizations. The non-reactive transport simulations then used the steady
state conditions to model the recovery process. As with the flow simulations, the transport simulations used
the experimental CTD Cl concentration gradient as boundary conditions on all the walls of the CTD. For
all the transport simulations longitudinal dispersivity of 20.0 m and diffusion coefficient of 1012 m?/s were
applied. The results were sensitive to longitudinal dispersivity but a selected value was not universally
applicable to model concentrations at every observation point. Thus, a value of 20.0 m was selected for this
study.

Simulation results are shown in Figures 6-9 to 6-12. Figures 6-9 and 6-10 show Cl concentration
distributions at the beginning and end of the simulation times for Realization 2. Figures 6-11 and 6-12 show
predictions of Cl concentration history at selected observation points in 12MI33 due to CTD water filling
and post-filling pressure recovery. The figures show results for the fracture realizations together with the
corresponding experimental data (dotted line). In general, matching Cl concentration data was not as
smooth as that of pressure matching. Cl concentrations are highly sensitive to the hydrologic changes.
However, prediction results are close to experimental data for some of the realizations.

Figure 6-11 shows results for observation point P2. The predicted concentrations for the 10 realizations
span a wide range. However, some of the predicted data are close to the experimental data at later times.
Figure 6-12 shows CI concentration history results for P6. The observation point is further to the left side
of the CTD. The results show that the predictions for all the realizations slightly overpredict the
experimental data. However, some of the predicted data are close to the experimental data.
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Figure 6-9. Predicted Cl distribution along tunnel axis at the beginning of the simulation for the base case
domain. Results are for Realization 2.
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Figure 6-10. Predicted Cl distribution along tunnel axis after 360 days simulation time for the site-scale

domain. Results are for Realization 2.
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Figure 6-11. Predicted CI concentration during recovery at Observation Point 2 (P2) in 12MI33 for 10
fracture realizations. The figure also includes experimental data for P2.
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Figure 6-12. Predicted CI concentration during recovery at Observation Point 6 (P6) in 12MI33 for 10
fracture realizations. The figure also includes experimental data for P6.

6.3 Effect of grid block size during DFN upscaling

In this section modeling analysis was conducted to study the effect of grid block size for upscaling of DFN
to a continuum for the site-scale base case domain size of 200 m x 300 m x 200 m. For the simulations
described in this chapter the DFN model was upscaled to continuum using the FracMan software (Golder,
2017). FracMan has various methods to upscale fracture network properties to grid blocks. The method
used in this analysis to upscale permeability is the Oda method, a geometric based upscaling method. The
Oda method (1985) calculates permeability (hydraulic conductivity) tensors in all directions for a grid
block. The method scales the fracture isotropic permeability by the ratio of fracture volume and the volume
of the grid block. For a given grid block with known fracture areas and transmissivities obtained from the
DFN model, FracMan calculates a fracture tensor by adding the individual fractures weighted by their area
and transmissivity:

1
Fj = ;legn Ay Tiengeny, (6-2)

F;j = fracture tensor

V = grid block volume

N = total number of fractures in grid block

A;, = area of fracture k

T}, = transmissivity of fracture k

Nk, Njx= components of a unit normal to the fracture k
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Oda’s permeability tensor assumes that the fracture tensor (Fj;) expresses fracture flow as a vector along

the fracture’s unit normal. Assuming the fractures are impermeable in a direction parallel to their unit
normal, the fracture tensor must be rotated into the planes of permeability:

1
kij = = (Fu6ij — Fij) (6-3)

k;; = permeability tensor
8;; = Kroenecker delta
Fracture porosity (¢) of the grid block is calculated as:

¢ =5 Zho1 Aebr (6-4)

where by, is the aperture of fractur k. Grid block porosity (P33) was obtained from FracMan as fracture
volume (area x aperture) divided by the grid block volume.

To study effect of grid block size results of flow and tracer transport were utilized. In the analysis different
grid block sizes were considered for the same domain and DFN realization. The DFN was upscaled to the
continuum grid for each grid block size. Figures 6-13 and 6-14 show permeability and porosity fields for
selected grid block sizes. The figures show that spatial permeability and porosity distributions are affected
by the grid block size selected. Effective permeability and tracer breakthrough were estimated using flow
and transport simulations. The PFLOTRAN numerical code was used for the flow and transport
simulations.
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Figure 6-13. Slices of permeability distributions for grid block sizes of 2m x 2m x 2m, 10 m x 10 m x
10m and 25 m x 25 m x 25 m for the base case domain (200 m x 300 m x 200 m) and DFN Realization 2.
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and 25 m x 25 m x 25 m for the base case domain (200 m x 300 m x 200 m) and DFN Realization 2.
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Flow-based effective permeability representing the entire fractured rock domain was calculated using
Darcy’s law and liquid flux at steady state. Flow simulations were carried out using the upscaled
permeability and porosity fields for one of the realizations (Realization 2) to estimate the flow-based
effective permeability representing the entire domain. A pressure gradient of 1000 Pa was imposed between
the south and north faces of the simulation domain (Length = 300 m and cross-sectional area = 40000 m?).
The resulting calculated effective permeability for various grid block sizes is shown in Figure 15. The curve
represents a power law relationship between grid block size and effective permeability.
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Figure 6-15. Predicted effective permeability vs. grid block size

Transport calculations were also conducted using the steady-state flow field. A tracer concentration gradient
was imposed between the south and north faces of the simulation domain. The resulting calculated
breakthrough curves for different grid block sizes are shown in Figure 6-16. Figure 6-17 shows distributions
of tracer at 10 years simulation time for selected grid block sizes.
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Figure 6- 6. Breakthrough curves of tracer transport for different grid block sizes
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Figure 6-17. Distribution of tracer at 10 years simulation time for selected grid block sizes

Both the effective permeability and breakthrough curves show that upscaling using the Oda method is
affected by grid block size. Figure 18 illustrates that depending on the grid block size selected, upscaling
would result in different grid block permeability values. There is a need to compare different upscaling
methods to optimize grid block size for a specified problem. The upscaled results maybe compared to results
from direct DFN simulations and simulations using particle tracking.
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Figure 6-18. Fractures and grid block size (Wang et al., 2008)

6.4 Summary of DECOVALEX19 Task C modeling

Updated modeling analyses were conducted on DECOVALEX Task C inflow and recovery simulations.
The inflow simulations included a study of boundary conditions related to domain size by comparing inflow
results for the base case domain (200 m x 300 m x 200 m) with that of a much larger domain (1386 m x
1486 m x 806 m). The comparisons were done for all ten fracture realizations. Pressure distribution
simulation results for one of the realizations show that the site-scale domain exhibited boundary effects
while the larger domain had no such effects (Wang et al., 2019). As a result, the inflow results for the 10
realizations using the larger domain show significantly reduced values compared to the base case domain.
Thus, the inflow is better predicted with the larger domain.

Updated simulations were also conducted to model water-filling of the plugged CTD and resulting pressure
recovery. For the analysis the base case domain with domain size of 200 m x 300 m x 200 m was used. The
10 upscaled fracture realizations were also used to provide permeability and porosity distributions.
Simulation results were compared with project experimental data. The results show that pressure
predictions of many of the 10 realizations closely match the experimental data at the observation points in
12MI33. Reasonable results were also obtained for predictions of chloride concentrations at most of the
observation points. Additional analysis will be conducted to study high chloride concentrations at
Observation Point P5. Further sensitivity study would also be needed with a larger number of DFN
realizations to better match the experimental inflow and recovery data.

For this study upscaling of DFN to a continuum grid was conducted using the Oda method. The Oda method
is an efficient geometric method to calculate grid block permeability without the use of flow simulations.
However, it relies on well-connected fracture networks and thus tends to over-predict grid block
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permeability (Golder, 2017). In this work the Oda method was used to study the effect of grid block size
on flow and transport. Simulations have shown that results are highly dependent on grid lock size. Further
study is needed to optimize grid block size for flow and transport simulations in fractured rock using
upscaled permeability and porosity. Comparison of different upscaling methods would need to be studied
to obtain better upscaling.
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7. FUEL MATRIX DEGRADATION MODEL PARAMETERIZATION
EXPERIMENTS AND MODEL DEVELOPMENT

71 Introduction

The purpose of this project is to develop, test and implement a process model that provides the degradation
rate of spent nuclear fuel under a wide range of conditions that can be readily incorporated into the geologic
disposal safety assessment (GDSA) performance assessment (PA) code to provide reliable radionuclide
source terms over the service life of a deep geologic repository. The fuel matrix degradation (FMD) model
described herein was developed for this purpose and is currently being updated, optimized and tested. The
FMD model is an electrochemical reactive-transport model built using fundamental redox kinetics and
thermodynamics. It is based on the Canadian Mixed Potential Model (CMPM) of Shoesmith and King,
1998, Shoesmith et al., 2003 and King and Kolar 2003 but quantifies the attenuating effect of H, on the
spent fuel degradation rate and has been customized for application in the ongoing spent fuel and waste
science and technology (SFWS) campaign.

The continuing development and implementation of the FMD model addresses two high level Features,
Events, and Processes (FEPs) that are recognized as high R&D priorities for the SFWS campaign (Wang
et al., 2014). The addressed FEPs include 2.1.02 (waste form) and 2.1.03 (waste container), which
correspond to the high priority research topics P19 (Development of waste form degradation model) and
P20 (Development of new waste package concepts and models for evaluation of waste package
performance for long-term disposal) identified by Wang et al., 2014,

Specifically, the FMD model employs mixed potential theory to calculate the degradation rate of UO; by
accounting for all major interfacial anodic and cathodic reactions. The major phenomena included in the
FMD model are:

e Hydrogen (H,) production from steel corrosion within a breached waste package,
Alpha radiolysis and radiolytic oxidant (e.g., H>O,) generation as a function of fuel burn-up,
Growth of a porous layer of uranyl oxyhydroxide and/or uranyl peroxide corrosion phases,
Complexation of dissolved uranium by carbonate,
Temperature variations of reaction rates,
One-dimensional diffusion of all chemical species to and from the fuel and steel surfaces,
Bulk solution reactions such as the oxidation of ferrous iron by O; and radiolytic H,O».

The most important process included in the FMD model that was not addressed in the original CMPM is
the oxidation of dissolved H: at the spent fuel surface (Jerden et al., 2015). The H, generated by steel
corrosion in leaching experiments with spent fuel and simulated spent fuel has been seen to decrease the
fuel degradation rate by as much as three orders of magnitude compared to the same tests performed in the
absence of steel (e.g., Rollin et al., 2001, Ollila, 2008). How this H, effect is represented in the FMD model
is discussed in Section 2 below.

Jerden et al., 2017 discussed including a corroding steel surface as a source of H> in the FMD model
(FMDM version 3). One notable finding from that work is the extensive coupling between the corrosion of
waste package components and the corrosion of spent fuel, which must be taken into account to accurately
predict radionuclide source terms. As discussed in Jerden et al., 2017, the Eh and pH conditions within a
breached waste package will evolve with time due to the coupled reactions of alloy corrosion, radiolysis,
and spent fuel dissolution.
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Depending on the waste package design, various waste package components will be in electrical contact
when contacted by seepage water. Galvanic coupling and galvanically-induced corrosion will affect the
dissolution rates of the individual waste components: the corrosion rate of the most susceptible component
(which serves as the anode) will be accelerated and corrosion of the more noble component(s) (serving as
the cathode) will decrease. In this study, initial tests were conducted to measure the behaviors of the
individual materials as they equilibrated under various test conditions. Future tests will be performed to
measure corrosion rates of various coupled systems using a recently developed method. This will permit
modeling of various waste package designs. Implementation of the metal corrosion model with the FMD
model is demonstrated here by using rates measured for individual metals. More extensive experimental
and modeling work is needed to accurately represent the dynamics of in-package chemistry, galvanically-
induced alloy corrosion, and fuel degradation.

In Jerden et al., 2019, we discussed ongoing experimental work to measure the corrosion rates of waste
package alloys and the parameterization of this information for use in the latest version of the FMD model
(FMDM version 4). Here, we discuss electrochemical experiments that are being performed to parameterize
the FMD model (V.4).

As summarized in Jerden et al., 2019, the FMD model has been successfully integrated with the GDSA-PA
code PFLOTRAN. The flow of information within the integrated FMDM — GDSA-PA model is
summarized in Figure 7-1. The prototype in-package chemistry (IPC) model identified in Figure 1 has been
implemented in the reactive transport code X1t, which is a module within the Geochemist’s Workbench
software package. This IPC model is referred to as a “prototype” because it is anticipated that a different
version of the in-package chemistry model will be required to facilitate integration with other GDSA
process models (including the FMD model).
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7.2  The Fuel Matrix Degradation Model

The FMD model is based on fundamental electrochemical principals, mixed potential theory, and traditional
mass balance and reactive transport relationships (King and Kolar, 1999) to determine the degradation rate
of the fuel. Specifically, the FMD model calculates the dissolution rate of spent fuel as a function of the
interfacial corrosion potential (Ecorr), at which all of the anodic and cathodic half reactions occurring at the
fuel/solution boundary are kinetically balanced with no net electron transfer. The dissolution rate (which
corresponds to an anodic current due to the oxidation of U*" to U®") is relatively high under oxidizing
conditions above the U(IV)/U(VI) threshold potential, but significantly lower at potentials where only
solubility-limited chemical dissolution of U*" occurs.

The threshold potential for UIV)/U(VI]) oxidative dissolution depends on pH, as shown in Figure 2, and
on the water chemistry. Under the reducing conditions envisioned in argillite and crystalline rock
repositories, the Eh of the solution is expected to be below -0.1 Vsue between pH 7 — 9 (Laaksoharju et al.,
2008), which is well below the U(IV)/U(VI) threshold. However, the radiolysis of water by spent fuel to
form H»0, and other radiolytic oxidants can cause localized oxidizing conditions that drive the Eh far above
the threshold for oxidative dissolution of the fuel, i.e., into the U(VI) stability field. The shaded area in
Figure 2 shows the possible range of in-package conditions due to radiolysis. Thus, the FMD model must
have the capability to address a pH range from about 4 to 11 and Eh values spanning the range of water
stability.
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Figure 7-2. Pourbaix diagrams for uranium speciation showing possible range of conditions within a
breached waste package due to radiolysis (shaded gray region). This diagram was drawn for a solution with
1x10° molal uranium and 1x10** molal carbonate. Eh is relative to standard hydrogen electrode (SHE).

A number of experimental and modeling studies have shown that the oxidative dissolution of spent fuel in
anoxic environments is counteracted by the catalyzed oxidation of H, on fission product alloy phases
referred to as the Ru e-phase or noble metal particles (NMP) (e.g., Broczkowski et al., 2005, Shoesmith,
2008, Grambow, et al., 2010). This phenomenon, which we refer to as the H» effect, has been reported to
decrease spent fuel dissolution rates by up to 3 orders of magnitude in comparison to the maximum
dissolution rates attained in the absence of H> (e.g., Rdllin et al., 2001, Ollila, 2008). The major goal of the
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ongoing FMD model development work is to implement an accurate model that quantifies the generation
and accumulation of H» and its influence on spent fuel degradation rates.

Two main sources of H; in the repository will be: (1) the radiolysis of in-package solutions, and (2) the
anoxic corrosion of steels and other alloys present within the breached waste package and in the surrounding
EBS and nearfield. Of these H» sources, alloy corrosion has been shown to be, by far, the most important
(e.g., Johnson and King, 2003, Turnbull, 2009). Therefore, we must account for alloy corrosion within a
breached waste package to accurately represent the effect of H» on spent fuel degradation rates. To this end,
the FMD modeling work has expanded to include the quantification of alloy corrosion as a source of H»
(e.g., Jerden et al., 2017, Jerden et al., 2018, Jerden et al., 2019).

Our on-going work addresses the coupling between the corrosion of waste package components and the
spent UO; fuel. As shown in Jerden et al., 2017 and Jerden et al., 2019, the Eh and pH conditions within a
breached waste package will evolve with time due to coupled reactions of alloy corrosion, radiolysis, and
spent fuel dissolution. The latest FMD model accounts for radiolysis and takes a step towards accounting
for coupled processes by linking alloy corrosion kinetics and fuel degradation rates. However, more
experimental and modeling work is needed to more accurately model the dynamic relationship between
spent fuel degradation and in-package alloy corrosion.

7.2.1 Fuel Matrix Degradation Model Functionality

The key processes represented in the latest version of the FMD model include:

e The generation of radiolytic oxidants as a function of fuel burn-up,

e The NMP [Ill-phase)-catalyzed oxidation of H,, which protects the fuel from oxidative

dissolution,

e The precipitation and growth of a uranyl oxyhydroxide (schoepite) corrosion layer that blocks
radiolysis at the fuel/solution interface and slows the diffusion of reactants to and from the fuel
surface,

The complexation of uranyl by carbonate,

The destruction of O and radiolytic H>O, by ferrous iron within the bulk solution,

Temperature variations of reaction rates (by Arrhenius equations),

The one-dimensional diffusion of all chemical species to and from the fuel and steel surfaces,
The anoxic corrosion of alloy components to generate dissolved H» and oxidized metals (e.g.,
ferrous iron from steel).

As discussed above, the effect of H, oxidation is the most important of the above processes for determining
the fuel dissolution rate and the radionuclide source terms (Jerden et al. 2015). The second most important
effect is the oxidative dissolution of the fuel by the radiolytic oxidant H,O; and its decomposition product
Oz. In the FMD model, the H>O; concentration is calculated using an analytical form of the radiolysis model
developed at PNNL (Buck et al., 2014) and a burn-up/dose rate function derived from Radulescu, 2011.

The layout and reaction scheme of the FMD model is shown in Figure 7-3.
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Figure 7-3. Schematic diagram showing the conceptual layout and reaction scheme for the fuel matrix
degradation model and identifying other key processes that influence in-package chemistry and
radionuclide mobilization (L. indicates corrosion current).

The steps involved in radionuclide release from spent fuel that are or will be represented in the FMD model
are as follows:

o In a breached waste package, groundwater will infiltrate open spaces within the canister and begin
to corrode in-package alloys.

e Alloy corrosion will produce H, even when the infiltrating groundwaters are electrochemically
reducing with respect to the fuel. This is because the stability fields of carbon steels and stainless
steels lie below the stability field of water, as shown in Figure 7-4.

e Assuming that the Zircaloy cladding has also been breached, the fuel will begin degrading when
contacted by seepage water by either relatively rapid oxidative dissolution (~1 - 10 g/m? yr) or by
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relatively slow chemical dissolution (<102 g/m? yr). The degradation pathway depends on the Eh
and pH of the seepage water and the dissolved concentration of Ho.

e The prototype X1t in-package chemistry model calculates H, generation rates in this report, but
these values will be computed within the FMD model in future iterations of the model.

e —————
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Figure 7-4. Pourbaix diagram showing the range of possible conditions within a breached waste package
due to radiolysis (shaded gray region).

7.2.2 Breached Waste Package Environment

Simplified conceptual diagrams of a typical spent fuel waste package in a generic crystalline or argillite
repository setting are shown in Figures 7-5 and 7-6 (adapted from Energy Solutions, 2015). These figures
highlight the spatial arrangement of waste package components and key processes that the FMD model
represents. As shown in Figures 7-5 and 7-6, the spent fuel assemblies will be surrounded by (and in close
contact with) a number of alloy components within the waste package. These materials include carbon steel
(C-steel), 316 stainless steel (316SS) and either borated aluminum or borated steel alloys. Another
important material from the prospective of H, production in the repository is the Zircaloy cladding retaining
the fuel pellets (gold or yellow in Figures 7-5 to 7-6). Although Zircaloy is not considered as a barrier to
radionuclide release in the current FMD or GDSA PA models, Zircaloy corrosion could be an important
source of H, and should be included in the FMD model. Quantifying the effect of Zircaloy corrosion in the
FMD model is a subject of ongoing model development work.
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Figure 7-5. Conceptual diagram of a generic waste package showing a conceptual canister-breaching
scenario. BWR STAD denotes a boiling water reactor standard transport, aging and disposal canister and
RN denotes radionuclides (adapted from Energy Solutions, 2015).
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7.3  Electrochemical Corrosion Experiments on In-Package Alloys: Kinetics of
H2 Generation

7.3.1 Hydrogen Producing Reactions

Accurate alloy corrosion rates that are measured under relevant disposal conditions are essential to model
source term due to the dominant effect that H, produced from alloy corrosion has on the spent fuel
dissolution rate (as discussed in Section 2). The half-cell reactions of particular interest for H, generation
during the oxidation of relevant alloys are as follows:

Fe = Fe?' + 2¢ (Reaction 1)
2H,0 + 2¢" = H, + 20H" (Reaction 2)
2H" +2¢ 2> H» (Reaction 3)

with the overall steel corrosion reactions

Fe + 2H,0 > H, + Fe*" + 20H" (Reaction 4)
Fe + 2H' - H, + Fe** (Reaction 5)

Analogous reactions can be written for zirconium and aluminum alloys:

Zr + 2H,0 - 2H; + ZrO; (Baddeleyite) (Reaction 6)
Al + 3H,0 - 1.5H, + Al(OH)s (Gibbsite) (Reaction 7)

Reactions 4 - 7 provide the fundamental coupling between alloy corrosion and H, generation. The oxidation
of minor alloy constituents (Cr, Mo, Ni, and Mn in steel and Sn in Zircaloy) will also contribute to the
anodic current, but the oxidation of Fe (in steel), Al (in Boral), and Zr (in Zircaloy) will be dominant.

As discussed in Jerden et al., 2017, there is a wealth of literature on steel corrosion, but much of the previous
work was not done under repository-relevant conditions. Studies that did use relevant solutions, such as
bentonite pore waters (see reviews by Johnson and King, 2003 and King, 2007), involved batch style
immersion tests that provided average cumulative rates rather than the instantaneous corrosion rates needed
to parameterize and validate the in-package chemistry model.

Steel coupon immersion tests provide valuable information on the corrosion product mineralogy and the
evolution of the chemical system. However, corrosion rates derived from immersion tests are based on
cumulative mass loss measurements or corrosion layer thicknesses that do not indicate how the corrosion
rate (and thus H, generation rate) varies with time or conditions (most importantly, with the solution Eh).
Knowing these dependencies of the H, generation rate is essential for modeling spent fuel dissolution under
evolving in-package chemical conditions.

During an immersion test with a passivating steel, most of the mass loss occurs before the steel surface is
passivated. This may skew the average rate to high values. We need to know how the instantaneous
corrosion rate controlling the H, generation changes as the conditions evolve to accurately represent the
flux of Hz in the FMD model. Electrochemical techniques allow us to measure instantaneous rates under
carefully controlled chemical and redox conditions.
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Electrochemical tests also quantify the effects of surface stabilization due to passivation and localized
corrosion (such a pitting) that can only be qualitatively observed in coupon immersion tests. Furthermore,
electrochemical methods can measure rates on the order of 10° g m? yr! (10* um yr'). Therefore,
electrochemical methods yield reliable corrosion rates for durable EBS materials (including 316 stainless
steel and Zircaloy cladding) and provide dependencies on environmental conditions needed to predict the
long-term generation of H, and attenuation of fuel degradation rates as the seepage water composition
evolves.

7.3.2 Electrochemical Corrosion Test Method

The electrochemical corrosion experiments employ the standard three electrode method as described by
Bard and Faulkner, 2001. The three-electrode cell used for the tests at Argonne consists of a 20 mL jacketed,
borosilicate glass vessel with a mercury/mercurous sulfate reference electrode, a graphite counter electrode
and a working electrode consisting of the alloy to be tested. A typical electrochemical cell and working
electrode is shown in Figure 7-7. The voltages reported herein have been adjusted to the standard hydrogen
electrode (SHE), which is the reference used in the FMD model.

Working
electrode

Electrical lead
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alloy surface

W . " !
Counter
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Figure 7-7. Three-electrode electrochemical cell used in Argonne electrochemical experiments (left) and
an alloy working electrode (right).

In the electrochemical tests, the composition of the electrolyte is used to impose chemical effects, including
pH, CI” concentration, and other solutes of interest, and a potentiostat is used to impose several surface
potentials of interest, which can be significantly different than the Eh of the solution used in the test. The
potentiostat allows a wide range of potentials to be applied to efficiently determine the effect of the solution
redox (Eh) on the alloy corrosion and H, generation rates under controlled chemical conditions. In practice,
a potentiodynamic scan is performed to measure the corrosion potential (Ecor) for the polished surface in
the test solution and identify regions of active and passive behavior to be studied in subsequent
potentiostatic tests. Several potentiostatic tests are conducted at voltages selected to measure the corrosion
currents after stable passive layers have formed on passivating metals or after stable currents have been
achieved by actively corroding metals. A stable current indicates that the surface has equilibrated under the
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test conditions (pH, chloride concentration, temperature, applied potential) and is interpreted to represent
the long-term corrosion rate under those conditions.

7.3.2.1 Comparison of Results from Electrochemical Tests and Coupon
Immersion Tests

As discussed in Jerden et al., 2017, there are many studies in the literature addressing steel corrosion, but
much of the previous work was not done under repository-relevant conditions. The studies that were done
using relevant solutions, such as bentonite pore waters (see reviews by Johnson and King, 2003 and King,
2007), involved batch style immersion tests that provided average cumulative rates rather than the
instantaneous corrosion rates needed to parameterize and validate the FMD model. The instantaneous
corrosion rate refers to the oxidation reactions that result in the generation of H,. The FMD model tracks
the kinetics for diffusion of the generated Ho to the fuel surface and its subsequent oxidation on noble metal
particles.

The immersion tests quantify the cumulative extent of corrosion (based on the specimen mass loss or
thickness of the corrosion layer) that occurs over a given test duration; they do not provide the instantaneous
corrosion rates needed to determine H, generation rates (see Jerden et al., 2017). The difference between
the cumulative rates from immersion tests and the instantaneous rates measured electrochemically is
illustrated in Figure 7-8 (adapted from Jerden et al., 2017), where the blue curve represents the actual mass
of a passivating metal such as 316 stainless steel that is oxidized during a coupon corrosion test. The blue
curve shows that the majority of corrosion occurs prior to passive stabilization and little further corrosion
occurs after that. At the end of the immersion test duration, the oxide layer is carefully removed, and the
corroded coupon is weighed to determine the mass lost due to corrosion; two blue circles are included in
Figure 8 to represent the extents of corrosion measured after two durations. The two tests only provide the
average corrosion rates indicated by the dashed green lines in Figure 7-9 after those test durations. The
corrosion behavior is not well-represented by the cumulative rates, which give an “artificial” dependence
on the test duration. That is, the average rate will decrease with longer test durations even though most of
the mass loss occurred early in the test.

The instantaneous rate of corrosion (which determines the H, generation rate at each point in time) is given
by the slope of the blue curve. That rate decreases significantly after the surface passivates and becomes
much lower than the average cumulative rate. In principle, an extensive series of immersion tests could be
conducted for different durations to derive the mass loss curve, but the mass loss of a passivated surface
will be too small to measure. Regardless, immersion test results do not indicate the dependence of the
corrosion rate on the solution Eh that is needed for the FMD model. Immersion tests can only provide
corrosion rates under the test conditions, which will drift as the solutions and specimen surfaces evolve.
The electrochemical method employed for this study directly measures the metal oxidation rates needed to
calculate H, generation rates in the FMD model under wide ranges of controlled redox and test conditions
(Eh, pH, chloride concentrations).

The electrochemical tests can measure oxidation rates on the order of 10° ¢ m™ yr! (10* um yr') and
quantify the effects of localized corrosion processes, such as pitting, and surface passivation on the
corrosion rate. The electrochemical method provides reliable corrosion rates for durable EBS materials
(including Zircaloy cladding) over the wide range of environmental conditions that could occur in a
breached waste package that are needed to predict the generation of Ho.
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Figure 7-8. Conceptual diagram showing how mass loss measurements of steel corrosion rates in
immersion tests yield rates that do not represent the corrosion kinetics (adapted from Jerden et al., 2017).

7.3.2.2 Data Analysis Method

Potentiostatic tests are conducted to monitor the current as the material surface interacts with the solution,
which may result in passivation or active corrosion. In most cases, a steady current is achieved within a few
days and indicates a constant corrosion rate. The steady current densities measured in the potentiostatic test
are converted directly into alloy corrosion rates by using Faraday’s Law which relates the cumulative charge
transferred through the working electrode to the mass of metal oxidized during an experiment (Equation 7-
1). Since the cumulative charge transferred is a function of the reaction current over time (Equation 7-2)
we can use current densities measured during potentiostatic tests to calculate corrosion rates (Equations 7-
3 and 4)

M
m:Q_

Equation 7-1
nF

where m is the mass of substance oxidized, @Q is the total electric charge passed through the electrode
substance, M is the molecular weight of the electrode substance, F is the Faraday constant, and n is the
number of electrons transferred.

The cumulative electric charge Q is the integrated reaction current measured at the electrode:
t .
Q= fo I(t)dt Equation 7-2

Where I(t) is the reaction current measured at the electrode at time t. Therefore, the mass of material
oxidized at the electrode surface can also be calculated from the measured reaction current at the
electrode. If the corrosion current is constant, the mass corroded over an interval At can be calculated
as:

I-at M
nF

Equation 7-3

and the rate can be calculated as
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m IM .
rate = — = — Equation 7-4
At nr

The current and mass released can be normalized to the surface area of the electrode to give corrosion rates
in units of g m> yr'!, which can be converted to penetration rates in mm yr! using the density of the steel.
It also gives the H, generation rate using the stoichiometry of Reactions 4 — 7 shown above.

Each electrochemical experiment involves the following sequence of steps:

e Electrochemical cleaning at a potential far below the corrosion potential of the material to remove
any native oxide from the sample electrode,

e Potentiodynamic scans to determine Ec of alloy under chemical conditions of interest,

e Potentiostatic holds (up to 8 days) at several relevant redox conditions to quantify effects of
passivation,

e Periodic electrical impedance spectroscopy analyses to characterize the evolving properties of
corroded surface,

e Detailed microscopy (reflected light, SEM/EDS) to characterize changes in alloy microstructures
during test.

The results from these tests provide the following information:

e Corrosion rates for surfaces equilibrated under controlled environmental conditions,

e Electrical properties of the passivated surfaces to provide confidence in their long-term stability,

e Data to derive analytical expressions for key corrosion rate dependencies (Eh, pH, chloride
concentration) to calculate evolution of H» concentrations in breached waste package,

e  Corrosion products for further analyses.

The Butler-Volmer equation (as defined by Bard and Faulkner, 2001) relates the anodic current density to
the applied over-potential as:

Ju = Jo - exp (% (E - Eep)) Equation 7-5
where j, is the anodic current density (A m?), j, is the exchange current density (A m™), a is the charge
transfer coefficient, z is the number of electrons involved in the corrosion reaction, F is the Faraday
constant, R is the universal gas constant, T is absolute temperature, E¢ is the equilibrium electrode potential
(Ecorr) and E is the instantaneous electrode potential applied during the test. The Butler-Volmer equation is
typically restricted to deviations from less than 0.2 V and the high applied potentials used to represent the
range of conditions that could occur in a disposal system will likely result in deviations from Butler —
Volmer behavior. The added effects of high pH and chloride concentrations may also lead to deviations.
The dependencies can be represented using empirical relationships determined by plotting corrosion rate as
a function of applied potential, pH, and chloride concentration. This approach allows us to define the
analytical functions needed in the X1t in-package chemistry model to predict the H, generation rates (from
alloy corrosion) over the wide range of relevant Eh and pH conditions to be input into the FMD model. The
empirical dependencies of the alloy corrosion rates on pH and chloride are quantified in Section 7.3.3.
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7.3.3 Results from Electrochemical Corrosion Tests

The test conditions and results from the electrochemical corrosion tests are shown in Tables 7-1 through 7-
3 and the data trends are shown in Figures 7-9 through 7-30.

The effects of Eh, as represented by the applied potentials in the potentiostatic tests, are quantified in the
IPC — FMD model using an exponential dependence consistent with the form of the Butler-Volmer equation
(Equation 7-5). Preliminary empirical relationships for the effects of pH and chloride concentration on the
alloy corrosion rates are being derived for data sets showing regular trends (Equations 6 — 21). Exponential
functions provide reasonable quantitative descriptions of the data under most experimental conditions
(Figures 11, 14, 16, 17, 18, and 26), though many deviations are not yet understood. Future experimental
work will aim to better quantify the combined effects to provide more accurate analytical functions that
quantify the alloy corrosion rate dependence on Eh, pH, chloride and temperature.

7.3.3.1 AISI 4320 Carbon Steel and Boral

The results for AISI 4320 carbon steel and Boral corrosion under different test conditions are provided in
Table 7-1. Both the experimentally measured current densities (CD) and calculated corrosion rates (CR)
are provided. A few corrosion tests that were run at potentials of -0.06 Vsue and lower had net cathodic
currents (i.e., negative values), indicating that the test potentials were lower than Ec.r under those
conditions. (Note that the value of Ec.r increases as the surface passivates.) The cathodic currents indicate
the rate of cathodic reactions catalyzed by the metal surface, including H, formation (Reaction 3 above).

Table 7-1. Current densities and corrosion rates from electrochemical corrosion tests on AISI 4320 (carbon
steel) and Boral

NaCl -
Alloy pH (molal) Quantity Volts vs. SHE
0.49 0.24 -0.06 -0.26 -0.44 -0.66
CD 1.2E-02 - - - - -—--
4 14.3E-03
CR 11E+06
CD 14E-03 - - - - -—--
7 |4.3E-03
4320 CR 12E+05 - - - - -
(Costee) D 3.8E-07 198-07 | -6.6E-06
1.7E-09
CR 3.5E+01 1.7E+01 Cathodic - - -
10
CD 1.5E-03 - -1.7E-06 - 7.7E-05 -2.5E-05
4.3E-03
CR 14E+05 -—-- Cathodic -—-- 7.0E+03 Cathodic
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CcD 1.1E+00 1.5E-02 9.3E-04 -—-- - -
1.0E-01
CR 9.7E+07 14E+06 8.5E+04 - -—- -—-
CcD 1.5E-03 5.8E-04 o= 14E-04 -——- -—--
Boral 10 [4.3E-03
CR 44E+04 | 17E+04 42E+03
*CD = current density (A cm™), CR = Corrosion Rate (g m>yr), --—- = not measured.

The lowest carbon steel corrosion rate measured was 1.7 g m2-yr'! for the test with 17 nanomolal NaCl,
0.24 Vsug, and pH 10, while the highest carbon steel corrosion rate measured was 9.7 x 107 g m2-yr'at 100
millimolal NaCl, 0.49 Vsug, and pH 10. The measured corrosion rates of carbon steel strongly depend on
the concentration of NaCl. The effect of pH on the corrosion rate of carbon steel is not as significant as
NaCl concentration. When NaCl is 4.3 millimolal and the potential is held at 0.49 Vsug, the corrosion rate
is highest at pH 4 (1.1 x 10° g m2-yr'!") and approximately an order of magnitude lower at both pH 7 and
pH 10.

Figure 7-9 presents selected potentiostatic scans from carbon steel experiments at pH 10, 0.1 molal NaCl,
and potentials ranging from 0.49 Vsue to -0.26 Vsue. The current densities in these scans remain high and
do not reach clearly stable values at the positive hold potentials in Figure 7-9. The high current densities
are attributed to the lack of passivation for this alloy (the magnetite corrosion product layers are porous and
do not electrochemically protect the alloy surface from future corrosion).

1.6x10° T . T . .
1ax10°F ¥ 4320, pH 10, 0.1M NaCl
1.2x10° |
o~ 10x10° f ] .
g 800107 106 Alem? =
L - 0.49V
=
7
S 2.20x102 | -
0
2
S 1 10x102 k 0.015 A/cm
= 0.24V
O
0.00 | -~ .
9.29x10* A/em?
-0.26V
1 N 1 N 1 M 1 " 1 M 1
0.2 0.3 04 05 0.6 07 08
Time (Day)

Figure 7-9. Potentiostatic tests on AISI 4320 (carbon steel) at pH 10, 0.1 molal NaCl, and 3 fixed potentials
(VsHE).
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Figure 7-10. Potentiostatic test results on Boral at pH 10, 4.3 millimolal NaCl, and various fixed potentials

(VsHE).

The Boral corrosion rates, which were only measured at pH 10 and in 4.3 millimolal NaCl solution, are
nearly the same order of magnitude as those measured for carbon steel under the same conditions (Table 7-
1). Corrosion of the Al cladding of the Boral material forms porous aluminum oxide/hydroxide corrosion
products that do not effectively passivate the surface and high corrosion rates persist. The currents measured
in the potentiostatic tests with the Boral at pH 10, 4.3 millimolal NaCl, and positive hold potentials (i.e.,
0.49 Vsue and 0.24 Vgug) are erratic during the measurement (Figure 7-10), probably due to pitting. The
average of the current density values beyond Day 1 was used to calculate the corrosion rate.

Figure 7-11 shows the corrosion rate data trends for tests with carbon steel as a function of applied potential
in different electrolyte compositions. The best-fit lines in the plot depict the relationship between corrosion

rate and applied potential. The increase in the carbon steel corrosion rate with increasing NaCl concentration
is clear in Figure 7-11.
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Figure 7-11. Corrosion rates plotted against potentiostatic fixed potentials (Vsug) for AISI 4320 (carbon

steel) at pH 10 and various NaCl concentrations overlaid with exponential best-fit lines (Equations 7-6
through 7-8).

The best trendline fits to the data shown in Figure 11 are exponential relationships:
For the 0.1 molal data the fit is:

CR = 1.253x10° - exp(12.683 - E), R% 0.97 (Equation 7-6)
For the millimolal data the trend is:

CR = 2.81x10* - exp(3.193 - E) (Equation 7-7)

And for the nanomolal data the trend is:

CR =8.413-exp(2.879-F) (Equation 7-8)

The corrosion rates for AISI 4320 plotted as functions of pH and chloride concentrations are shown in
Figures 7-12 and 7-13.
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Figure 7-12. Corrosion rates plotted against pH for AISI 4320 (carbon steel) at 4.3 millimolal NaCl

concentration and 0.49 Vsye.
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Figure 7-13. Corrosion rates plotted against pH for AISI 4320 (carbon steel) at pH 10 and 0.49 Vsug

(regression line is given in Equation 9).
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The NaCl concentration dependence of the carbon steel corrosion rate is fit best by a power law:

CR = 8.0x107 - [NaCl]%745* R>=0.918 (Equation7- 9)

Figures 14 shows the corrosion rate data trends as a function of applied potential in different electrolyte
compositions for the borated aluminum composite material Boral. The best-fit line in the plot depicts the
relationship between the corrosion rate and redox potential.

1.0E+05
L[ mM Nacl Boral, pH 10
| |---- Boral pH 10, mM NaCl B-V .
o
. -0
Corrosion
Rate  1oe.04 f
(@ m2yr) I
Lo
1.0E+03 ' ' ' L L

-030 -0.15 0.00 0.15 030 0.45 0.60
Potential (V vs SHE)

Figure 7-14. Corrosion rates plotted against potentiostatic fixed potentials (Vsug) for Boral at pH 10 and
4.3 millimolal NaCl overlaid with an exponential best-fit line (Equation 10).

The best trendline fit to the corrosion rate data for Boral shown in Figure 14 is an exponential
relationship:

CR = 8.88x103 - exp(3.086 - E), R% 0.994 (Equation 7-10)

7.3.3.2 316 Stainless Steel

Table 7-2 reports the current densities and corrosion rates of 316 stainless steel measured at various pH,
NaCl concentration, and hold potential. The highest corrosion rate (1.2 x 10° g m? yr'') was measured in
the solution containing 630 millimolal NaCl at pH 4 and held at 0.49 Vgsue and the lowest corrosion rate
(1.2 x 10?2 g m? yr'!') was measured in the solution containing 4.3 millimolal NaCl at pH 10 and held at
0.14 Vgue. Many corrosion tests that were run below 0.14 Vsug, and a few that were run above, showed net
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cathodic currents (i.e., negative values for current density), signifying that measurement potentials were
IOWCI' than Ecorr.

Table 7-2. Current densities and corrosion rates from electrochemical corrosion tests on 316 stainless steel

Alloy | pH | NaCl(molal) | Quantity* Volts SHE
0.49 0.34 0.24 0.14 -0.01 -0.26
CD 7.1E-09 -1.8E-09 -1.3E-09 ——- ——- -—-
1.7E-09
CR 2.5E-02 Cathodlic Cathodlic -—- -—- -—--
CD 8.6E-09 2.7E-09 1.2E-09 -1.1E-09 - -
43E-03
CR 7.2E-01 2.3E-01 1.0E-01 Cathodic - -
4
CD 7.1E-09 2.7E-09 1.5E-09 - - -
1.0E-01
CR 5.9E-01 2.3E-01 1.2E-01 - - -
CD 1.4E-05 3.3E-09 - - - -
6.3E-01
CR 1.2E+03 2.8E-01 - - - -
CD 3.2E-09 2.5E-09 7.0E-10 - -3.2E-06 -2.5E-09
1.7E-09
CR 2.7E-01 2.1E-01 5.9E-02 -—-- Cathodlic | Cathodic
@) 41E-08 3.4E-09 2.6E-09 4.3E-09 -1.7E-07 -8.2E-06
4.3E-03
CR 3.4E+00 2.9E-01 2.1E-01 3.6E-01 Cathodlic | Cathodic
316SS 7
CD 1.2E-08 1.6E-09 3.9E-09 - -6.4E-08 -4.5E-06
1.0E-01
CR 9.6E-01 1.3E-01 3.2E-01 - Cathodic | Cathodic
CD 1.1E-08 1.3E-08 - - - -
6.3E-01
CR 8.8E-01 1.0E+00 -——- -——- -——- -—--
@) 5.1E-09 2.0E-10 1.9E-09 - 4.0E-10 -7.9E-06
1.7E-09
CR 4.3E-01 1.6E-02 1.6E-01 - 3.4E-02 Cathodlic
CD 3.2E-09 1.0E-09 49E-10 1.4E-10 -1.5E-09 -3.8E-06
43E-03
CR 2.7E-01 8.5E-02 41E-02 1.2E-02 Cathodlic | Cathodic
10
CD 2.0E-09 5.1E-09 -6.7E-10 - -8.1E-08 -8.7E-06
1.0E-01
CR 1.7E-01 4.2E-01 Cathodic - Cathodlic | Cathodic
@) 8.2E-10 2.9E-09 - - - -
6.3E-01
CR 6.8E-02 2.4E-01 - - - -

*CD = current density (A cm™), CR = Corrosion Rate (g m>yr'), --—- = not measured.
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Figure 7-15 presents representative data from potentiostatic tests on 316 stainless steel measured in
solutions containing 17 nanomolal NaCl at pH 10 and at 3 designated hold potentials. The gaps in the
current profiles are due to the performance of electrochemical impedance spectroscopy (EIS), the results of
which will be discussed in a future report. The thickness of the curves are a result of the dynamic balance
between anodic and cathodic reactions occurring of the electrode surface, and the higher values after about
seven days were used to calculate corrosion rate. The corrosion currents stabilized relatively rapidly (after
day 2) in tests at the higher potentials, coinciding with the passivation of the material by a thin chromium
oxide layer. The surface did not passivate in the test at -0.26 V and a cathodic current occurred.
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Figure 7-15. Potentiostatic test results on 316 stainless steel at pH 10, 17 nanomolal NaCl, and various
fixed potentials (Vsug).

In general, the corrosion rates of 316 stainless steel do not vary significantly with NaCl concentration at pH
4 and 7, which is apparent from the overlaid datasets in Figures 16 and 17, respectively. Representative
best-fit lines are shown for the data collected in solutions of 4.3 millimolal NaCl for both plots (Figures 7-
16 and 7-17). At pH 10, the corrosion rate of 316 stainless steel is dependent on NaCl concentration (Figure
7-18). For the hold potentials measured in this study, the corrosion rates in solutions of 1.7 nanomolal NaCl
are approximately an order of magnitude greater than in solutions of 4.3 millimolal NaCl. However, in
solutions of 0.1 molal NaCl and 1 molal NaCl, the corrosion rate unexpectedly decreases with increasing
hold potential (Figure 7-18).
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Figure 7-16. Corrosion rates plotted against potentiostatic fixed potentials (Vsug) for 316 stainless steel at
pH 4 and various NaCl concentrations overlaid with an exponential best-fit line (Equation 11).
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Figure 7-17. Corrosion rates plotted against potentiostatic fixed potentials (Vsug) for 316 stainless steel at
pH 7 and various NaCl concentrations overlaid with an exponential best-fit line.
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Figure 7-18. Corrosion rates plotted against potentiostatic fixed potentials (Vsug) for 316 stainless steel at
pH 10 and various NaCl concentrations overlaid with exponential best-fit lines (Equations 7-13 and 7-14).
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The best fit trendlines for the corrosion rate data shown in Figures 7-16, 7-17 and 7-18 are exponential
relationships:

for the stainless steel corrosion at pH 4 (Figure 7-16) the relationship for the 4.3 millimolal data is:
CR = 1.64x1072 - exp(7.638 * E), R*: 0.999 (Equation 7-11)

the relationship at pH 7 (Figure 17) for the 4.3 millimolal data is:

CR = 3.4x1073 - exp(13.734 - E), R*: 0.978 (Equation 7-12)

the relationship at pH 10 (Figure 18) for the 4.3 millimolal data is:

CR = 2.8x1073 - exp(10.33 - E), R%: 0.993 (Equation 7-13)

and the best fit trend for the nanomolal data shown in Figure 18 is:

CR = 3.8x1072 - exp(5.079 - E), R% 0.985 (Equation 7-14)

The pH dependence of the 316 stainless steel corrosion rates are shown in Figures 7-19, 7-20 and 7-21.

1.0E+00
A nM NaCl, 0.49V
& nM Nacl, 0.34V
© nM Nacl, 0.24V
-- Power (nM Nacl, 0.49V) "_,,-—”A
A
o)
. (@]
Corrosion
Rate 1.0E-01 + ]
(g m*Zyrf'l) : /,A"
@]
&
1.0E-02 : : : : , . |

3 4 5 6 7 8 9 10 11
pH

Figure 7-19. Corrosion rates plotted against pH for 316 stainless steel at 1.7 nanomolal NaCl
concentration.

The best fit trend line for the pH dependence of the stainless steel corrosion rate at 0.49 V shown in Figure
19 is a power law function:

CR = 0.0049 - [pH]>%7%, R? = 0.989 (Equation 7-15)
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Figure 7-20. Corrosion rates plotted against pH for 316 stainless steel at 4.3 nanomolal NaCl
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Figure 7-21. Corrosion rates plotted against pH for 316 stainless steel at 0.1 molal NaCl concentration.
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The data shown in Figures 20 and 21 do not show regular trends for the stainless steel corrosion rate
dependence on pH. The dependence of the stainless steel corrosion rate on salt concentration are shown in
Figures 7-22, 7-23 and 7-24. These data generally do not show regular tends.
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Figure 7-22. Corrosion rates plotted as a function of NaCl concentration 316 stainless steel at pH 4.
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Figure 7-23. Corrosion rates plotted as a function of NaCl concentration 316 stainless steel at pH 7.

The stainless steel corrosion rate dependence on the NaCl concentrations for the 0.24 V data shown in
Figure 7-23 is best fit by a power law:

CR = 0.3326 - [NaCl]%132 R%: 0.943 (Equation 7-16)
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Figure 7- 24. Corrosion rates plotted as a function of NaCl concentration 316 stainless steel at pH 10.

7.3.3.3 Zircaloy-4

The corrosion test results for Zircaloy-4 are provided in Table 7-3. The highest measured corrosion rate
(6.1 x 10" g m™ yr') is reported at pH 10, 100 millimolal NaCl, and 0.49 Vsug, and the lowest measured
corrosion rate, which is just an order of magnitude lower (5.4 x 102 g m™ yr'), is reported at pH 10, 4.3
millimolal NaCl, and -0.01 Vsug.
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Table 7-3. Current densities and corrosion rates from electrochemical corrosion tests on Zircaloy-4

Alloy pH | NaCl (molal) | Quantity* Volts SHE
049 0.34 024 -0.01 -046
D 11E-09
1.7E-09
CR 8.0E-02
D 376-09 | 27609 | -
4 4.3E-03
CR 2.7E-01 2.0E-01
D 4.6E-09
1.0E-01
CR 3.4E-01
D 2.9E-09
1.7E-09
CR 2.2E-01
. D 2.5E-09
Zircaloy-4 [ 7 4.3E-03
CR 1.9E-01
D 4.8E-09
1.0E-01
CR 3.6E-01
D 2.6E-09 e | 17E-09 | -
1.7E-09
CR 1.9E-01 - 1.3E-01 - -
CD 5.6E-09 === 2.5E-09 | 7.3E-10 |-2.6E-07
101 43e-03
CR 4.2E-01 e 1.8E-01 | 5.4E-02 |Cathodid
CD 8.2E-09 =o== 1.7E-09 | 1.4E-09 [-4.0E-06
1.0E-01
CR 6.1E-01 ---- 1.3E-01 | 1.1E-01 |Cathodid
*CD = current density (A cm™), CR = Corrosion Rate (g m™yr"), ---- = not measured.

Figure 7-25 depicts typical results from potentiostatic tests on Zircaloy-4. Steady state is reached relatively
rapidly (by day 3) with very low current densities, which is due to the formation of a zirconium oxide layer
that protects the surface from corrosion by limiting the diffusion of reactive chemical species. The corrosion
rates of Zircaloy-4 are minimally affected by the NaCl concentration in solution, which is shown for tests
at pH 10 in Figure 7-26. The dotted line in Figure 7-26 is the best-fit line for the data collected in solutions
of 4.3 mM NaCl.
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Figure 7-25. Potentiostatic test results on Zircaloy-4 at pH 10, 0.1 molal NaCl, and various fixed potentials
(VsHE).
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Figure 7-26. Corrosion rates plotted against potentiostatic fixed potentials (Vsug) for Zircaloy-4 at pH 10
and various NaCl concentrations overlaid with an exponential best-fit line (Equation 7-17).



Spent Fuel Disposition in Crystalline Rocks

164 July 2020

The dependence of the Zircaloy corrosion rate on potential is best fit by an exponential relationship. The
best fit trend line for the 4.3 millimolal data in Figure 7-26 is:

CR =5.97x1072 - exp(4.074 - E), R*: 0.987 (Equation 7-17)

The dependence of the Zircaloy corrosion rate on pH is shown in Figure 27. The trend lines shown in the
plot are, for the 0.1 molal data:

CR = 0.138 - [pH]®>39, R%: 0.72 (Equation 7-18)
And for the nanomolal data:

CR = 0.021 - [pH]*%*>, R%: 0.78 (Equation 7-19)
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Figure 7-27. Corrosion rates plotted against pH for Zircaloy at 0.49 Vsue. The trendlines shown are
defined in Equations 7-18 and 7-19.
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Figure 7-28. Zircaloy corrosion rates plotted as a function of NaCl concentration. The trendlines are
defined in Equations 7-20 and 7-21.

The dependence of the Zircaloy corrosion rates on the chloride concentration (Figure 7-28) are best fit by
the following power laws for the 0.49 V, pH 10 and 0.49 V, pH 10 data respectively:

CR = 0.644 - [NaCl]%06%2 R2: 0.972 (Equation7- 20)

CR = 0.417 - [NaCl]®0817_R2: 0.999 (Equation 7-21)
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Figure 7-29. Comparisons of corrosion rate vs. potential (Vsug) for 316 stainless steel and Zircaloy-4 at
mM NaCl and a range of fixed pH values. The dotted lines indicate the corrosion rates used in the IPC —
FMD model sensitivity runs discussed in Section 7.4 below.

7.3.4 Summary of Electrochemical Corrosion Tests

Figures 7-29 and 7-30 show the best fit trends for all of the electrochemical experiments described above.
The dotted lines indicate the corrosion rates used for the IPC — FMD model sensitivity model runs discussed
in Section 7.4 below. By comparing Figures 7-29 and 7-30, it is clear that, on average, carbon steel and
Boral exhibit corrosion rates that are orders of magnitude higher than 316 stainless steel and Zircaloy-4. In
addition, the corrosion rate of carbon steel at millimolal concentrations of NaCl is much greater than at
nanomolal concentrations of NaCl. During electrochemical corrosion tests, a passivating layer that is
effective at protecting the surface from corrosion does not build up on the carbon steel and Boral surface,
which explains the high corrosion rates measured in this study. In contrast, effective metal oxide/hydroxide
passivating layers do build up relatively quickly on 316 stainless steel and Zircaloy-4 surfaces, accounting
for the low corrosion rates measured for these materials.

It should be noted that the relationships represented in Figures 7-29 and 7-30 were extrapolated based on
the data sets shown in Figures 7-9 to 7-28 above. Future measurements will further quantify the alloy
corrosion rate dependence on pH, chloride concentrations and temperature to produce more accurate and
applicable analytical functions. The empirical relationships that describe the datasets shown in Figures7- 9
through 7-28 are shown in Table 7-4.
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Figure 7-30. Comparisons of corrosion rate vs. potential (Vsug) for AISI 4320 (carbon steel) and Boral at
pH 10 and a range of NaCl concentrations. The dotted lines indicate the corrosion rates used in the IPC —
FMD model sensitivity runs discussed in Section 7.4 below.
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Table 7-4. Empirical functions (Equations 7-6 through 7-21) derived from the potentiostatic test
results discussed in Section 7.3.3.

Alloy Test Conditions Empirical Function® R?
AISI 4320 (C- 0.1 M NaCl, pH 10 CR = 1.253x10° 0.97
steel) -exp(12.683
“E)
AISI 4320 (C- 43 mMNaCl,pH10 CR = 2.81x10*-exp(3.193-E) 2 points
steel)
AISI1 4320 (C- 1.7nM NaCl,pH10 CR =8.413-exp(2.879F) 2 points
steel)
Boral 43 mMNaCl,pH 10 CR = 8.88x103 - exp(3.086 - E) 0.994
316SS 4.3 mM NaCl, pH 4 CR = 1.64x1072 0.999
-exp(7.638 - EF)
316SS 4.3 mM NaCl, pH7 CR = 3.4x1073 - exp(13.734 0.978
- E)
316SS 43mMNaCl,pH10 CR = 2.8x1073 - exp(10.33 - E) 0.993
316SS 1.7nM NacCl, pH 10 CR = 3.8x1072 - exp(5.079 - E) 0.985
Zircaloy-4 43 mMNaCl,pH10 CR =5.97x107?2 0.987
- exp(4.074 - E)
316SS 0.49 Vspg, 1.7 nM CR = 0.0049 - [pH]1974 0.989
NaCl
Zircaloy-4 0.49 Vs, 0.1 M CR = 0.138 - [pH] %5937 0.72
NacCl
Zircaloy-4 0.49 Vsup, 1.7 nM CR = 0.021 - [pH]%*5 0.78
NaCl
AISI 4320 (C- 0.49 Vsug, pH 10 CR = 8.0x107 - [NaCl]%745* 0.918
steel)
316SS 0.24Vsug, pH 7 CR = 0.3326 - [NaCl]%132 0.943
Zircaloy-4 0.49 Vg, pH 10 CR = 0.644 - [Na(l]%:0602 0.972
Zircaloy-4 0.24Vsug, pH 4 CR = 0.417 - [NaCl]°0817 0.999

*CR: corrosion rate, E: the applied potential for the potentiostatic tests (represents Eh).
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7.4 In-Package Chemistry Simulation and the Fuel Matrix Degradation Model:
Role of Alloy Corrosion

Building on the modeling approach described in Jerden et al., 2019, the 1-D reactive transport code X1t (a
module within the Geochemist’s Workbench (GWB) software package) was used to implement a prototype
in-package chemistry (IPC) model that was coupled to the FMD model. The IPC model was used to track
how the corrosion rates of in-package alloy components and the resulting H» concentrations evolve over a
range of repository relevant time scales and conditions. The coupled FMD model determines how the spent
fuel degradation rate changes based on H, concentration history calculated by the X1t IPC model. The
models were parameterized using the experimental data discussed in Section 7.3 above.

The thermodynamic database used for this model was thermo.com.V8.R6 (Johnson et al, 2000) to which
the steel reactants were added. The masses of the different steel components, their surface areas, and total
solution volume were those given in the in-package chemistry model used for the YM TSPA (CRWMS,
2003). The alloy masses used for this model are shown in Table 7-5, and the initial groundwater
composition, which is typical of an argillite rock repository environment, is shown in Table 7-6. The volume
of solution used in the model was 4.1 m?, which is based on the void volume within the spent fuel canister
assumed in CRWMS, 2003.

Table 7-5. Alloy masses and specific surface areas used in the X1t in-package chemistry model (values are
from CRWMS, 2003)

Materials Total Mass Specific Surface
(kg) Area (m’ g')
316 SS 5.9x10° 4.1x10¢
C-steel 1.2x10° 8.7x107
Aluminum alloy* 1.9x10% 2.8x10*
Zircaloy cladding 3.6x102 1.3x107?
Spent Fuel 2.9x10* 1.6x10°3

*Indicated as “Boral” in discussion and figures below.

Table 7-6. Initial solution composition used in X1t in-package chemistry model (from Fernandez et al.,
2007). This composition is typical pore-water from the Opalinus clay.

Component Concentration
(molar)

pH 7.4

Na 2.8x10°!

Ca 2.3x10%?

K 2.2x1073

Mg 2.1x10%2

Fe 3.5x10°¢

Cr 3.3x10!

SO4* 1.9x102

COs* 5.2x1073
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SiO2 1.1x10*
Figure 7-31 shows the flow of information for the coupled X1t — FMD model as well as the schematic
layout and discretization of X1t IPC model. The alloy corrosion rates discussed in Section 7.3 above are
used to parameterize the IPC model, which tracks in package the H, concentration based on its generation
by alloy corrosion and its loss by diffusion/advection into the surroundings over the 100,000-year model

time frame. The H» concentration evolution determines the spent fuel degradation rate as calculated by the
FMD model.

The X1t model includes 21 reaction/diffusion cells (not shown in Figure 7-31) with the central cell including
the materials shown in Table 7-2. The diffusion coefficient used for Hz in all model cases was 6.0x107
cm?/s (Turnbull, 2008). The porosity of the waste package cell was set to 80%, while the porosity in the
bentonite and host rock cells were set to 30%.

Spent Fuel Degradation Rate (FMD model)

Accounting for Radiolysis (function of burnup)

Catalysis of H, reaction on Ru-epsilon phase
U(VI) Corrosion Layer (blocks rad dose, diffusion)

f H, Concentration with time

Calculate
Prototype In Package H, concentration

Chemistry Model Mass of Alloys
with time (100,000 yr)

Ground Water

pH
Eh
Na* 6,000 kg 316SS
cr I 2,000 kg C-Steel .y
HCO, oI P2 pisten | 580 kg Zircaloy R Diffgsion ||
SO, 190 kg Boral
29,000 SF

r—
\\ 1.4m /
' Corrosion Rates (g m=2yr)

Experimental Results:

Alloy Corrosion Rates as a function of Eh, pH, [NaCl]

Figure 7-31. Flow of information for the coupled X1t prototype in-package chemistry and the FMD model.

Thus, the four main functions of the X1t IPC mode are to:

e Determine the amount of H, produced and accumulated over a range of relevant alloy corrosion
rates.

e Quantify the kinetics of H, removal (by diffusion or advection) from the waste package cell
containing the spent fuel.

e Track the dissolved H» concentration within the in-package solution based on the first two bullets.

e Provide the H, concentration as a function of time to the FMD model so that the spent fuel
degradation rate can be calculated as the in-package environment evolves.
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As discussed in Sections 7.1 and 7.2 above, the most significant processes accounted for in the FMD model
include burnup dependent radiolysis, U(VI) corrosion layer formation and the catalytic oxidation of H> on
the noble metal alloy. The H» oxidation process proves to be dominant, inhibiting oxidative dissolution of
the fuel, when the H, concentration is greater than a certain threshold value as discussed in Jerden et al.,
2019 and shown schematically in Figure 7-3 above. Results from FMD modeling (discussed below) show
that the H, concentration threshold needed to shut down oxidative dissolution of the fuel depend on the
burnup of the fuel. Higher burnup fuels produced more radiolytic oxidants per time and thus the amount of
H, needed to overcome the radiolytic oxidative effect is higher. Therefore, sensitivity model runs were
conducted using a higher fuel burn up value of 80 GWd/MTU and a relatively low burn up value of 30
GWd/MTU. Other variables investigated in the model sensitivity runs for this study include: steel corrosion
rates for different conditions (Eh, pH, NaCl concentration) and the advective rate of solution within the
waste package (Table 7-7).

It should be noted that the X1t IPC model represents a prototype or scoping model intended to inform future
development of a more versatile in-package model that will be integrated within the GDSA framework and
implemented in PFLOTRAN. There are several simplifying assumptions that the model currently uses that
need to be replaced by more rigorous formulations in the future. The major simplifying assumptions are for
the X1t IPC model are:

o The use of first order alloy corrosion rate expressions (parameterized using data described in
Section 3) that do not account for the evolving surface area of the corroding alloy.

e The neglection of galvanic effects caused by alloys being in contact within the waste package.

The results of the X1t IPC model are thus preliminary and not meant to accurately represent actual
repository scenarios. Rather, the results are meant to yield insights as to how changes in in-package alloy
corrosion rates influence the spent fuel degradation rate over repository relevant conditions and time scales.
To this end a set of sensitivity studies were run using the range of measured alloy corrosion rates presented
in Section 7.3 above. Table 7-7 shows the conditions used for the sensitivity runs and Figures 7-32 to 7-37
show the modeling results. The solution Eh, pH and [NaCl] referred to in Table 7-7 are the conditions for
the solution flowing into the waste package during corrosion. These variables can evolve with time
depending on the balance between the rate of advection/diffusion of solute into the waste package and the
rates of alloy corrosion. The specific surface areas used for the alloys for each model run are shown in
Table 7-5 above. The corrosion rates chosen for each set of Eh, pH and NaCl concentration conditions are
based on the empirical relationships shown in Figures 7-29 and 7-30 above.
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Table 7-7. Conditions for sensitivity runs performed using the linked X1t IPC and FMD models. The
corrosion rates chosen for these model runs span the range of rates measured in the electrochemical tests
discussed in Section 3 above.

Model Solution pH? [NaCl]® C-Steel 316 SS Boral*  Zircaloy  Advection®

Case  Eh! (@myr') (@m?yr) (gm?yr) (gmlyr) (m/yr)
1 High Low High 1.0x10° 1.0x10° 4.0x10* 5.0x10°" O (diffusion only)
2 Low Low Low 1.0x10°  1.0x10°  4.0x10° 1.0x102 O diffusion only)
3 Low Low Low 1.0x10°  1.0x10°  4.0x10° 1.0x102 0.1
4 Low High  Low 2.0x10"  1.0x10°  4.0x10° 1.0x102 O (diffusion only)
5 Low  High Low 2.0x10'  1.0x10°  4.0x10°  1.0x10? 0.1
6 Low High High 1.0x10? 2.0x10! 4.0x10° 1.0x102 O (diffusion only)
7 Low  High High 1.0x10>  2.0x10!  4.0x10° 1.0x1072 0.1
8 High Low Low 1.0x10° 1.0x10° 4.0x10* 5.0x10! 0 (diffusion only)
9 High Low High 1.0x10° 1.0x10° 4.0x10* 5.0x10" O (diffusion only)

! Low Eh denotes -0.6 V to -0.2 V (vs SHE) and high Eh denotes 0.2 V to 0.6 V (vs SHE).

2 Low pH denotes a value of 4 and high pH refers value of 10 (as used in the experiments described above).

3 Low [NaCl] denotes concentrations ranging from nanomolal to micromolal and high [NaCl] denotes concentrations ranging
from 0.1 to 1 molal NaCl.

4 Boral is a borated aluminum alloy commonly used as a neutron absorber in spent fuel storage canisters.

3 Advection refers to the rate of groundwater discharge through the breached waste package.

Most of the corrosion rates used for the model runs are indicated on Figures 7-29 and 7-30 above. The
corrosion rate for C-steel (AISI 4320) for the low pH model runs (Cases 1, 2, 3, 8 and 9) was 1.0x10° g m"
2 yr'! (row 2, Table 7-1) and the high corrosion rate for 316SS used in model Case 9 is from high salt
concentration, low pH data shown in row 8 of Table 7-2.

Each model run involved the following steps:

The initial condition of the reactive transport domain (Figure 7-31):
o  All cells fully saturated with a solution of the composition shown in Table 7-6.
o The model starts with the condition of a breached and fully saturated waste package.
o The spent fuel is assumed to be contacted by the in-package solution.

The age of the fuel is assumed to be 1100 years out of reactor. Therefore, the model assumes that
the waste package failed and was filled with solution 1000 years after emplacement and that the
fuel was 100 years out of reactor when it was emplaced.

The four alloys (Table 7-5) are congruently reacted with the solution composition given in Table
7-6 at the rates specified in Table 7-7.

Geochemist’s Workbench (as implemented in X1t) was used to determine the evolution of the pH,
Eh and speciation (solution and solids) of the simulated in-package solution corresponding to a
given set of steel dissolution rates.

The amount of H> produced and its distribution with time over the reactive transport domain
(through diffusion and advection) are determined and quantified as fugacity and molal
concentrations.

Results from the in-package solution simulations (i.e. H, concentrations) are used as input to the
FMD model, which is then used to calculate the spent fuel degradation rate.

o Parameter values for the fuel environment are from Jerden et al., 2015.
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o Temperature was held constant at 25 °C for all runs.
o Each model case included two fuel burnup values (30 GWd/MTU and 80 GWd/MTU) as
indicated in the results shown below.
e The H, threshold concentrations for inhibiting oxidative fuel degradation is 1.0x10- molal for 80
GWd/MTU and 1.0x10* molal for 30 GWd/MTU.

Figure 7-32a shows the masses of the in-package alloys (blue) and the most abundant corrosion products
(gray) over the simulation duration for Case 1 (Table 7-7). For these conditions (low Eh, High pH and
relatively high NaCl concentrations) the model predicts that C-steel will be nearly completely corroded to
magnetite around 20 years after the waste package has been breached and the aluminum alloy Boral will be
nearly consumed approximately 400 years after the waste package breach. The production of around 10 kg
of zirconium oxide indicates that a moderate amount of Zircaloy has corroded; however, most of the original
alloy remains at the end of the simulation. Only minimal amounts (~100 grams) of 316 SS are predicted to
corrode for the Case 1 model conditions.

The predicted in-package H, concentration for Case 1 is shown in Figure 7-32b. The initially high
concentrations of over 1 molal are due to the sudden rise in H, fugacity caused by the relatively rapid
corrosion of C-steel. Following the corrosion of C-steel and Boral the concentration reaches a long-term
steady state concentration of 1.3x107* molal. This steady state concentration is due to the continued
production of H, by Zircaloy that persists throughout the 100,000-year time frame of the model. This
concentration is higher than the threshold concentrations for inhibiting oxidative fuel degradation for both
fuel burnup values (Figure 7-32c).

Modeling Cases 2 and 3 have the same alloy corrosion rates (Table 7-7) and thus show the same alloy mass
loss and corrosion products production with time, as shown in Figure 7-33(a). The difference between Cases
2 and 3 and Case 1 is that the Zircaoly, 316SS and Boral corrosion rates are all lower due to the low chloride
concentration condition for these runs (see Figures 7-29 and 7-30 above). As with Case 1 the rapid corrosion
of C-Steel leads to its consumption 20 years after the waste package breach. Boral persists for around 4,000
years, a factor of 10 longer than for the Case 1 conditions (Figure 7-33a). The slower corrosion of Zircaloy
is indicated by the lack of significant zirconium oxide production (Figure 7-33a).

The H» concentrations for Cases 2 and 3 show similar trends but are off-set due to the presence of advective
solution transport in Case 3 (light blue line in Figure 7-33b). Advection causes lower H, concentrations as
it transports H, produced by corrosion out of the waste package cell at a rate faster than diffusion. The
points on the curves shown in Figure 7-33b are the thresholds for inhibiting oxidative dissolution for the
two different fuel burnups. The higher burnup fuel produces more radiolytic oxidants and thus requires a
higher H, concentration to counteract oxidation. The threshold concentrations are 1.0 millimolal H, for the
80GWd/MTU case and 0.1 millimolal for the 30GWd/MTU fuel. The H> concentrations drop below these
thresholds around the time when nearly all of the Boral is consumed. The spent fuel degradation rate for
Case 2 increases to the oxidative dissolution rate at around 3,000 years, while the degradation rate for Case
3 (light red line, Figure 7-33c) increases to the oxidative dissolution rate around 2,200 years after waste
package breach. This difference is due to the lower H, concentrations caused by advection.
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Figure 7-32. Results from the Case 1 model scenario (Table 7-7). The time axis refers to the time elapsed from the
start of in-package corrosion (assumed to be 1000 years after emplacement). The fuel is assumed to be 1100 years

old at time zero in these model runs. In the bottom plot (c), the solid line just below 2x10* ¢ m2 yr'! is the

calculated degradation rate for the Case 1 scenario representing the chemical dissolution rate of the fuel. The dotted
lines show the degradation rates calculated for cases with no H» for a high burnup fuel (80 GWd/MTU) and a low

burnup fuel (30 GWd/MTU).
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The results for modeling Cases 4 and 5 are shown in Figure 7-34. These Cases are for low Eh, high pH and
low NaCl concentrations without and with advection respectively. The only difference between these Cases
and Cases 3 and 4 are that the corrosion rate used for C-steel is considerably lower (see high pH, low NaCl
empirical curve in Figure 7-29). For these runs the Boral is the first alloy to be consumed at around 4,000
years after the waste package breach, while the C-steel persists for the full 100,000-year model duration
(Figure 7-34a). There is no significant corrosion of either 316SS or Zircaloy in these model cases.

Approximately 1,000 kg of C-steel is corroded to magnetite during the Cases 4 and 5 runs, which leads to
relatively high H> concentrations throughout the model time frame (Figure 7-34b). The Case 4 H»
concentration remains above the threshold concentration for inhibiting oxidative fuel dissolution for
100,000 year; however, when advection is accounted for (Case 5) the H> concentrations drop below the
threshold values at 4,200 years for the 80 GWd/MTU fuel and at 90,000 year for the 30 GWd/MTU fuel
(Figures 7-34b and 7-34c).

Modeling Cases 6 and 7 are for low Eh, high pH and high NaCl conditions (Table 7-7) and are differentiated
from Cases 4 and 5 by a somewhat higher corrosion rates for C-steel, 316SS and Zircaloy. As shown in
Figure 7-35a, Boral is predicted to be the first alloy consumed at around 4,000 years and C-Steel is predicted
to persist until around 70,000 years. The H, concentration for Case 6 (no advection) remains above the
threshold for inhibiting oxidative fuel dissolution until around 30,000 years for the 80 GWd/MTU fuel and
around 40,000 years for the 30 GWd/MTU fuel. For Case 7 (with advection) the H, concentration remains
above the H, threshold until around 20,000 years for the 80 GWd/MTU fuel and around 30,000 years for
the 30 GWd/MTU fuel (Figures 7-35b and 7-35c¢).

Case 8 is for high Eh, low pH and low NaCl concentration conditions and thus involves relatively high
alloy corrosion rates (Table 7-7). For this Case, C-steel is predicted to be nearly completely consumed
within 20 years after waste package breach while Boral is consumed by year 400 (Figure 7-36a). Both
316SS and Zircaloy show minor amounts of corrosion as evidenced by the production of magnetite, goethite
and zirconium oxide relatively late in the simulation time (>10,000 years) (Figure 7-36a). The H»
concentration for Case 8 decreases to below the H» thresholds for inhibiting oxidative fuel dissolution at
around 1,500 years (Figure 7-36b and 7-36¢). Including advection for this model run did not produce
significantly different results as those shown in Figure 7-36.

Figure 7-37 shows the results for Case 9, which is for high Eh, low pH and high NaCl concentration
conditions. This case differs from Case 8 by the higher 316SS corrosion rate used. For this run, in addition
to the C-steel and Boral being consumed by 20 years and 400 years respectively, the 316SS is also
consumed by around the 5,500-year mark of the simulation (Figure 7-37a). Minor Zircaloy corrosion is
indicated by the production of approximately 10 kg of zirconium oxide. Following the consumption of most
the 316SS the ferric oxyhydroxide Goethite begins to replace the primary iron corrosion phase magnetite.
This is due to the relatively oxidizing conditions assumed for the seepage water (Table 7-7).

The resulting H concentration for Case 9 falls below the thresholds for inhibiting oxidative fuel dissolution
around the time that most of the 316SS is consumed (~5,000 years). Due to the steep decrease in the H»
concentration, the time at which the two different burnup fuels commence oxidative dissolution are the
same (Figures 7-37a and 7-37b). Advective transport through the waste package did not significantly
change the results for Case 9.
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7.5 Conclusions and Future Work

This report presents new results from a series of electrochemical corrosion tests that provide information
needed to parameterize the fuel matrix degradation (FMD) model and an associated prototype in-package
chemistry (IPC) model. The data provide corrosion rates for the major in-package alloys over a range of
relevant pH and redox conditions. The alloys tested are: 316L stainless steel (316SS), AISI 4320 carbon
steel (C-steel), Zircaloy-4 and the borated aluminum composite material Boral. The range of conditions
were: pH 4, 7 and 10, salt concentrations ranging from nanomolal to around one molal and several relevant
potentials (see Tables 1 — 3). All tests were performed at laboratory ambient temperatures (~22°C). These
electrochemical tests provide new insights into the corrosion behavior of these in-package alloys that
traditional mass loss tests (coupon immersion) do not provide. The primary findings are as follows:

e Based on the trend lines shown in Figure 29, the corrosion rates for the carbon steel and Boral
samples in millimolal salt solutions increase by a factor of approximately 10 over the relevant
potential range of -0.6 V to 0.6 V (vs SHE). At higher salt concentrations (0.1 molal) carbon steel
shows a dramatic increase in its corrosion rate (~ 6 orders of magnitude) over this potential range.

e The corrosion rate of carbon steel decreases from values greater than 1x10° g m™ yr'! for all tests
performed in millimolal (or greater) salt concentrations down to around 30 g m™ yr! in tests run at
the lowest salt concentration (around 1 nanomolal).

e Boral showed evidence of non-uniform corrosion at potentials greater than 0.24 V (vs SHE)
(Figures 14).

e Based on the trend lines shown in Figure 30, the corrosion rate of 316 stainless steel tested in pH 7
and 10, millimolal salt solutions increases dramatically (by 7 orders of magnitude) over the relevant
potential range of -0.6 V to 0.6 V (vs SHE). The increase in 316 stainless steel corrosion rates in
tests performed in pH 4, millimolal salt solutions is less steep over this potential range (increasing
by around 3 orders of magnitude) but yields higher corrosion rates at lower potentials (Figure 30).

e The trend line for Zircaloy in Figure 30 indicate that its corrosion rate increases by approximately
2 orders of magnitude over the relevant potential range of -0.6 V to 0.6 V (vs SHE).

The corrosion rates measured in electrochemical tests with individual alloys were used as direct input to
demonstrate the coupled in-package chemistry (IPC) — fuel matrix degradation (FMD) model that is being
developed to provide long-term spent fuel degradation rates as chemical conditions (Eh, pH, speciation)
evolve within a breached waste package. The combined prototype IPC and FMD model discussed in Jerden
et al., 2019 and this report has been updated in the current study to account for the new alloy corrosion rate
data. The coupled fuel degradation/IPC model links the FMD mixed potential code with the reactive
transport code X1t, which is a module within the Geochemist’s Workbench (GWB) software package. The
reactive transport model consists of a 1D domain discretized with 21 reaction diffusion cells and includes
a single waste package cell, two cells within the bentonite backfill and then 19 other cells within the near-
field host rock.

The concentration of dissolved Ha is the key variable in the FMD model, therefore, being able to accurately
model the evolution of H, within the waste package is essential for accurately predicting long-term spent
fuel degradation rates. The prototype X1t, IPC model has been used successfully to calculate the amount
of H» produced and accumulated within a breached waste package due to the corrosion of stainless steel,
carbon steel, Boral and Zircaloy and the results are discussed above. The experimental results for individual
alloys were used to exercise the model for a set of 9 new model cases (Table 7). This model uses the masses,
surface areas and corrosion rates of each alloy to calculate the H, generation rate and tracks all relevant
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chemical speciation reactions to provide information on in-package pH, Eh and chemistry for a 10°-year
generic repository simulation. The model includes both the diffusive and advective transport of dissolved
H, away from the waste package to track the concentration over time.

The sensitivity runs performed with this combined prototype IPC - FMD model using the new in-package
alloy corrosion data presented above resulted in the following observations:

e For model runs using the corrosion results from tests performed in pH 4 solutions, the in-
package carbon steel is predicted to be consumed by corrosion within 20 years of the waste
package being breached. This rapid corrosion causes a sharp maximum in H, fugacity and
concentration. The concentration of H, does not decrease rapidly following the consumption
of carbon steel due to H, production by the relatively rapidly corroding Boral materials.

e Boral is predicted to persist for around 400 years under high Eh conditions and for around
4,000 years under low Eh conditions. Boral is the major source of H, in model cases with rapid
carbon steel consumption and slow stainless steel and Zircaloy corrosion (Cases 2 and 3, Figure
33).

o In most cases stainless steel and Zircaloy are predicted to persist for over 100,000 years after
the waste package has been breached. This is due to their low corrosion rates as measured in
the electrochemical experiments (below 0.01 g m? yr'). These alloys do produce H; as they
slowly corrode, but the rate is too low to maintain the H, concentration above the threshold for
inhibiting oxidative dissolution of the fuel for most cases. The exception being Case 1 where a
stainless steel corrosion rate of 1 g m? yr! leads to a H, production rate that maintains the
concentration below the oxidative dissolution threshold for the duration of the model time
frame (Figure 33).

e The relatively low corrosion rates for stainless steel and Zircaloy (below 1 g m? yr! for all
cases except one) lead to their persistence through the 100,000-year time frame for the
simulations. These alloys produced H, throughout the model runs; however, the amount
produced is small.

e Including a pore water advection rate of 0.1 m/yr through the waste package cell decreases the
H, concentration by a factor of approximately 4. This leads to H» concentrations dropping
below the threshold needed to inhibit oxidative dissolution of the fuel under some conditions
(e.g., see Case 5, Figure 34).

e Under high Eh conditions, the model predicts that the in-package H, concentration will have a
steep increase corresponding to the rapid corrosion of carbon steel and Boral during the first
400 years following the waste package breach, but will fall below the threshold for inhibiting
oxidative fuel dissolution by approximately 1,500 years due to H, diffusion out of the waste
package cell.

The results of this study confirm the conclusions and recommendations that were identified and discussed
in Jerden et al., 2017, Jerden et al., 2018 and Jerden et al., 2019. Several of the information gaps identified
in those studies remain, but the present study has demonstrated how electrochemical testing methods can
be used to address the key information gaps. Clearly, the environmental dependencies of in-package alloy
corrosion rates must be taken into account in the FMD model to represent the evolving conditions in a
breached waste package. Electrochemical measurements of alloy corrosion rates provide values and
dependencies on T, Eh, pH, and CI™ conditions for active corrosion and after passivation and thus are
essential for source term model parameterization and validation. However, the effects of Galvanic coupling
on the long-term corrosion rates and analytical functions for the pH and chloride ion concentration effects
remain to be determined. Also, galvanic coupling of fuel and alloys (particularly Zircaloy) must be assessed.
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The primary information gaps that still need to be filled to reduce uncertainties in long-term spent fuel
degradation and associated radionuclide source term modeling include the following:

e Corrosion rates for galvanically coupled alloys and fuel remain to be measured.

e A robust waste package breaching model based on reliable electrochemical measurements such as
those described in this report, is needed to determine the time at which spent fuel degradation
initiates. This is particularly important for high burnup fuels that will produce high concentrations
of radiolytic oxidants if contacted by water at times less than 1000 years out of the reactor. The
threshold concentration of H, needed to inhibit oxidative dissolution will be higher for “young”
fuels relative to older fuels.

e The mechanism by which H; inhibits the oxidative dissolution of spent fuel remains uncertain. The
mechanism is currently modeled in the FMD model as a catalytic process by which H» oxidation is
energetically promoted on the surface of the Ru-epsilon phase particles (see Figure 3 above and
Broczkowski et. al., 2005). However, other processes may also influence the H, effect on fuel
dissolution such as the destruction of radiolytic oxidants (e.g., H>O,) by H, within the solution near
the degrading fuel surface. Electrochemical tests performed on simulated spent fuel (e.g.,
lanthanide and noble metal doped UO») could be used to address this issue.

o Relatedly, any processes that counteract the mechanism by which H» suppresses oxidative fuel
degradation need to be accounted for. There is some evidence that halides (particularly Br) may be
capable of poisoning the catalytic properties of the Ru-epsilon phase particles (Metz et. al., 2008),
although the process is not fully understood or quantified. Electrochemical tests on simulated noble
metal particle bearing fuel could be used to address this issue.

e It is also important that any processes that consume H» within the breached waste package be
quantified and taken into account in the IPC — FMD model. Two key processes known to consume
H, that have not yet been fully quantified experimentally or included in the IPC model are microbial
oxidation of H» (e.g., Bagnoud et al., 2016) and the chemical conversion of H; to sulfur species
such as H,S, HS", S*. These processes could lead to higher fuel degradation rates by decreasing H»
concentrations within the breached waste package and need to be understood and quantified.

The use of tailored electrochemical methods such as those discussed in this report offer the most accurate
and versatile means for quantifying the long-term degradation behavior of spent fuel because its primary
degradation mechanism is electrochemical in nature. Future studies should build on the existing alloy
corrosion database and electrochemical modeling techniques to fill the data gaps identified above.



Spent Fuel Disposition in Crystalline Rocks

184 July 2020

7.6 References

Bard, A., Faulkner, L., “Electrochemical methods: Fundamentals and Applications”, John Wiley and Sons,
Inc., 2001

Bagnoud, A., Leupin, O., Schwyn B., Bernier-Latmani R., Rates of microbial hydrogen oxidation and
sulfate reduction in Opalinus Clay rock, Applied Geochemistry 72 (2016) 42-50

Broczkowski, M. E.; Noél, J. J.; Shoesmith, D. W., “The inhibiting effects of hydrogen on the corrosion of
uranium dioxide under nuclear waste disposal conditions” Journal of Nuclear Materials, vol. 346,
pp. 16-23, 2005.

Buck E., Jerden, J., Ebert, W., Wittman, R., “Coupling the Mixed Potential and Radiolysis Models for Used
Fuel Degradation,” FCRD-UFD-2013-000290, 2013.

Buck, E., Mausolf, E., McNamara, B., Soderquist, C., Schwantes, J., “Nanostructure of Metallic Particles
in Light Water Reactor Used Nuclear,” Journal of Nuclear Materials, vol. 61, pp. 236243, 2015.

Bethke, C.M., Yeakel, S. “The Geochemist's Workbench User's Guides, Version 10.0,” Aqueous Solutions
LLC, Champaign, Illinois, 2014.

CRWMS M&O 2003, “In-Package Chemistry Abstraction,” ANL-EBS-MD-000037 REV 02., Las Vegas,
Nevada: CRWMS M&O. ACC: MOL.20000418.0818, 2003.

Energy Solutions, “Generic Design for Small Standardized Transportation, Aging and Disposal Canister
Systems,” DOE Advisory and Assistance Services Contract Task Order 18, UPDATED FINAL
REPORT, May 14, 2015, 317 p.

Fillmore, D.L., “Parameter Selection for Department of Energy Spent Nuclear Fuel to be Used in the Yucca
Mountain License Application, Idaho National Engineering and Environmental Laboratory
Report,” INEEL/EXT-03-01032 Revision 1, October 2003

Gattu, V. K., Ebert, William L., Tehrani, N., Indacochea, J. E. "Electrochemical Measurements of Steel
Corrosion for Modeling H> Generation." CORROSION 2018. NACE International, 2018.

Grambow, B., Bruno, J., Duro, L., Merino, J., Tamayo, A., Martin, C., Pepin, G., Schumacher, S., Smidt,
0., Ferry, C., Jegou, C., Quifiones, J., Iglesias, E., Rodriguez Villagra, N., Nieto, J., Martinez-
Esparza, A., Loida, A., Metz, V., Kienzler, B., Bracke, G., Pellegrini, D., Mathieu, Wasselin-
Trupin, G., Serres, C., Wegen, D., Jonsson, M., Johnson, L., Lemmens, K., Liu, J., Spahiu, K.,
Ekeroth, E., Casas, ., de Pablo, J., Watson, C., Robinson, P., Hodgkinson, D., “Model Uncertainty
for the Mechanism of Dissolution of Spent Fuel in Nuclear Waste Repository,” European
Commission, Final Report for MICADO Project, EUR 24597, 2010.

Jerden, J., Lee, E., Gattu, V, Ebert, W., “Fuel Matrix Degradation Model Development Update: Alloy
Corrosion Rates and Hydrogen Generation”, Report for Spent Fuel and Waste Science and
Technology Project, Milestone #: M4SF-19AN010301013, ANL/CFCT-19/12, September 30,
2019

Jerden, J., Lee, E., Gattu, V, Ebert, W., “Results from In-Package Alloy Electrochemical Corrosion
Experiments: Implications for Long-Term Spent Fuel Degradation”, Report for Spent Fuel and



Spent Fuel Disposition in Crystalline Rocks
July 2020 185

Waste Science and Technology Project, Milestone #: M3SF-19AN010301012, ANL/CFCT-19/2,
March 19, 2018

Jerden, J., Gattu, V, Ebert, W., “Update on Validation and Incorporation of a New Steel Corrosion Module
into Fuel Matrix Degradation Model”, Report for Spent Fuel and Waste Science and Technology
Project, Milestone #: M4SF-18AN010301017, August 6, 2018

Jerden, J., Frey, K., Ebert, W., “Spent Fuel Matrix Degradation and Canister Corrosion: Quantifying the
Effect of Hydrogen”, Report for Spent Fuel and Waste Science and Technology Project, Report #:
SFWD-SFWST-2017-000039, February 28, 2017

Jerden J., Hammond, G., Copple J., Cruse, T., Ebert W., “Fuel Matrix Degradation Model: Integration with
Performance Assessment and Canister Corrosion Model Development,” FCRD-UFD-2015-
000550, July 21, 2015

Jerden J. Frey K. Ebert W., “A Multiphase Interfacial Model for the Dissolution of Spent Nuclear Fuel,
Journal of Nuclear Materials, vol. 462, pp. 135-146, 2015.

Johnson J, Anderson F, Parkhurst DL. Database thermo.com.V8.R6.230, Rev 1.11. Lawrence Livermore
National Laboratory, Livermore, California; 2000

Johnson, L.H. and F. King, “Canister options for the disposal of spent fuel,” Nagra Technical Report 02-
11,2003.

Kaesche, H., “Metallic Corrosion,” National Association of Corrosion Engineers International, Houston,
TX, 1985.

King F. and Kolar M., “Mathematical Implementation of the Mixed-Potential Model of Fuel Dissolution:
Model Version MPM-V1.0,” Ontario Hydro, Nuclear Waste Management Division Report No:
06819-REP-01200-10005 R00, 1999.

King F. and Kolar M., “The Mixed-Potential Model for UO, Dissolution MPM Versions V1.3 and V1.4,”
Ontario Hydro, Nuclear Waste Management Division Report No. 06819-REP-01200-10104 RO00,
2003.

King, F., “Overview of a Carbon Steel Container Corrosion Model for a Deep Geological Repository in
Sedimentary Rock,” Nuclear Waste Management Organization Report TR-2007-01, March 2007,
71 p.

Laaksoharju M., Smellie, J., Tullborg, E-L., Gimeno, M., Hallbek, L., Molinero, J., Waber, N., “Bedrock
hydrogeochemistry Forsmark site descriptive modeling SDM-Site Forsmark,” SKB R-Report (R-
08-47), SKB, Stockholm, Sweden, 2008.

Metz V., Loida A., Bohnert E., Schild D., Dardenne K., “Effects of Hydrogen and Bromide on the Corrosion
of Spent Nuclear Fuel and y-irradiated UO2(s) in NaCl Brine,” Radiochim. Acta 96, 637-648, 2008.

Miller, W.M., W.R. Alexander, N.A. Chapman, [.G. McKinley, and J.A.T. Smellie, “Natural analogue
studies in the geological disposal of radioactive wastes,” Studies in Environmental Sciences 57,
Elsevier, Amsterdam (also Nagra Technical Report NTB 93-03), 1994.



Spent Fuel Disposition in Crystalline Rocks

186 July 2020

Ollila, K., “Dissolution of Unirradiated UO> and UO, Doped with 33U in Low- and High-Ionic-Strength
NaCl Under Anoxic and Reducing Conditions,” Posiva Working Report 2008-50, 2008.

Pastina B., and LaVerne, J. A. "Effect of Molecular Hydrogen on Hydrogen Peroxide in Water Radiolysis",
Journal of Physical Chemistry A 105, 9316-9322, 2001.

Posiva, “Safety case for the disposal of spent nuclear fuel at Olkiluoto — Design Basis 2012,” Eurajoki,
Finland: Posiva Oy. POSIVA 2012-03. ISBN 978-951-652-184-1, 2012.

Radulescu, G., “Repository Science/Criticality Analysis,” Oak Ridge National Laboratory, Reactor and
Nuclear Systems Division, FTOR11UF0334, ORNL/LTR-2011, Oak Ridge National Laboratory,
Oak Ridge, TN., 2011.

Rollin S., Spahiu K., Eklunda U., “Determination of Dissolution Rates of Spent Fuel in Carbonate Solutions
Under Different Redox Conditions with a Flow-through Experiment,” Journal of Nuclear
Materials, vol. 297, pp. 231-243, 2001.

Shoesmith, D., Kolar, M., King, F., “A Mixed-Potential Model to Predict Fuel (Uranium Dioxide)
Corrosion within a Failed Nuclear Waste Container” Corrosion, vol. 59, pp. 802-816, 2003.

Shoesmith, D., “The Role of Dissolved Hydrogen on the Corrosion/Dissolution of Spent Nuclear Fuel,”
Nuclear Waste Management Organization, Toronto, Ontario, Canada, TR-2008-19, November
2008.

Simpson, J.P. 1989, “Experiments on canister materials for Swiss high- level waste disposal projects, Part
IV. National Cooperative for the Storage of Radioactive Waste Technical Report,” NAGRA-NTB-
89-19, 1989.

Turnbull, A. 2009, “A Review of the Possible Effects of Hydrogen on Lifetime of Carbon Steel Nuclear
Waste Canisters NAGRA,” Technical Report 09-04, July 2009.

Wang Y. et al., “Used Fuel Disposal in Crystalline Rocks: Status and FY 14 Progress,” FCRD-UFD-2014-
000060, SAND2014, Sandia National Laboratories, Albuquerque, NM., 2014,



Spent Fuel Disposition in Crystalline Rocks
July 2020 187

8. LEAD/LEAD-ALLOY AS A CORROSION-RESISTANT OUTER
LAYER PACKAGING MATERIAL FOR HIGH LEVEL NUCLEAR
WASTE DISPOSAL

8.1 Introduction

Owing to its carbon-neutral nature and high energy density, nuclear energy is an indispensable part of the
total energy portfolio to address the climate change problem caused by anthropogenic carbon dioxide
emission. Safe disposal of nuclear waste is critical for the development and sustainability of nuclear energy
industries. In a deep geologic disposal system, HLW is placed in a canister/overpack, which constitutes
one of the key components of a so-called multiple barrier system. The materials for a canister/overpack
must satisfy several requirements, including the assurance of at least 1,000 years of containment capability
(Asano and Aritomi, 2005); the avoidance of detrimental impacts on other barriers (Landolt et al., 2009);
retrievability during the operational phase; the good radiation shielding ability; availability of raw material;
reasonable structural strength/robustness; reasonable economics associated with raw material, fabrication,
and handling; and ease of sealing and inspection (Landolt et al., 2009).

Various packaging materials have been proposed. Copper has been a candidate material for
canisters/overpacks in the nuclear waste disposal programs in Finland (Raiko, 2005) and Sweden (Wersin,
1994; King et al., 2010). Similarly, carbon steel has been proposed in the nuclear waste disposal programs
in Belgium, France, Japan, and Switzerland (King, 2013). In the Canadian nuclear disposal programs, a
hybrid approach for the canister/overpack material has been considered, in which carbon steel is used as
the material for the main body, with the outlayer being coated with copper as a corrosion resistance layer
(Shoesmith, 2006). In the nuclear waste disposal programs in Argentina (Cassibba and Fernandez, 1989;
Semino et al., 1993, 1996; Guasp et al., 2000), Brazil (Vicente, 2007), and Russia (Arustamov et al., 1999;
Ojovan et al.,, 1999; 2003), lead/lead-based alloy has suggested as a candidate material for
canisters/overpacks.; however, the technical feasibility of this concept yet needs to be demonstrated.

The materials mentioned above have their respective advantages and disadvantages. Copper has good
corrosion resistance under sulfide-free reducing conditions, but it suffers from serious questions over the
economics of its use, especially in view of the limited availability of copper resources, and its propensity
to corrosion in a sulfide-bearing environment. The current price of copper ($3.29/1b) is about seven and
four times of those for carbon steel ($0.50/Ib) and lead ($0.87/Ib), respectively (Infomine, 2018). In
addition, copper is not suitable for a repository design concepts in an unsaturated zone where an oxidizing
condition prevails. Under an oxic condition, the corrosion rate of copper is high, as the solubility of the
corrosion product, malachite, CuxCO3(OH)»(cr), is rather high (Wersin et al., 1994). Carbon steel is rather
economical in comparison with copper and has good mechanical strength. A major concern for its use is
that hydrogen gas generated by the high corrosion rate may damage barrier properties of an engineered
barrier system (EBS) and rock formations (Landolt et al., 2009). In addition, iron may promote microbial
activity that could degrade the bentonite buffer (Liu et al., 2012; Stone et al., 2016a, 2016b; Haynes et al.,
2018), as iron is a nutrient for microbes. Furthermore, carbon steel is not suitable for repository design
concepts in unsaturated zones because the corrosion rate of iron is too high under an oxidizing condition.
Regarding lead/lead-based alloy materials, the previous investigations have indicated that lead/lead-based
alloy materials have excellent radiation shielding ability and very good resistance to corrosion, although
the underlying mechanism is unclear.

The mechanical strength required for packing materials in a repository design is site-specific. For instance,
the minimum mechanical strength required for a canister in the Finnish design concept is to withstand the
total compressive stress of 14 MPa (the sum of 7 MPa pressure of 700 m groundwater and 7 MPa of
bentonite swelling) (Raiko, 2005). The compressive strength of lead is usually not measured owing to its
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creep behavior. Pure lead has a tensile strength of 12-13 MPa (ASM International, 2008). Lead alloys
usually have much higher tensile strength. For example, Pb-Ca alloy has a tensile strength of 70 MPa (ASM
International, 2008). Given the fact that the compressive strength of a material is generally higher (many
times) than the tensile strength, lead or lead alloys should be able to withstand the total compressive stress
that a waste canister will be subjected to in a hard rock repository. In an actual waste canister, the
mechanical strength of the canister can also be enhanced by the inner layer(s) of package materials. In
addition, the creep behavior of lead materials can provide another benefit for waste canister corrosion
resistance. That is, creeping will relax the stress concentration induced during waste canister manufacture
and emplacement, thus reducing the possibility for stress crack corrosion of the outer layer of the canister.
In an actual waste canister, the mechanical strength of the canister is generally provided by the inner layer(s)
of package materials.

In this study, we elucidate the underlying mechanism for corrosion resistance of lead/lead-based alloy
materials and demonstrate the feasibility of the use of these materials in the outer layer of a waste container
or package for HLW disposal. Our work is based on a previously unreported long-term corrosion test, a
microstructural analysis of corrosion coupons, and a thermodynamic evaluation of corrosion product
stabilities in relevant disposal environments.
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Figure 8-1. Corrosion rates of metallic lead determined at various experimental durations in the synthetic
WIPP brines [i.e., GWB and ERDA-6 without organic ligands, see detailed descriptions in the text at Pco,

=104, 102%2 and 1024® atm at 26°C (from Roselle, 2013)]
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8.2 Methods

In corrosion experiments (Roselle, 2013), lead coupons with the specifications of QQ-L-171e Grade C
Chemical lead, which contained 99.9 wt % of lead with trace amounts of other metals such as bismuth and
copper, were used. The brines used followed the synthetic recipes for ERDA-6 and GWB from Xiong
(2008). In some experiments, organic ligands, i.c., acetate, citrate, EDTA, and oxalate, which were present
in the waste stream for the WIPP, were also added into the synthetic ERDA-6 and GWB. Corrosion
experiments were conducted at 26°C under the atmospheres of nitrogen and various desired partial pressures
of CO, (107346, 10282, and 10246 atm.). Corrosion experiments were performed in a flow-through system.
Corrosion products were characterized using XRD and SEM with Energy Dispersive Spectroscopy (EDS).
Corrosion rates were determined based on weight loss data. Weight loss data were obtained according to
the ASTM G1-03 procedure from ASTM International (2003).

In our thermodynamic calculations, the standard state for a solid phase is defined as its pure end-member
with unit activity at temperatures and pressures of interest. The standard state of the solvent in aqueous
solutions is pure solvent at temperatures and pressures of interest. The standard state for an aqueous solute
is a hypothetical 1 molal (molskg™') solution of infinite dilution at temperatures and pressures of interest.
The computer code EQ3/6 Version 8.0a (Wolery et al., 2010; Xiong, 2011a) with the thermodynamic
database DATAO0.FM2 (Domski, 2015; Xiong and Domski, 2016) was employed for our thermodynamic
calculations.

8.3 Results

Our long-term corrosion experiments on lead were conducted for ~800 days at 26°C and Pco, ranging from

0 to 10%% atm in high ionic strength solutions from the salt formations at the Waste Isolation Pilot Plant
(WIPP) near Carlsbad, NM. Two brine were used for corrosion experiments: ERDA-6 (Energy Research
Development Administration Well 6) representing a NaCl-rich brine from the Castile Formation (Popielak
et al., 1983) and GWB (Generic Weep Brine) representing a Mg-Na-Cl-rich brine the Salado Formation at
or near the stratigraphic horizon of the repository. The experiments were terminated at various
experimental durations to constrain the time-dependent corrosion rate. Experimental results show a rapid
decrease in corrosion rate with time for all Pco, conditions tested (Figure 8-1), clearly indicating passivation

of Pb corrosion surfaces. The corrosion products in the experiments imposed with external Pco, were
cerussite (PbCOs) and tarnowitzite [(Ca, Pb)COs] (Figures 8-2A and 8-2B).

The rate measurements are corroborated well with a microstructural structural analysis of corrosion
products. The corrosion products typically exhibit micro-pyramid forms (Figures 8-2A and 8-2B). These
micro-pyramids form a dense layer of products that covers the whole corrosion surface (see Figure 8-2B
for a close-up view). The similar micro-pyramids for cerussite have also been observed in other studies
(e.g., Yuan et al., 2018). We attribute the formation of micro-pyramids for cerussite to its crystal habit of
orthorhombic prisms commonly with twinning (Bowles et al., 2004).

We postulate that the low solubility of cerussite (see a detailed thermodynamic calculation below) and the
morphology of cerussite are the key factors leading to lead passivation. That is, the low solubility of
cerussite promotes a fast formation of a stable corrosion product layer, and the dense morphology of the
corrosion product prevents a lead surface from further corrosion. Our experimental results and hypothesis
are consistent with archaeological studies on lead artifacts. For instance, Reich et al. (2003) observed that
the corrosion of the lead artifacts of ~2500 years was passivated, and the lead artifacts were protected by
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the lead corrosion products (80 vol% of cerussite and 20 vol% of litharge, PbO). Additionally, the low
catalytic nature of lead may also play a part role in its corrosion resistance.

Figure 8-2. The images of lead corrosion experiments in ERDA-6 with an experimental duration of 6
months (Roselle, 2013). A - A SEM image for the experiment at Pco, = 10*® atm in ERDA-6 with

organic ligands; B - A SEM image for the experiment at Pco, = 10** atm in ERDA-6 without organic
ligands.

In most waste disposal concepts, a canister or an overpack will be surrounded with a thick layer of buffer
material such as bentonite. In such a configuration, the stability of the passivating layer will depend on the
diffusion of Pb*" in equilibrium with cerussite into bentonite buffer to cause cerussite dissolution (see Figure
8-3). The diffusion flux is solubility-dependent. If the solubility of cerussite is high, the diffusion will be
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fast because of a steep concentration gradient. Conversely, if the solubility is low, the diffusion will be
slow because of a low concentration gradient.

Ph2+ P>
P

Bentonite porewater
Pl pbco,(s)  |e— "

CO,2

Figure 8-3. A conceptual envision of the further corrosion of a canister/overpack constructed with
lead/lead-based alloy materials, limited by diffusion, in a geological repository. As the morphology of
cerussite is dense micro-pyramid aggregates illustrated in Figure 2B, the above conceptual model
represents only the top layer of micro-pyramids in contact with bentonite buffer. Bentonite particles are
represented by dark-blue spheres with lead ions being adsorbed onto them.

We calculated the solubilities of cerussite in various disposal environments, based on a solubility model we
recently developed (Xiong, 2015). Figure 8-4 shows solubilities of cerussite in three representative disposal
environments: granitic rocks, high grade metamorphic rocks, and clay formations. In these environments,
the pH ranges from ~7 to ~10, and carbonate concentrations range from ~3x10* molekg™! to ~2x107>

molskg™!. Solubilities of cerussite in terms of total dissolved lead (mZPb) in equilibrium with the

representative groundwaters and various bentonite porewaters are generally below 10-° molekg ™! (Figure 7-
3B). At such low concentrations, the dissolution of the passivating layer would be very slow, if there is
any, and the passivating layer will persist for the whole repository time period. In addition, considering
that the crystallinity and overgrowth of corrosion products continue to increase with time, it is reasonable
to expect that the passivating mechanism elucidated above for lead corrosion would remain effective or
even be reinforced as the time goes. In other words, the trend observed in our experiment - a decrease in
corrosion rate with time - can be extrapolated beyond the experiment duration.

As mentioned earlier, the corrosion of copper by sulfide is a serious concern for canisters/overpacks
constructed with copper outer layers, as Cu.S instead of metallic copper is a thermodynamically stable
phase in sulfide environments (King et al., 2010). In the presence of sulfide, lead could also be corroded
as PbS (mineral name, galena). The relative stability of cerussite vs. galena can be evaluated according to
the following reaction,

PbS(cr) + COx(g) + HyO(1) = PbCOx(cr) + H>S(g) (8-1)

Based on the thermodynamic properties for the substances in Reaction (8-1), the stability fields of cerussite
and galena were constructed (Figure 8-4). In this calculation, the thermodynamic properties for all
substances except cerussite were from the CRC Handbook (Lide, 2004). The Gibbs free energy of
formation for cerussite was calculated from the equilibrium constant for cerussite from Xiong (2015) in

consistency with the CRC Handbook. The 10g(ﬁ) was estimated from groundwater chemistry. It is
co,
clear from Figure 8-4 that cerussite has a large stability field that encompasses most of the disposal
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environments considered. Figure 8-4 suggests that cerussite is the predominantly stable phase under various
disposal conditions, implying the unlikelihood of sulfide corrosion for lead.
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Figure 8-4. Solubilities of cerussite in terms of total molality of lead (m_,,) in equilibrium with various

groundwaters as a function of pH. The geochemical compositions for these groundwaters represent those
in the disposal concepts in crystalline rock formations (including high grade metamorphic rocks and
granite) and clay formations. The chemical compositions for the reference granite groundwater from the
borehole YS-01 and associated bentonite pore water, Korea, are from Baik et al. (2008). The chemical
compositions for the Pinawa granite groundwater from the borehole WN-4 and for the East Bull Lake
granite groundwater from the borehole EBL-2, Canada, are from Gascoyne et al. (1987). The chemical
compositions for the granite groundwater from the borehole PNC/H-3 and for the bentonite porewater
equilibrated with PNC/H-3, Japana, are from PNC (1992). The chemical compositions for the crystalline
metamorphic rock groundwater from the Bottstein, Switzerland, are from NAGRA (1985), and for the
bentonite porewater equilibrated with the Bottstein groundwater are from Curti (1993). The chemical
compositions for the Beishan granite groundwater (Wuyi Well), China, are from Zhou et al. (2000). The
chemical compositions for the Forsmark granite groundwater, Sweden, are from SKB (2006). The
chemical compositions for the Olkiluoto granite groundwater, Finland, are from POSIVA (2010).
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Figure 8-5. Stability fields of galena (PbS), cerussite (PbCO3), chalcocite (Cu,S), and malachite
[Cu2(OH),COs], with regard to lead and copper corrosion in the presence of carbon dioxide and sulfide, in
the disposal concepts in crystalline rocks and clay formations. The sources for the geochemical
compositions of the groundwaters in those disposal concepts are the same as those presented in Figure 3b.
The solubility constant for hydromagnesite from Xiong (2011b) is used for calculations using
hydromagnesite as a conditioner.

For comparison, in Figure 8-5, the stability fields of chalcocite (Cu,S) and malachite [Cux(OH)>COs] are
also constructed according to the following reaction,

CuzS(cr) + COa(g) + 3H20(1) = Cux(OH).COs(cr) + HaS(g) + Ha(g) (8-2)
Assuming unity for activity of water, log( Jis ) can be calculated by using the following equation,
co,
N
log(—==) =log K, —log f,. (8-3)

co,

The equilibrium constant for Reaction (2) (log K») were calculated using the Gibbs free energies of
formation from the CRC Handbook for all substances except malachite. The Gibbs free energy of formation
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for malachite was from Kiseleva et al. (1992). Fugacities of hydrogen at each pH were calculated using
EQ3/6 Version 8.0a based on the chemical compositions of the groundwaters in various disposal concepts

szs

at an average Eh value of -150 mV. Figure 8-5 shows that log( ) for the groundwaters in various
co,
disposal concepts are in the stability field of chalcocite under all pH conditions ranging from 6.8 to 10 and

dictate that copper would be corroded by sulfide.
8.4 Discussion

Our investigation demonstrates that lead/lead-based alloy materials can be a good material for a waste
package outer layer for HLW disposal given their excellent ability for radiation shielding and corrosion
resistance, and favorable economics. In carbonate-bearing groundwaters characterized with a wide range
of disposal concepts, the surface of lead will be passivated shortly after initial corrosion. The passivating
layer subsequently will protect lead from further corrosion. The low solubility of cerussite would render
the passivating layer stable and persistent over a whole repository time scale.

Copper is also excellent in corrosion resistance in reducing environments without sulfide. However, copper
will suffer from severe corrosion if sulfide is present. In contrast, given its large stability field for cerussite
in the space of fco, vs. fu,s, lead is unlikely to suffer from such corrosion even if sulfide is present. Also,

importantly, carbonate materials such as calcite and hydromagnesite can be used as a geochemical
conditioner in a repository design to completely eliminate the sulfide corrosion issue for lead. As an
illustration, we use calcite as a geochemical conditioner for the groundwater at the Beishan granite site,
China, and hydromagnesite as a geochemical conditioner for the groundwater in the Opalinus clay
formations, Switzerland. As shown in Figure 8-4, the geochemical conditions of the original Beishan
groundwater are close to the boundary between cerussite and galena, although it is still on the side of
cerussite (see the red triangle in Figure 8-4). However, if calcite is added, the water chemistry would shift
towards the center of the cerussite stability field (the green triangle in Figure 8-4), thus further preventing
the corrosion by sulfide. The same would happen to Opalinus groundwater, if hydromagnesite is added.

Although our corrosion experiments were conducted at 26°C and calculations were performed at 25°C, the
results presented above are likely to provide a bounding case for elevated temperature situations because
carbonates generally exhibit retrograde solubilities (i.e., their solubilities decrease with temperature). For

instance, the solubility constant (10g10 K') for calcite has been shown to decrease about one order of

magnitude and about two and half orders of magnitude at 100°C and 200°C (Barin and Platzki, 1995),
respectively, in comparison with that at 25°C.

It is anticipated that cerussite would be a stable phase in a carbonate-bearing solution at an elevated
temperature. Cerussite has been observed in hydrothermal ore deposits, active hydrothermal systems, and
geothermal scales (e.g., Nakashima et al., 1995; Yakovenchuk et al., 2010; Wasch, 2014). In Figure 8-4,
the dashed blue and red lines represent the boundaries of cerussite/galena and malachite/chalcocite at
100°C, respectively. In our calculations, we use the Gibbs-Helmholtz equation by assuming the change in
enthalpy for Reaction (1) (T1H) is constant over the temperature range from 25°C to 100°C. Figure 8-4
illustrates that the stability field of cerussite does expand at 100°C in comparison with that at 25°C. We
expect that our corrosion rates may be applicable to elevated temperatures, because of retrograde solubility
of cerussite, considering the fact that the corrosion rate of a material is roughly correlated with the solubility
of the passivating corrosion product, as exemplified by titanium and its corrosion product of TiO.
Nevertheless, the extrapolation of the measured rates to an elevated temperature condition needs to be
further evaluated.
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One concern could arise that the usage of lead-based materials as packaging material for high level nuclear
waste disposal could lead to a potential groundwater contamination. However, regardless of whether lead
is used in waste packages, a large quantity of lead is already present in nuclear waste as waste streams and
a fission product. For instance, the inventory of lead for the WIPP is predicted to be on the order of ~1.3x10°
kg (Xiong et al., 2015), and it is regulated as a RCRA (Resource Recovery and Conservation Act) metal.
Therefore, lead is already included in an existing regulatory framework for a repository. In addition, owing
to the low solubility of cerussite and the surrounding bentonite layer (a standard design for many disposal
concepts), the use of lead or lead alloy as the outer layer material should not create an additional burden for
demonstrating regulatory compliance, as elaborated in the following. The US EPA guideline with regard
to lead in drinking water is 0.015 mg/L (ATSDR, 2019), which is 7.2x1078 molsdm= = 7.2x10°® mol-kg".
The solubility of cerussite is < 10°° molskg ! at 25°C. As bentonite has strong absorption capacities for lead
(Xu etal., 2008; Yang et al., 2010), with Kq of ~1250 mL/g (Xu et al., 2008) and sorption capacities of ~2.5
x 10~ mol/g (Yang et al., 2010), lead aqueous species are strongly absorbed onto bentonite. Notice that
the K4 and sorption capacities cited above are determined in acidic pH range (pH 3.5-4.0). As sorption
capacities and K4 are optimal and much higher in the pH range from ~6 to ~10 (Yang et al., 2010), which
is similar to the expected pH range in geological repositories, it is expected that much higher values for
sorption capacities and Kq would be present in geological repositories. Combined with the extremely low
hydraulic conductivity offered by bentonite, the lead concentrations released from the bentonite buffer
material are expected below 7.2x107® molekg .

8.5 Conclusions

Safe disposal of high-level nuclear waste (HLW) is a challenging problem world-wide. Corrosion-resistant
waste packages constitute a key component of a multiple barrier system for waste isolation. Metallic copper
has been proposed as an outer layer material for a waste package. However, a concern has been raised
regarding potential copper corrosion induced by hydrogen sulfides in a reducing disposal environment. We
here demonstrate that lead/lead-alloy materials could be an excellent alternative material for waste package
outer layers, owing to their corrosion resistance (especially to hydrogen sulfide attack) and radiation-
shielding capability. Our long-term corrosion experiments show that lead is passivated by its corrosion
products, cerussite (PbCOs) and tarnowitzite (Ca,Pb)COs, in carbonate-bearing groundwaters, because of
the formation of a dense surface layer of corrosion products and the low solubility of the corrosion products.
With its low solubility (<10°° mol kg™"), cerussite is more favored to form over galena (PbS) in a typical
disposal environment; thus the issue of sulfide-induced metal corrosion as related to copper can be
completely eliminated. If needed, the carbonate concentration in a repository can be conditioned with
carbonate materials such as calcite or hydromagnesite to ensure cerussite precipitation. Furthermore, using
lead/lead alloy will provide excellent radiation shielding for waste package transportation and repository
operation.
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9. ENHANCEMENT OF THERMAL CONDUCTIVITY OF A BENTONITE
BUFFER MATERIAL WITH COPPER MESHES FOR HIGH-LEVEL
RADIOACTIVE WASTE DISPOSAL

9.1 Introduction

For the perceivable future, nuclear energy will continue to be an indispensable part of low-carbon energy
for human society (Horvath and Rachlew, 2016). Safe disposal of high-level radioactive waste generated
from nuclear power plants is critical to the sustainability of nuclear energy industry. In many disposal
concepts, nuclear waste is first placed into a metal canister, which is then encased with a layer of bentonite
buffer material acting as an engineered barrier to limit water and radionuclide release (Sellin and Leupin,
2013). Given its low thermal conductivity (~0.5 W/mK) (Hardin et al., 2012), this layer of buffer material
together with a high heat generation waste package [such as a high burnup dual purpose canister (DPC)]
may result in a high temperature on the package surface during the early stage of geologic disposal. A high
surface temperature may directly impact the performance of the waste package as well as the surrounding
buffer material as engineered barriers for waste isolation (IAEA, 1984). The potential impacts may include
an enhanced waste package corrosion and a thermally induced mineral phase transformation of bentonite.
Effective heat dissipation from waste packages thus becomes an important consideration for an engineered
barrier system design.

Several options have been proposed to mitigate the potential thermal effects. For example, increasing the
spacing between waste packages can reduce the surface temperature of a waste package by minimizing the
thermal interference from neighboring packages. Thermal management tools have been developed for
optimizing the waste loading of disposal footprint and the spacing between waste packages and drifts for a
pre-specified thermal limit (Myers et al., 2015). The surface temperature of a waste package can also be
reduced by placing the waste package in an interim storage facility for additional cooling before permanent
disposal (Hardin et al., 2012). The problem with this approach is that, for a large package (such as a dual-
purpose canister, as discussed below), a prohibitively long cooling time may be required. Heat dissipation
from a waste package can also be improved by enhancing the thermal conductivity of the surrounding buffer
material, for example, by adding a high-conductivity filler material such as quartz, graphite or even
graphene to the original bentonite material (Jobmann and Buntebarth, 2009; Chen et al., 2018). However,
one caveat with this option is that, to achieve a high thermal conductivity needed for effective heat
dissipation, a large volume fraction of filler material is required (Chen et al., 2018). This requirement is
dictated by the underlying mechanism for thermal conduction in a granular composite, in which a high
thermal conductivity can be achieved only when the volume fraction of the filler material reaches a
percolation threshold where the particles of the material become fully connected across the whole physical
domain (Pietrak and Wisniewski, 2015). Based on the percolation theory, the geometrical percolation
threshold of overlapping ellipsoids is found to range from 0.2 to 0.6, depending on the aspect ratio of the
ellipsoids (Garboczi wt al., 1995; Xie, 2003). Such a high-volume fraction of filler material introduced
would inevitably alter the mechanical and hydrological properties of the original buffer material and
therefore can potentially compromise the performance of buffer material as an engineered barrier for waste
isolation.

9.2 Methods

A semi-analytical method was used in the thermal conduction calculation for an array of 81 DPCs in a
crystalline disposal environment (Hardin et al., 2012). The repository is assumed to be at 500 m depth. An
average ambient ground surface temperature of 15°C and a natural geothermal gradient of 25°C/km were
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used. The disposal concept is based on DPCs placed in overpacks emplaced individually horizontally. The
selected geometry for the analysis includes a drift diameter of 5.5 m and a waste package diameter of 2.0
m with 5.6 m length. Thermal conductivity of the crystalline host rock is assumed to be 2.5 W/m-K. Thermal
loading of each DPC used in the thermal conduction calculation is given in Figure 9-1. Other parameters
used in the calculation include:

e Each DPC contains 37-PWR assemblies with 60 GW-d/MT burnup.
e Dirift spacing of 60 m
o  Waste package spacing of 20 m (center-to-center)
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Figure 9-1. Thermal loading of a DPC containing 37 PWR assemblies (Hardin et al., 2012)

9.3 Results

In this communication, we focus on the enhancement of thermal conductivity of a buffer material. Different
from any existing approach, in which a high-conductivity filler material is added to a buffer material as
embedded particles (Chen et al., 2018), we here propose to use highly conductive copper wires or meshes
to ensure the full percolation of the filler material across the whole physical domain of the buffer layer
around a waste package to achieve a high heat dissipation rate for the package (Figure 9-2). For illustration,
we apply this concept to a DPC.
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A DPC is a large welded metal canister of about 2 meters in diameter, 5 meters long and 80 metric tons in
weight (Hardin et al., 2015). Each DPC may contain up to 37 PWR assembles. Due to its high waste
loading, a DPC is generally required to be cooled on the surface for an extended period, up to hundreds of
years, before actual disposal. To evaluate the potential effect of the thermal conductivity of the buffer
layer on thermal evolution of a DPC, we have performed heat conduction calculations for an array of
DPCs, each containing 37 PWR assemblies, emplaced in a crystalline rock disposal environment (see
Methods for details). The result for the central package of the array is presented in Figure 9-3.
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Figure 9-2. Emplacement of a dual purpose canister (DPC) surrounded by a bentonite buffer material with
embedded copper meshes in a crystalline disposal environment.
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(DPC) predicted as a function of time or buffer material thermal conductivity. In A, the surface storage
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Figure 9-4. Geometric consideration for calculating effective thermal conductivity of bentonite with
embedded copper wires.

The result shows that the peak surface temperature attains immediately after DPC emplacement (Figure 9-
3A). This temperature highly depends on both surface storage time and the thermal conductivity of the
buffer material (Figure 9-3B). Given a typical thermal conductivity of compacted bentonite (~0.5 W/mK)
(Hardin et al., 2012), the peak surface temperature is predicted to reach up to 440 °C even if the canister
has been cooled for 150 years prior to disposal (Figure 9-3A). Experimental observations indicate that at
such a high temperature the swelling property of bentonite could significantly be altered (Yilmaz, 2011).
Figure 9-3 shows that the enhancement of thermal conductivity of buffer material can reduce the peak
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surface temperature by up to 300 °C. It is interesting to notice that this effect seems to level off beyond a
thermal conductivity ranging from 5 to 10 W/mK, indicating that beyond this value the heat dissipation of
a waste package becomes more limited by the ambient rock. This value is thus an optimal value we need
to achieve for buffer material improvement.

Now we want to show that this value of thermal conductivity can be easily achieved by embedding a small
volume fraction of copper wires or meshes into the buffer material layer. Let’s examine a simple case where
a parallel set of copper wires are embedded into a bentonite block as shown in Figure 9-4A. The effective
thermal conductivity of the block can be calculated using Rayleigh’s model (Pietrak and Wisniewski, 2015):

k) = ky + (ke — kp)op , (9-1)
L 2
ke =kp+ C1—+C»(0.30584¢*+0.0013363¢8+--+) ©-2)
with
_ ketky _ kc—=kp
C; = e and C; = otk

where kﬂ and k; are the effective thermal conductivities of bentonite with embedded copper wires in the
directions parallel and perpendicular to the wires, respectively; k; and k. are the thermal conductivities of
bentonite and metallic copper, respectively; and ¢ is the volume fraction of copper wires. For a wire oblique
to the surface of the bentonite block, as shown in Figure 3B, the cross-section area of the wire on the surface
of the bentonite block becomes TR?/cos (a). On the other hand, the wire length is increased to L/cos (a).
(See Figure 9-4B for the definition of parameters R, L, and «). As a result, the heat flux of an oblique wire
is equivalent to that of a perpendicular wire. Thus, the thermal conductivity of the bentonite block is
determined only by the number of copper wires that intercept both sides of the block, implying that
equations (9-1) and (9-2) can apply to copper meshes. For a buffer layer surrounding a cylindric waste

canister as shown in Figure 1, kﬂ and k, are the radial and axial thermal conductivities of the buffer
material, respectively.

Using Equations (9-1) and (9-2), we have calculated the effective thermal conductivities of a bentonite layer
with copper meshes embedded as a function of the volume fraction of copper, as compared to that
experimentally determined value for a bentonite-graphene composite (Chen et al., 2018) (Figure 9-5A). It
is clearly shown that, for a given volume fraction of an introduced material, copper meshes in the direction
parallel to the meshes greatly outperform graphene. This is because, unlike graphene powder, which relies
exclusively on the volumetric percolation, copper meshes ensure the full percolation from one side of the
buffer material layer to another side. Remarkably, to achieve a needed thermal conductivity of ~5 W/mK,
we only need to add 1 v% of copper meshes, much less than 20 v% needed for graphene. It is reasonable
to expect that with such a small fraction of copper added the alteration to the mechanical and hydrological
properties of the original bentonite material is expected to be minimal. In addition, the material cost for
copper (~ $6/kg) is much less than that for graphene (> $100/kg).

Then the next question would be how many copper wires are needed for a unit cross-section area of a
bentonite layer. For illustration, let’s choose the wire diameter to be 2 mm. To attain 1% of copper volume,
1 m? cross-section area of bentonite layer needs to contain ~3185 copper wires. Thus, the spacing of the
wires is about 1.8 cm, which can be viewed as either of the mesh size (the hole size) or the spacing between
the neighboring meshes (Figure 1). Increasing the wire diameter would increase both the mesh size and the
mesh spacing. Of course, the mesh size and the spacing between meshes don’t have to be the same. By
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reducing the mesh size, one can increase the spacing between the meshes, while maintaining a constant
volume fraction of copper.

1000
A
-
ol
I= -~
E P
2 =5
= &
L "
‘E o
fra LR e
g 10 Jﬁ'\.\e’\ e
2 e i
c i -
b5 - el
= - At /’-‘
| -
% 1 ____ - . -~
= P ol Ll
Aicular B L
arpentit
0.1
0.001 0.01 0.1 1
Volume fraction of copper (or graphene)
A
300
Thermmeill conductivitﬂ(
| | oft:)enom'te | |
250  pe-m-mqmetee- [ e O frmmmnee e femmm e fommmmmneeeees Fmmmmeeee e Fommmmeeeee s

: ‘ : : Thermmal conhductivity
200 ey S S — b S of benonite w/ 1v% of
| | : : copper mieshes

150 [it AN\ — S~ —_— — e

Surface storage time (Year)

) frmeeenenean hgomee e b bonnmnensnnnnned femnenneannnea femnrmeanneees

50

Buffer thermal conductivity (W/m K)

B

Figure 9-5. Effective thermal conductivity of bentonite calculated as a function of volume fraction of
copper meshes embedded (A) and its effect on surface storage time of a waste package (B).
Experimentally determined thermal conductivity for bentonite-graphene composite are from Chen et al.,
(2018). Thermal conductivities for copper and bentonite are chosen to be ~ 400 W/mK (Engineering
ToolBox, 2005) and 0.5 W/mK (Hardin et al., 2012), respectively.
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Figure 9-5B shows the effect of the thermal conductivity of buffer material on the surface storage time
required for a DPC containing 37 PWR assemblies prior to permanent disposal in a crystalline disposal
environment for various thermal limits. Let’s choose a thermal limit of 200 °C. This is a reasonable choice,
since existing experimental observations indicate that the swelling index of bentonite would not
significantly change until the temperature goes beyond 200 °C (Yilmaz, 2011). It can be seen in Figure 4B
that adding 1 v% copper meshes is sufficient to reduce the required surface storage time from more than
300 years to ~ 75 years, thus significantly accelerating the process for direct disposal of DPCs and reducing
the overall cost for disposal. Our calculation shows that this storage time can further be reduced to ~50
years by increasing the thermal conductivity to 10 W/mK, if we can expand the thermal limit for bentonite
to 250 °C.

9.4 Discussions

Two additional advantages can be incurred for using copper meshes. There is a concern with bentonite
erosion that could potentially be caused by a dilute water intrusion into a repository system during a
glaciation-deglaciation period (Neretnieks et al., 2009). In this case, the introduced copper meshes will
reinforce the mechanical strength of bentonite strength and therefore minimize a potential bentonite erosion
if it happens. In addition, in some design concepts, a waste canister will be fabricated with an inner layer
of cast iron and an outer shell of metallic copper (30—50 mm in thickness) (Hedman et al., 2002). Despite
its thermodynamic resistance to corrosion in anoxic environments, copper is known for being liable to
sulfide-induced corrosion (Kong et al., 2017). The introduced copper meshes may help mitigate this
potential problem. For a heat-generating waste, the evolution of a disposal system can be divided into an
early thermal pulse period and a post-thermal pulse period (Zheng et al., 2015). The thermal pulse will
generally lead to a drying out period for the buffer material. In this period, the introduced copper meshes
will serve as an excellent heat conductor for heat dissipation of a waste canister. After the thermal pulse, if
the groundwater contains dissolved sulfide, the introduced copper meshes can also serve as a sacrificial
material for sulfide-induced corrosion, therefore protecting the outer copper layer of a waste canister from
sulfide attack.

9.5 Conclusions

In high-level radioactive waste disposal, a heat-generating waste canister is generally encased with a layer
of bentonite-based buffer material acting as an engineered barrier to limit water percolation and
radionuclide release. The low thermal conductivity of bentonite (~ 0.5 W/mK) combined with a high
thermal loading waste package may result in a high surface temperature on the package that can potentially
impact the structural integrity of the package itself as well as the surrounding buffer material. We here
show that the thermal conductivity of bentonite can be effectively enhanced by embedding copper meshes
across the buffer layer to form fully connected high heat conduction pathways. A simple calculation based
on Rayleigh’s model indicates that a thermal conductivity value of 5 W/mK required for effective heat
dissipation can be achieved simply by adding ~ 1 v % of copper meshes into bentonite. As a result, the peak
surface temperature on a large waste package such as a dual-purpose canister can be reduced by up to 300
°C, thus significantly reducing the surface storage time for waste cooling and therefore the overall cost for
direct disposal of such waste packages. Because of the ensured full thermal percolation across the buffer
layer, copper meshes turn out to be much more effective than any other materials currently suggested (such
as graphene or graphite) in enhancing thermal conductivity of buffer material. Furthermore, the embedded
copper meshes will help reinforce the mechanical strength of the buffer material, thus preventing the
material from a potential erosion by an intrusion of dilute groundwater.
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10. PROCESS MODEL FOR RADIONUCLIDE INCORPORATION INTO
CORROSION PRODUCTS

10.1 Introduction

This progress report (Level 4 Milestone Number M4SF-20LL010302042) summarizes research conducted
at Lawrence Livermore National Laboratory (LLNL) within the Crystalline Activity Number SF-
20LL010302041. The research is focused on actinide and radionuclide sequestration in steel corrosion
products.

Fuel matrix degradation models suggest that the near field is likely to be reducing at the time of canister
breaching, steel corrosion, and radionuclide release, but more oxidizing conditions may prevail in the far
field. The incorporation of radionuclides into corrosion phases may limit the rate of radionuclide release by
sequestering a portion of the radionuclide source term. For these reasons there is a need to evaluate the
incorporation of Pu and other radionuclides into various Fe-oxide phases, and to understand the behavior
of coprecipitated phases during mineral recrystallization processes and during re-oxidation events.
Radionuclide coprecipitation with Fe minerals may impact long-term repository performance and is an
ongoing research focus at Lawrence Livermore National Laboratory.

The effort described in this document is focused on identifying:
* The fate of plutonium during ferrihydrite to goethite recrystallization reported as a summary of a
paper that will be submitted for publication at the end of June 2020
*  Preliminary results on the coprecipitation of plutonium with magnetite and its behavior during
exposure to oxidative solutions

Additionally, part of our effort for FY20 is focused on performing an assessment to identify the most critical
radionuclides and data gaps associated with radionuclide interaction with corrosion products. Our goal is
to summarize how radionuclides are expected to interact with Fe minerals relevant for the safety assessment
of a geological repository. Upon completion of this assessment, we plan to perform supplementary
experiments with radionuclides identified as playing a central role in repository performance assessment
and to fill the knowledge gap. The radionuclides of interest include Tc, Se, Cl, I, and Np. Synthesis methods
developed for Pu incorporation into oxidized and reduced iron oxide phases can be directly applied to
radionuclides of specific interest to GDSA efforts. Here we report our literature review on Se and Tc
interactions with various Fe minerals.

In addition to the corrosion effort, we planned to complete our analysis and modeling of Np(IV) diffusion
through bentonite buffer material and provide diffusivity and retardation parameters for use in GDSA.
These data are the first attempt to quantify the diffusion of the dominant Np oxidation state likely to be
present under reducing repository conditions (i.e. Np(IV)). However, due to limited access to LLNL
laboratories during the COVID-19 pandemic, completion of this task has been delayed and results will only
become available in FY21.

10.2 Plutonium fate during ferrihydrite to goethite recrystallization

The fate of radionuclides, including Pu, during mineral formation and recrystallization processes is still not
fully understood. Gaining a detailed, mechanistic, understanding of the interactions between iron
(oxy)hydroxides and Pu is key to predicting the long-term stability and mobility of Pu in the natural and
engineered environment.
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The goal of this work is to assess the fate of Pu during the ubiquitous process of ferrihydrite to goethite
recrystallization. We synthesized ferrihydrite with various amounts of Pu(IV) (3000, 1000 and 400 ppm)
following either a coprecipitation (FHc-3000, FHc-1000, FHc-400) or sorption process (FHs-3000, FHs-
1000, FHs-400), and then subsequently used this material to crystallize goethite (goethite samples
recrystallized from Pu coprecipitated ferrihydrite: G-FHc-3000, G-FHc-1000, G-FHc-400; goethite
samples recrystallized from Pu sorbed ferrihydrite: G-FHs-3000, G-FHs-1000, G-FHc-3000). We provide
detailed extended x-ray absorption fine structure (EXAFS) spectroscopy, transmission electron microscopy
(TEM) and acid leaching analysis to elucidate the nature of plutonium association with ferrihydrite and
goethite.

Our results show that variations in synthetic routes have impacts on the nature of Pu associated with both
the ferrihydrite precursor and the ferrihydrite recrystallization product (goethite). When a Pu containing
solution is added to a ferrihydrite mineral (sorption route), a fraction of the Pu precipitates as PuO>
nanoparticles and the remaining Pu fraction forms a complex on the mineral surface. After hydrothermal
alteration to goethite, the PuO,-like nanoparticles are preserved while a fraction of Pu is still present as a
surface adsorbed species on the goethite mineral surface (Table 10-1, Figure 10-1). There is evidence that
this adsorbed species is more weakly bound to goethite than to ferrihydrite, as evidenced by a decrease in
the number of Pu-Fe scatterers identified in the respective sample (the LIII-edge EXAFS data and fit results
for selected samples are reported in Figures 10-2 and 10-3). This observation suggests that Pu adsorbed to
ferrihydrite may be mobilized during the recrystallization processes. The analysis of the supernatant after
hydrothermal alteration of ferrihydrite to goethite showed a small increase in Pu concentration confirming
that some Pu re-mobilization occurs during the mineral recrystallization process.

When ferrihydrite is precipitated directly from a solution containing Fe and Pu (coprecipitation route), no
PuO»-like nanoparticles are observed (Table 10-1). Although it is difficult to identify the exact nature of Pu
in the sample due to a high degree of disorder, there is evidence that Pu is strongly bound to the ferrihydrite
solids through a combination of adsorption and/or coprecipitation as evidenced by the high number of Pu-
Fe scatters. In this sample, a fraction of Pu could coprecipitate with ferrihydrite and/or form a polynuclear
inner sphere complex. The EXAFS data show that the Pu binding site changes significantly during
ferrihydrite recrystallization to goethite, indicating that Pu is mobilized during hydrothermal alteration.
However, only a small fraction of Pu in the highest Pu concentration sample (G-FHc-3000) is remobilized
to form PuOs. In the lower concentration goethite samples (G-FHc-1000, G-FHc-400) Pu is strongly sorbed
(either coprecipitated and/or adsorbed as inner sphere complex) to the goethite as evidenced by the high
number of Pu-Fe scatterers, and PuO; is not observed. The acid leaching results support this conclusion by
showing that less Pu is accessible to leaching in goethite formed via coprecipitation process, compared to
the goethite formed via the sorption process. These observations confirm that that the nature of Pu
associated with the mineral will affects the leachability of Pu from the solids (Figure 10-4).

Overall the results presented in this study provide valuable new insights into Pu(IV)- iron (oxy)hydroxide
interactions in the natural and engineered environment and highlight the importance of understanding the
fate of radionuclides during mineral recrystallization processes.
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Figure 10-19. Pu nanoparticles on goethite G-FHs-3000. (A) Low-magnification TEM image of large
tabular goethite and intrinsic Pu nanoparticles (black inlet). (B) HRTEM image of Pu nanoparticles on
goethite surface from inlet in (A); (C) and (D) FFT of HRTEM area 1 and 2 shown in panel (B), is
consistent with the fcc, PuO; structure.
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Table 10-8. Summary of EXAFS fits

Sample Shell N RA) ¢*AY E0 (eV) R (%)
Pu-O  9(1) 2.31(1) 0.014(1)

FH;-3000 Pu-Fe 6(2) 3.39(1) 0.021(4)  -10.8(8) 8.0
Pu-Pu  3(1)  3.79(1) 0.008(1)
Pu-O1 4.0(2) 2.41(1)

FHc-3000  Pu-O2 3.0(1) 2.24(1) 0.0053(7)* -11.0(4) 35
Pu-Fe 8(1)  3.39(1) 0.023(2)
Pu-O  8(1)  2.32(1) 0.010(1)

G-FH;-3000 PuPu 4(1) 380(1) 0.003(]) -11.48) 102
Pu-O  8(1)  2.32(1) 0.008(1)

G-FHs-1000 by 4(1)  3.81(1) 0.001(1) LM 99
Pu-O  6(1) 2.28(1) 0.013(2)

G-FHc-3000 Pu-Fe 1(1) 3.56(1) 0.003(4)  -12.6(12) 8.7
Pu-Pu  2(1)  3.80(1) 0.001(1)
Pu-O  5(1) 221(1) 0.013(2)

G-FHc-1000 Pu-Fe 6(1) 3.17(4) 0.01(1)* -10.0(16) 13.3
Pu-Fe 10(8) 3.492) M
Pu-O  6(1) 2.20(2) 0.016(2)

G-FHc-400 Pu-Fe 53) 3.19(2) 0.015(6)* -7.6(21) 122
Pu-Fe 8@4) 3.47(2)

* Indicates a tied o parameter (i.e. shared in two shells). N represents the

coordination number assuming an amplitude reduction factor of 1; R denotes

the interatomic distance; 6 represents the Debye Waller factor; AEQ represents
the energy shift from the calculated energy fermi level.
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Figure 10-2. Pu Li-edge EXAFS data and fit results for samples synthesized following the sorption

method measured at 30 K. Left: Fourier transforms (FT) of the k-space data and fit. Vertical dashed lines
indicate the fit range. Data were transformed between 2.5 and 12.5 A™! by using a Gaussian window with
a width of 0.3 A", The raw unfiltered data error bars (encompassed by the solid gray shaded area around
the data set) were estimated by the standard deviation of the mean between traces. Right: EXAFS results

in k-space. The filtered data and fit were back-transformed over the fit range.
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Figure 10-3. Pu Li-edge EXAFS data and fit results for samples synthesized following the
coprecipitation method measured at 30 K. Left: Fourier transforms (FT) of the k-space data and fit.
Vertical dashed lines indicate the fit range. Data were transformed between 2.5 and a maximum of 12.5
A-! by using a Gaussian window with a width of 0.3 A"'. The raw unfiltered data error bars (encompassed
by the solid gray shaded area around the data set) were estimated by the standard deviation of the mean
between traces. Right: EXAFS results in k-space. The filtered data and fit were back-transformed over the
fit range.
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Figure 10-4. Leaching behavior of Pu in acidic solutions (0.001-4M) for goethite synthesized following
the sorption (G-FHs-3000, G-FHs-1000) and coprecipitation (G-FHc-3000, G-FHc-1000) method. The
acid leaching results show that overall more Pu is leached from goethite hydrothermally aged from
ferrihydrite synthesized following the sorption than the coprecipitation method. A total of 9.6 + 0.2% and
3.42 £ 0.3% are leached from G-FHs-3000 and G-FHs-1000, respectively, whereas in comparison
4.03(12)% and 1.54(8)% of Pu are leached in solution from G-FHc-3000 and G-FHc-1000, respectively.
After 24 hours of leaching in 4 mol/L. HNO3, a total of 40(1)% of Pu is leached from G-FHs-3000;
whereas only 7.5(5)% of total Pu is leached from G-FHc-3000.

10.3 Magnetite coprecipitation with plutonium: preliminary results

Pu-doped magnetite was synthesized in an anaerobic glovebox using a 0.1 M Fe(II)Cl, and 0.2 M Fe(III)Cl;
prepared by dissolving the Fe salts in a degasses 0.3 M HCl solutions. An aliquot of ***Pu(IV) 1.3x10° M
solution was added to the Fe(III)Cl; solution prior to formation of any visible precipitate to achieve a Pu
concentration of ~500 ppm in the solid.

The Fe(II) and Fe(IIl)/Pu solutions were slowly mixed on a stir plate to achieve a Fe(Il)/Fe(Ill) molar ratio
of 0.6. The pH of the mixed Fe(II)/Fe(III) solution was adjusted to ~9 using a degassed NH4OH solution
(28%v). The final product consisted of a black suspension that was left stirring for two hours in the glovebox
(Mg-500). After two hours 1mL aliquot was centrifuged at 6000 rpm for 10 minutes, and results show
that >99.9% Pu is associated with the solid (pH of mother liquor between 8-9). Pu aqueous concentration
was measured for up to 60 days, but no significant changes were observed from the initial measurements
suggesting that Pu is strongly associated to magnetite.

Aliquots of Pu-doped mineral suspensions of magnetite were rinsed from the synthetic mother liquors with
degassed DI water and equilibrated with low ionic strength solution (107> mol/L NaHCOs and 5 A~1073
mol/L NaCl and pH 8) in a 0.1 g/10 mL suspension. The low ionic strength solution was degassed and
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stored in anaerobic conditions. Replicate samples were exposed to oxygenated atmosphere conditions and
were placed on rotators. The samples were oxygenated every two days by opening the sample vials and
letting the solution equilibrate with the atmosphere. After 24 hours, 7 days, 14 days and 30 days, aliquots
of the mineral suspension were centrifuged (6000 rpm, 10 minutes) and the aqueous Pu in suspension was
measured. After 30 days 99% of Pu remains associated with the solid.

Aliquots of as synthesized magnetite (Mg-500) and of magnetite oxidized for 30 days (Mg-500-0x) were
prepared for analyses at the Stanford Synchrotron Radiation Lightsource, Stanford (CA) and preliminary
results are reported below. Figure 10-5 shows the background subtracted EXAFS data collected on Mg-
500, as well as the corresponding Fourier transform. The data were modeled (Table 2) using two shells:
10(3) O scatterers at 2.53 A; and 6(4) Fe scatterers at 3.57 A. Due to time constraints during data collection,
the data are of low quality so results are to be interpreted carefully. However, some information can be
drawn from this dataset. The Pu-O distance of 2.52(3) A is slightly larger that Pu(IIl)-O as expected in
Pu(III) aqueous complexes (Pulll-O aq=2.49 A)' but could be indicative of a Pu(IIl) complex associated
with the magnetite solid. The presence of Pu-Fe scatterers suggests that this complex may be strongly bound
to the magnetite surface.

Figure 10-6 shows the background subtracted Pu LIlI-edge EXAFS and corresponding Fourier transform
(FT) for Pu coprecipitated with magnetite that was subsequently oxidized for 30 days. An unconstrained fit
to the data is shown in Table 2. The data could be described with a 3 shell fit. These shells consisted of 2(2)
Pu-O scatterers at 1.73(3) with a 6> of 0.01(3) A.? The second shell was with 4(1) Pu-O scatters at 2.49 A
and the final shell was fit with 6(2) Pu-Fe scatterers at 3.54 A. There is an indication in the sample of Pu-
O.x scatterers strongly implying that some plutonyl species are present in this sample however due to the
large error bar associated with this value we are unable to accurately quantify the extent of oxidation.
Furthermore, the Pu-O and Pu-Fe interatomic distances and the number of Pu-Fe scatterers correspond to
the work presented in Kirsch et al. 2011! who interpreted their data as Pu(IIl) binding to the magnetite
surface in a tridentate, trinuclear complex.

Analysis of the supernatant after 30 days of oxidation experiments showed that less than 1% Pu is released
to solution during 30 days oxidation, suggesting that Pu associates strongly to magnetite and is retained
upon exposure to oxidative conditions. Further efforts will need to be done to obtain higher quality x-ray
absorption spectroscopy data. Increasing Pu concentration in the samples should improve data quality and
reduce acquisition time.
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Figure 10-5. Left: background subtracted EXAFS collected on Mg-500. Right: corresponding Fourier
transform. Fit was unconstrained.
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Figure 10-6. Pu coprecipitated with magnetite and subsequently oxidized. Left: Background subtracted Pu
Lm-edge EXAFS. Right: Corresponding Fourier transform.

Table 10-9. Fitting statistics associated with Mag-500 and Mag-500-ox
Sample Shell N R(A) ¢*(A?) EO0(eV) R (%)
Mg-500 Pu-O 10(3) 2.52(3) 0.025(6) -8.0 16.55

Pu-Fe 6(4) 3.57(5) 0.01(1)

Mg-500-0x Pu-O 2(2) 1.73(3) 0.01(3) -3.4(17) 9.97%
Pu-O  4(1) 2.49(2) 0.011(4)
Pu-Fe 6(2) 3.54(1) 0.011(3)
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104 Technetium interactions with iron oxide minerals

10.4.1. Technetium inventory

Technetium (**Tc) is a long lived (2.1x10° years), high yield (6%) fission product.>* Atmospheric nuclear
testing resulted in ~100 to 140 TBq of *T¢ released to the atmosphere, much of which has been deposited
and incorporated into sediments, and ~ 1000 TBq of *Tc (1 PBq) has been released through reprocessing
of spent fuel.’> At the Hanford Site, Washington State, nearly 1990 kg of *Tc (or 1.25 PBq) was produced
between 1943 and 1987 and are waiting for final disposition.® T¢ also continues to accumulate in large
amounts due to active nuclear power generation with 21 kg of **T¢ (13.2 TBq) produced annually in a large
1 GWe reactor.?

10.4.2. Oxidation state

Tc is a redox-sensitive element and its solubility and mobility in subsurface waters depend strongly on its
oxidation state. The fundamental measurement that describes the stability of reduced and oxidized Tc is the
TcOs /TcOs couple expressed as’:

TcOy +4H' +3¢™ =TcO; (s)+2H,0 Eo= 0.747£0.004V

The pertechnetate anion (*TcOx’) is highly soluble in aqueous solution (~11 mol/L) and occurs in oxidizing
environment (>200 mV) or when exposed to the atmosphere®. Even in its reduced oxidation state, Tc(IV)
solubility (Tc =3.08%10° M or ~5200 pCi/L; ~190 Bg/L;”) does not restrict Tc concentrations to below the
drinking water standard of 900 pCi/L (or 5.3X10-°mol/L; ~33 Bq/L °).

While the predominance of reducing conditions is necessary for Tc reduction, the availability of electron
donors is far more critical. For example, Cui and Eriksen, 1996 '° showed that even under conditions in
which ferrous iron (Fe(Il)) activity in solution was relatively high, reduction kinetics of Tc(VII) were
sluggish. In contrast, when Fe(Il) is sorbed onto other mineral phases, surface-mediated heterogeneous
catalysis becomes important and reduction of Tc(VII) to Tc(IV) takes place rapidly above pH 6.3 The
rapid disproportionation of Tc in valence states between (VII) and (IV) also inhibits the reduction of Tc(VII)
and hinders complete transformation to Tc(IV) unless other factors come into play, such as surface-
mediated catalysis:

3Tc(V) =2Tc(IV) + Te(VI)
3Tc(VI) =Te(1V) +2Tc(VI)

Overall technetium (*Tc) presents unique challenges to nuclear waste disposal due to the environmental
mobility of pertechnetate (TcO4) under aerobic conditions.**

10.4.3. Precipitation of Tc compounds and their solubility

The crystalline dioxide TcO; and its hydrated forms (TcO.-nH;0O), crystallize as the distorted rutile
structure'* with metal-oxygen bond lengths of 1.98 A. The initial precipitation of Tc-O compounds occurs
by the formation of short (monomeric to trimeric) chains that attach to mineral surfaces under most
environmentally relevant conditions (Tc <10 °M).!* In hydrous Tc(IV) oxide monomers and polymers, the
atomic arrangement of Tc and O are different from the TcO,-nH>O crystals precipitated biotically or
abiotically from strongly supersaturated solutions. These monomers and polymers have octahedra in an
edge-sharing arrangement and a Tc-Tc distance of 2.59 A in the chains indicating that the formation of
hydrated TcO,-type compounds with the distorted rutile configuration may occur through a complex
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rearrangement of these incipient molecular structures. The characterization of Tc(VII) crystalline structure
is limited, however various reports show that bond lengths for the Tc(VII)-O are overall shorter (1.711 A)
than Tc(IV) compounds.'® 17

A number of investigators have undertaken measurements to determine the solubility of Tc(IV) in aqueous
solution. Solubility determinations were made in a variety of different solutions, including natural and
synthetic groundwater. Concentrations of Tc in equilibrium with hydrated TcO- solid compounds vary from
1x10% to 2.4x10719% 7 1821 At pH interval between 4 and 10, the solubility depends on the nature of the
substrate onto which the TcO, material precipitates.” 1%-2!

The solubility of TcO»-nH,O was determined at high pH values (11.8 to 14.4) by Warwick et al., 2007.%
They reported that above pH 13.5, the solubility of TcO,-nH>O increases linearly due likely to the formation
of the TcO(OH)s™ species. The formation constant for the reaction is as follows:

TcO, -nH,0 > TcO(OH)s +H: +(n-2)H0 log Ko=-21.6

The presence of carbonate species in the alkaline pH range can also increase the solubility of TcO,-nH,O
with formation of Tc(OH)>CO;°, Tc(OH);COs5, Tc(OH)(COs),, and Te(OH)2(CO;s)2* complexes which
may increase the solubility by a factor of ~2.5-10 times.** 2* Increase in Tc solubility was observed in
chloride solutions (1x107 to 5 M NaCl) with formation of TcClg* and TcCls’ complexes® at relatively low
pH?®, and in the presence of ubiquitous natural ligands such as humic substances.?’ %

In experiments with relatively high concentrations of Tc (>10° M Tc¢), investigators have reported
formation of colloids of Tc at moderately acidic (pH 4) conditions® and in alkaline media containing high
concentrations of CI and SO4>-.*° The structure of the colloid particles was revealed by EXAFS to be one-
dimensional chains of Tc(IV) in octahedral coordination that connect through edge-sharing of the
polyhedral.*® The Tc-Tc distance is 2.53 A (253 pm), and the Tc-O bond lengths alternate between short
(1.80 A) and long (1.98 A). Tc colloids will condense from pertechnetate solutions exposed to radiolysis at
acid to near-neutral pH values.’! 3> Radiolysis caused reduction of Tc(VII) and formation of Te(IV)
polymers and colloids, first as Tc(IV), then as TcO,-nH,O nanoparticles as the solution pH increased.?'**

The solubility of Tc(IV) is also complicated by the tendency of amorphous Tc dioxide [TcO»(am)] to form
more readily than its crystalline analog under most pH conditions. Like TcO,-nH>O the solubility of
TcO,(am) is pH-independent from acidic to alkaline conditions, but is a factor of 10 times more soluble. '
Further, TcO; solubility is strongly influenced by heterogeneous precipitation kinetics on the surfaces or
within Fe(Il)-bearing phases. For Tc, precipitation is usually preceded by reduction of Tc(VII) to Te(IV)
and the rate of reduction is strongly controlled not only by the form of Fe(Il) (aqueous, structural, or sorbed),
but also by the identity of the phase associated with reduced iron (phyllosilicates v. iron oxides and
hydroxides). The ability of Fe(Il) to reduce Tc(VII) therefore depends on whether Fe(Il) is a dissolved
species, sorbed onto mineral surfaces, or is manifested in a structural role in the mineral. Principally, Fe(II)
oxide, hydroxide and sulfide phases have been reported to facilitate the precipitation of Tc(IV) compounds.
Investigations have shown that TcO, compounds will precipitate on the surfaces of magnetite
([Fe*'Fe*"104)!1% 1°) goethite [a-FeO(OH)]'?, ferrihydrite [Fe(OH)s]!!, and “green rust”.> The relative
power of Fe(Il) in its various forms to reduce Tc(VII) was given by '? in this order: Fe(Il) aqueous ~ Fe(Il)
sorbed onto phyllosilicates << structural Fe(Il) in phyllosilicates << Fe(Il) sorbed onto hematite and
goethite. The association of Tc(IV) with structural Fe(Il) has a profound influence on the rate of re-
oxidation of Tc¢ and it is discussed in detail below. Kobayashi et al., 20133 investigated the
reduction/sorption of Tc(VII) in the presence of Fe(Il) (magnetite, mackinawite and siderite) and Fe(III)
(goethite and hematite) minerals. Their results showed that Tc reduction was only observed in the presence
of the Fe(Il) minerals demonstrating that Tc redox behavior strongly depends on the Eh values in solution
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and independent of the chemicals used to fix redox conditions. A diagram illustrating the stability fields of
the Tc species as a function of pH and E,, is displayed in Figure 10-7.

o™
C| QOOH‘

Eh (volts)

Figure 10-7. EH-pH diagram for Tc.” The shaded area represents the regions in which the amorphous
solid TcO,-2H,0 (am) is stable. Note that nearly the entire field for the species TcO(OH),° is congruent
with the stability field of TcO,-2H,O(am).

10.4.4. Strategies for Tc disposal

Since the stable form of Tc under anaerobic conditions, Tc(IV), is not highly mobile the most effective
method for preventing Tc migration is disposal in an anaerobic repository.* Another potential method for
preventing Tc migration from a waste repository is stabilizing it within a durable waste form that can
sequester **Tc until it has decayed. A general rule of thumb is that ten half-lives are sufficient to allow a
radionuclide to decay; however, this period can be shorter or longer depending on the risks posed by the
radionuclide.® In the U.S., all of the operational and proposed repositories for spent nuclear fuel (Yucca
Mountain) and for fission products generated during plutonium production (Savannah River Site and
Hanford Reservation) are aerobic and/or near-surface sites.**® The disposal of **Tc in these aerobic
repositories drives the interest in waste forms for *Tc that are stable in aerobic environments.
Understanding sorption behavior of Tc is fundamental to determining repository performances over long
period of time.

10.4.5. Technetium sorption processes: adsorption and coprecipitation
10.4.5.1. Technetium adsorption studies

Compared to the other radionuclides, much fewer sorption studies have been conducted to determine the
sorption processes of Tc on mineral substrates. 3 Baston et al., 2002'® measured Kd values for Tc(IV)
sorption to Boom Clay at low Eh values (-230 mV) in conditions below the threshold of T¢(IV) reduction,
and reported Kd values between 0.8 to 1.8 mL/g. In oxidizing systems, where pertechnetate is the dominant
species, there is virtually no sorption of dissolved TcO4. Autoradiographic analyses of rock and mineral
thin sections contacted with *™"TcO4 containing solutions, under oxic and anoxic conditions, have
confirmed that virtually no sorption takes place in the presence of oxygen*’. Overall the measured Kd for
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typical geologic materials tends to be very low (Table 10-10). The Kd values of Tc(VII)O4 species onto
hematit #', magnetite and goethite, as well as goethite-coated sands ** are < 5.4 mL/g (Table 10-10).
Sheppard and Sheppard (1986)* reported low values of Kd (<0.005 mL/g) measured on soils in lysimeter
tests. Elwear et al., 1992* measured Kd values of pertechnetate on a variety of geologic materials and
reported values of <2 mL/g. Kaplan and Serne, 1998* reported small positive to negative Kd values (<0.11
mL/g) for soils sampled from the Hanford Site, Washington State, and < 0.29 mL/g for Savannah Rivers
site sediments.*” These results reflect the electrostatic repulsion between the negatively-charged
pertechnetate anion (TcO4’) and the negative surface charge carried by sedimentary materials in temperate
climates at near-neutral pH values.

Table 10-10. Sorption Kd of Tc onto geologic materials

Study Solution Geologic material K
(mL/g)

Kaplan, 2002; Li and Kaplan, 2012*> Te¢(VII)  Sands coated with Fe,Os; (pH 3.2- 0-0.3

2 6.9)

Sheppard and Sheppard, 1986* Tc VII  lysimeter

Palmer and Meyer, 19814 Te(VID)  magnetite 5.4

Palmer and Meyer, 19814 Tc(VII)  hematite 0.8

Elwear et al., 19924 Te(VID)  geologic media <2

Kaplan and Serne, 1998% Tc(VII)  Hanford sediments <0.11

Baston et al., 2002 * Tc(IV)  Boom Clay 0.8-1.8

10.4.5.2. Technetium coprecipitation studies

Surface sorbed Fe(Il) on Fe-bearing minerals under reducing conditions can promote surface mediated
reduction of Tc(VII) to Te(IV).!'> When Te(VII) is reduced to Te(IV), the concentration of Tc is well above
that of saturation, and surface precipitates and colloids, rather than an aqueous complex, may form. Studies
have shown that during this surface mediated Tc(VII) reduction process, reduced products consists of
sorbed octahedral TcO; monomers and dimers. In some instances x-ray absorption spectroscopy studies
have shown Fe(Ill) in the second coordination shell of Tc, indicating that Tc may become incorporated into
the structure of various Fe-bearing minerals (discussed in detail below). The similarity of the ionic radius
of six-coordinate Tc(IV), 0.645 A, to that of Fe(Ill), 0.645 A, suggests that Tc(IV) can replace Fe(III) in an
iron oxide provided that the difference in charge is balanced.*® There are a few reports in the literature that
address the coprecipitation behavior of Tc in Fe bearing minerals including oxides, hydroxides, sulfides
and clays and results are summarized below. Tc is mostly immobile under reducing conditions?, so the
coprecipitation of Tc with minerals such as magnetite, green rust or white rust may be favored. However
these Fe(Il) minerals are usually not stable under aerobic conditions, and the fate of coprecipitated Tc upon
exposure could be an issue of concern. Fe(Ill) iron oxides like a-Fe>O; are unstable towards reduction;
however both hematite (a-Fe,Os3) and goethite (a-FeOOH) are well known to be stable under aerobic
conditions.*”3° Results of coprecipitation studies are summarized in Table 4 and discussed in detail in the
following paragraphs.
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Table 10-11. Summary of Tc coprecipitation studies with Fe minerals (n.d= not determined in study;
b.d.l.=below detection limit as reported by cited study)

Study Mineral Te Tc environment upon Remobilized Tc (%) Tc¢ environment
uptake coprecipitation upon oxidation after oxidation
(%)
Zachara et Ferrihydrite/ 100 Tc(IV) dimer bound in 7% Tc(VI) pH 8 over 5 n.d
al., 2007"! magnetite bidentate edge-sharing days oxygenation
pH 7-8 mode to octahedral
Fe(III)
Ferrihydrite/ 0 n.d n.d n.d
magnetite
pH 6
Lukens and Hematite 82 Tc(IV) replaces Fe(Ill) 5% 200 days in DI Tc(IV) replacing
Saslow, octahedral site water (pH ~7) Fe(III) in  the
20183! hematite lattice
Magnetite 97 Te(1V) occupies 12% 200 days in DI n.d
octahedral site water (pH ~7)
Saslow etal., Fe(OH). to 99.5 TcO2.H20; TcOs4, < nd nd
2017%? magnetite 17(5)% Tc
(Cr co- incorporated into
contaminant) magnetite
Pepper et al., Green rust 99.8 Tc(IV) as surface n.d. On contact with air,
20033 (sulfate and complex  (monomer, the green rusts
carbonate) dimer) in a TcOz-like oxidize to poorly
High NaNO3 environment crystalline goethite,
but the Tc
environment is
unchanged
Um et al, Fe(l)- >93 Tc(IV) replaces Fe(Ill)  <5% over 180 days Tc(IV) incorporated
201133 goethite octahedral site within the goethite
(some mineral lattice is
magnetite) resistant to  re-
oxidation.

Um et al, Fe(lD)- >100 Tc(IV) replaces Fe(Ill) <1% 120 days XANES only the
2012 goethite octahedral site Tc(IV)  oxidation
pellets state

McBeth et Bio- 100 Short range Tc(IV)O2 <4% Octahedrally
al., 201133 magnetite like environment coordinated Tc(IV)
possible incorporation may be
Tc(IV) replacement in incorporated  into
Fe(III) octahedral site the re-oxidized
mineral product;
Bio-siderite 84 Short range Tc(IV)O2- <6.2% Hydrous TcOz-like
FeCO;3 like environment coordination
environments
Bio-vivianite 68 Short range Tc(IV)O2 18.7% over 45 days Octahedrally
Fe;(PO,),.8 like environment oxidation coordinated Tc(IV)
H,0 may be
incorporated  into
the re-oxidized
mineral product;
Fe(II) gel 100 Short range Tc(IV)O2 <4% nitrate mediated Hydrous TcO:-like
like environment oxidation coordination
environments
Yalgintas et Magnetite b.d.l Tc incorporation in Fe n.d. n.d
al., 2016°° sites + Tc-Tc dimers
sorbed
Mackinawite  b.d.l. Tc-S like phase + n.d. n.d.
TcO2+H20  (possible

surface precipitates)
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Study Mineral Te Tec environment upon Remobilized Tc (%) Tc  environment
uptake coprecipitation upon oxidation after oxidation
(%)
Livens et al., Mackinawite 98 Tc(IV)Sz-like species n.d Tc(IV) in an oxide,
2004; rather than a sulfide
Wharton et environment.

al., 2000758

Marshall et Ferrihydrite 100 Te(IV) was 40 over 152 days Tc(IV) replacing
al., 2014% to magnetite predominantly (maghemite/goethite) Fe(ll) in  the
(pH 10.3-13) incorporated into the in CO2 free air magnetite/maghemi
magnetite  octahedral te lattice
site in all systems
studied

10.4.5.3. Tc coprecipitation process with Fe(ll) and Fe(ll)/Fe(lll) oxy-hydroxides

Pepper et al.** reported that treatment of green rust (layered hydrous oxides containing both Fe(II) and

Fe(Ill) and with interlayer sulfate or carbonate anions) with pertechnetate results in Tc(IV) incorporation
into an iron oxide phase. Green rusts concentrates >99.8% of *Tc, present as [TcO4]", from aqueous
solution, even in the presence of high concentrations of NaNOs, a common constituent of radioactive waste
streams.* The mechanism of removal from solution appears to occur through a reduction process and
formation of strong Tc(IV) surface complexes.*® X-ray absorption spectroscopy shows that [TcO4] is
reduced by reaction with both sulfate and carbonate forms of green rusts and is found in a TcO»-like
environment. On contact with air, the green rusts oxidize to poorly crystalline goethite, but the Tc
environment is unchanged. There is no increase in Tc solubility associated with oxidation of the host green
rust. This behavior suggests that green rusts may be useful in restricting Tc migration from repositories.>*?
Treatment of alkaline solutions (pH=13.5) containing TcO4 and CrO4> with white rust, Fe(I[)(OH),, results
in incorporation of both transition metals into the magnetite structure.*?

Long term exposure of magnetite (Fe!'""");04) to pertechnetate solutions results in reduction of TcO4™ to
Te(IV), and incorporation of Tc(IV) into the crystal lattice of Fe;04.** 3¢ McBeth et al., 2011°° added
pertechnetate (Tc(VII)Os) to samples of biogenic and abiotically synthesized magnetite at low
concentration and higher concentration XAS experiments. Complete removal of Tc(VII) from solution was
achieved in magnetite systems. In select, higher concentration Tc XAS experiments, XANES spectra
showed reductive precipitation to Tc(IV). Low concentration re-oxidation experiments with air resulted in
only partial remobilization of Tc. Upon exposure to air, the Tc bound to the Fe-minerals was resistant to
oxidative remobilization. The resultant XANES spectra of the re-oxidized minerals showed Tc(IV)-like
spectra in the re-oxidized Fe-phases. In this system Tc is largely recalcitrant to re-oxidation over medium-
term timescales and there is spectroscopic evidence that Tc(IV) replaces Fe(Ill) in an octahedral site in the
magnetite structure.’® Biogenically derived vivianite (Fe?'Fe?"2(PO4)2-8H,0) and siderite (FeCOs) take up
less Tc compared to biogenically derived magnetite, and overall higher Tc was released in solution upon
oxidation.>> ¢

Zachara et al., 2007!! investigated the abiotic reduction of Tc(VII) by dissolved Fe(Il) in pH 68 solutions
under strictly anoxic conditions using an oxygen trap (<7.5x107 bar O,). Tc(VII) was reduced rapidly and
completely to a precipitated Fe—Tc(IV) form when 11 uM Tc(VII) was reacted with 0.4 mM Fe(II) at pH
7.0 and 8.0, while no significant reduction was observed over 1 month at pH 6.0, demonstrating that the
reduction kinetics are strongly pH dependent. The Fe—Tc(IV) solid phase so formed is poorly ordered and
dominated by Fe(II)-containing ferrihydrite with minor magnetite. Tc(IV) exhibited homogeneous spatial
distribution within the precipitates with estimated composition of the solids is Fer/Tc(IV) = 6. Spectra
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of the precipitate from X-ray Absorption Near-Edge Spectroscopy (XANES) analyses show that Tc is in
the reduced form [Tc(IV)]. The molecular environment of Tc(IV) is consistent with an octahedral Tc(IV)
dimer bound in bidentate edge-sharing mode to octahedral Fe(IlI) associated with surface or vacancy sites
in ferrihydrite. The oxidation rate of sorbed Tc(IV) in the Fe—Tc precipitate is considerably slower than
Tc(IV)O2:nHO(s).

Initial adsorption of Tc(IV) onto ferrihydrite also resulted in incorporation of Tc(IV) in the resulting
magnetite phase at high pH (10.5-13.1).% Subsequent air oxidation of the magnetite particles for up to 152
days resulted in only limited remobilization of the incorporated Tc(IV). X-ray absorption spectroscopy data
indicated that the Tc(IV) was predominantly incorporated into the magnetite octahedral site in all systems
studied. On re-oxidation in air, the incorporated Tc(IV) was recalcitrant to oxidative dissolution with less
than 40% remobilization to solution despite significant oxidation of the magnetite to maghemite/goethite
and all solid associated Tc remained as Tc(IV).

Computational studies found that Tc(IV) doping into the octahedral Fe sites in magnetite is possible, but
other Tc oxidation states, especially Tc(V), may be present and several mechanisms can balance the charge
mismatch created when Tc(IV) replaces Fe(III) on the octahedral site.®! To achieve Tc doping into Fe;Os,
charge may be balanced by either replacement of Fe(Ill) by Fe(Il) or by creating octahedral vacancies,
however overall Tc(IV) incorporation into magnetite is energetically favorable.®!

Overall mixed Fe(II)/Fe(Ill) precipitates of this nature may form in anoxic sediments or groundwater. The
overall results of studies summarized in this section suggest that once Tc is immobilized as
sorbed/precipitated Tc(IV) in Fe(Il)/Fe(Ill) minerals, its remobilization upon the return of oxidizing
conditions may be limited.

10.4.5.4. Tc coprecipitation process with Fe(ll) containing sulfides and silicates

Livens et al.>’ showed that reduced Tc is harbored by mackinawite (tetragonal FeS) and EXAFS data
indicates the presence of Tc-S bonds. During re-oxidation mackinawite forms goethite [@-FeO(OH)], yet
Tc remains in the reduced state. The EXAFS evidence indicates that Tc(IV) bonds switch from S to O
suggesting that Tc(IV) may be incorporated into the goethite structure. Because of the identical size of the
Tc(IV) and Fe(Ill) cations, this is a plausible substitution, provided that a charge-compensating ion is
present or the solid forms a defect structure. These results were similar to those reported by Wharton et
al.”® in that FeS solids oxidized, but Tc remained reduced as was associated with O, rather than S, after re-
oxidation. Tc incorporated into Fe(Il)-bearing phyllosilicates along cracks or defect trails could also be
reduced to Tc(IV), albeit more slowly than the mineral-surface mediated reduction mechanism.!? !5 62 Fe-
bearing di- and trioctahedral phyllosilicates in various states of weathering are common in most
sedimentary deposits and may be an important sink for reduced Tc. As reported by Fredrickson et al.®?
reduced Tc incorporated into diffusion- limited spaces, such as in phyllosilicates, is resistant to oxidation,
whereas Tc(IV) on unprotected mineral surfaces rapidly re-oxidizes when contacted by air or oxidizing
solutions.

10.4.5.5. Tc coprecipitation process with Fe(lll) minerals

Lukens and Saslow®' showed that coprecipitation of hematite (alpha-Fe»Os) with TcO4 in acidic conditions
results in >80% Tc incorporation in the mineral structure, corresponding to a 2.2%wt uptake of Tc by the
hematite structure. Leeching studies showed that that less <5% Tc are remobilized in 200 days of exposure
to oxidative conditions. Incorporation of Tc into hematite has also been studied computationally, and up to
2.6 wt.% of isolated Tc(IV) can be accommodated by hematite when the charge is balanced by reduction
of a neighboring Fe(I1l) site to Fe(I).® Although pertechnetate incorporation is found to be unfavorable,
incorporation of small amounts of Tc(IV) (at least 2.6 wt. %) is energetically feasible.
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Tc-doped goethite has been investigated both experimentally and computationally. 3% ¢! Um et al. 2011°°
demonstrated that Fe(II) sorbed to goethite efficiently catalyzes the reduction of Tc in deionized water and
complex solutions that mimic the chemical composition of caustic waste scrubber media. Analyses of the
Tc-bearing solid products by XAFS indicate that all of the Tc(VII) was reduced to Tc(IV) and that the latter
is incorporated into goethite or magnetite as octahedral Tc(IV). Batch dissolution experiments, conducted
under ambient oxidizing conditions for more than 180 days, demonstrated a very limited release of Tc to
solution (27pug Tc/g solid). When crystals of goethite are furthered "armored" by an additional layer of
precipitated goethite the armoring isolates the reduced **T¢(IV) from oxidizing agents. >* Monolithic pellets
formed from “armored” maintained Tc as a reduced species even after 120 days of oxidative leaching (pH
=7.2 and I = 0.05 M). The results of this study indicate that Tc can be immobilized in a stable, low-cost Fe
oxide matrix that is easy to fabricate and these findings can be useful in designing long-term solutions for
nuclear waste disposal.>*

Collectively, these studies indicate that co-precipitation of Tc with an iron (oxy)hydroxide, sulfide, “green
rust” or siderite provide a good medium of immobilization for Tc and remobilization upon oxidation is
limited. Further, these studies indicate that Tc¢ incorporated into phyllosilicates is resistant to re-oxidation.
The Tc(IV) in this case is associated with structural Fe and the resistance to re-oxidation appears to be
subject to the limitation of oxygen diffusion into the phyllosilicates. These observations have implications
for the designing a durable medium to immobilize Tc from liquid waste and additionally they provide
insights into environmental and geological conditions that limit Tc mobility in the subsurface, which
provide insight into canister corrosion impacts on Tc release and long-term contaminant mitigation.

10.5. Selenium interactions with Fe oxide minerals
10.5.1. Selenium

The trace element selenium (Se) is of special concern because of the extremely fine line between its
opposing properties: at low concentrations, it is an essential nutrient for many organisms, at slightly higher
quantities, however, it becomes a toxic contaminant.®> Of concern are therefore not only Se-deficient
agricultural soils in certain regions of the world, but also Se contaminations of soils or wastewaters caused
by natural and/or anthropogenic factors. %4

In addition, selenium occurs in high-level nuclear waste (HLW) in the form of radionuclide "Se, which
plays an important role in long-term safety assessments of deep geological repositories.®® Se is produced
by nuclear fission and it is produced with a yield of about 0.04% 7 and is a component of spent nuclear
fuel, high-level radioactive wastes resulting from processing spent fuel, and radioactive wastes associated
with the operation of nuclear reactors and fuel reprocessing plants. The assumed concentration "Se in high-
level radioactive waste is 10”7 mol/L and could amount to 107'° mol/L in the biosphere.® ¢

"Se is a pure beta-emitting nuclide, which poses a challenging task for reliable, quantitative determination
of its half-life due to vulnerable radiometric and mass spectrometric methodologies, both requiring
chemical purification in advance for the removal of interfering activity and isobars. The most recent
measurements of °Se half-life report a value of 3.27(8)x10%.% Due to its long half-life, it is one of only a
few nuclides that determine the long-term radiological impact and of a repository on the environment.®® ¢

10.5.2. Oxidation state

In nature selenium can occur in five different oxidation states (-11, -1, 0, IV, VI) and standard potential for
redox reaction are reported in Table 10-12. Selenium species of the oxidation states Se(-1I), Se(-I) and Se(0)
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are characterized by forming sparingly soluble compounds, including metal selenides or elemental Se.®® By
contrast in the two higher oxidations states, selenium forms the soluble oxyanions selenite [Se'VOs> ] and
selenate [SeY'04>], which are generally highly mobile due to their limited interaction with geological
materials.®® 7% 7! In soils in contact with the atmosphere for example, the thermodynamically favored Se
species are the oxyanions selenate [Se(VI)] and selenite [Se(IV)]. The oxidation state is therefore the key
factor determining the biogeochemical behavior of selenium, since parameters such as solubility, mobility,
bioavailability and toxicity mainly depend on the occurrence of dissolved selenium species.’ 7

The selenium oxidation state in high level waste and the accompanying dominant selenium species depends
on the waste type. Recent research has demonstrated that Se occurs as Se(—II) in spent nuclear fuel.”* 73
Due to the reducing conditions predicted in deep repositories, formation of mobile selenium species is
unlikely, however, it cannot be fully excluded that oxidation processes induced by long-term irradiation
could lead to a oxidation to Se(VI).” The fate of selenium in the near-field of high-level radioactive waste
also depends on the Se valence state in vitrified glasses which are part of the technical barrier in the
multibarrier concept for HLW disposal.” The expected predominant selenium oxidation state in vitrified
HLW arising from nuclear fuel reprocessing plants is Se(IV) in the form of selenite.”®

For these reasons it is imperative to understand the mobility of oxidized and reduced forms of Se in
oxidizing and reducing conditions, to better determine long-term safety and performance of nuclear

repository.

Table 10-12. Standard potential of Se redox reactions from Seby et al.®’

Redox reactions Standard potential (V)

Se(0)/Se(-1I)

Se(s) + 2H* + 2e~ = H,Se(aq) —-0.115
Se(s) + H" + 2e~ = HSe" - 0227
Se(s) + 2 <= Se* — 0.64]1
Se(IV)/Se(0)

H,SeO;(aq) + 4H* + 4~ = Se(s) + 3H,0 0.740
HSeO; + 5H* + 4e™ = Se(s) + 3H,0 0.780
Se03 + 6H* + 4e= = Se(s) + 3H,0 0.903
Se(VI)/Se(IV)

HSeO; + 3H" + 2e < H,Se0,(aq) + H,0 1.090
HSeO; + 2H* + 2e~ = HSeO; + H,O 1.008
HSeO; + H + 2 = SeOf + H,0 0.760
SeOF + 4H* + 2e~ == H,SeO,(aq) + H,0 1.139
SeOZ + 3Hf + 2e” = HSeO;5 + H,O 1.060

SeOZ + 2H* + 2e~ = SeOF + H,0 0.811
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10.5.3. Precipitation of Se compounds and their solubility

Selenium can react with inorganic cations to give solid phases that can be responsible for its immobilization.
Precipitation/ dissolution reactions govern selenium solubility only in reduced conditions with formation
of solid elemental selenium and metal-selenide((Se(-2)).”-* Under reduced conditions, metal-selenide
minerals are found to limit the Se solubility.®® The most stable minerals are Cu,Se(s) in acid soils and
PbSe(s) and SnSe(s) under neutral to alkaline conditions.®’ In groundwater with a potential value lower
than 0 mV, FeSe(s), ZnSe(s) and MnSe(s) can exist.®” Equilibrium thermodynamic calculation have shown
that elemental Se,FeSe(s) (achavalite) or FeSex(s) (ferroselite) can control Se solubility.” 8! Elemental Se
has a wide stability field under acid conditions and formation of achavalite is favored for neutral to alkaline
conditions. A mixed solid solution phase can also be formed with selenide substituting for sulfide and
precipitated FeS will contain FeSe.®” These observation of Se compounds solubility suggests that the
chemistry of selenium is closely related to those of iron sulfides.®’

Metal-selenate minerals are too soluble to persist in aerated soils and among different metal-selenite
precipitates, only MnSeQs(s) can be formed in strongly acid soils.

10.5.4. Sorption processes: adsorption, surface mediated reduction and
coprecipitation

10.5.4.1. Adsorption studies

The fate of dissolved Se(IV) and Se(VI) species in subsurface systems is primarily determined by
interaction with mineral phases, including processes such as adsorption, incorporation, and reductive
precipitation, which are the key immobilization mechanisms.’ 82 However, most natural materials like
clays or silicate minerals show only a restricted retention capacity for Se oxyanions.® In this context,
crystalline iron (oxyhydr)oxide minerals (e.g. hematite and goethite) and their metastable precursors (e.g.
ferrihydrite) are of great importance as they are widespread in nature and capable of anion sorption.®* #
This is the reason why, in particular, the mechanisms of Se oxyanion adsorption to iron oxide surfaces have
been investigated in detail by a large number of previous studies.

Adsorption of Se(IV) and Se(VI) onto iron oxides can be very efficient at lower pH but is limited under
near-neutral and alkaline pH conditions.?¢*° This tendency is independent of the type of iron oxide, since
alkaline conditions generally lead to the formation of a negative charge at the iron oxide surface and
therefore to a poor adsorption of anionic species.”’ Moreover, all iron oxides show a relatively high
adsorption capacity for Se(IV) and there is only little release of Se(IV) with increasing ionic strength.

Unlike Se(IV), adsorption of Se(VI) is much lower and is strongly influenced by the presence of competing
anions.”'” Most authors suggest the difference between Se(IV) and Se(VI) adsorption is due to the nature
of the chemical attachment and the formation of different types of adsorption complexes.

Spectroscopic investigations as well as surface complexation modeling reveal that the adsorption of Se(IV)
onto iron oxides is usually the result of inner-sphere complexation’! with a mostly bidentate character, e.g.
for hematite.®® °° By contrast, the poor adsorption of Se(VI) and the strong impact of competing anions has
been attributed to the formation of outer-sphere complexes.”’ However, more recent studies suggest that
adsorption of Se(VI) can occur via both inner-sphere and outer-sphere complexation.”* " The type of
surface complexation depends on pH, ionic strength, the nature of the iron oxide mineral and its surface
loading.” %
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Several anions can be in competition with selenium ion sorption. Kim et al.”” analyzed the influence of
carbonate and silicate on the sorption of selenium ions onto magnetite. Se(IV) was sorbed onto magnetite
very well below pH 10, but silicate and carbonate hindered its sorption onto magnetite. On the other hand,
little Se(VI) was sorbed onto magnetite in neutral and weak alkaline solutions even though silicate or
carbonate was not contained in the solutions. Seby et al.®’ report the following sequences for selenium
sorption anion competitions on goethite: phosphate > silicate ~ citrate > molybdate > bicarbonate/carbonate
> oxalate > fluoride > sulphate.®’

Although a considerable amount of Se sorption data has been obtained under aerobic conditions, where
selenite and selenate species are dominant, the data obtained under reducing conditions are limited and the
sorption data for Se(-1I) species are scarce. lida et al.'” performed batch sorption experiments of Se(-II)
under reducing conditions to investigate the sorption behavior of selenium onto granodiorite, sandy
mudstone, tuffaceous sandstone, and their major constituent minerals and accessory minerals (Table 10-
13). The author conclude that minor phases present in granodiorite and sandstone, mainly biotite and pyrite,
are important minerals with respect to the sorption behavior of Se onto rocks. Selected published K4 values
for Se(-1I), Se(V) and Se(VI) are reported in Table 10-13.
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Table 10-13. Selected sorption Kq of Se onto geologic materials

Study Se Geologic material Kd (as reported)
Borsig (2018)!! Se(VI) magnetite (pH=9-9.3) 2.14-4.72 Log Kq(L/kg)
Se(IV) magnetite (pH=9-9.3) 4.7-5.16 Log K4 (L/kg)
Missana (2009)%  Se(IV) smectite (pH 3-8) 500 mL/g (pH 3); 100 mL/g (pH 8)
illite (pH 3-8) 150 mL/g (pH 3); 75 mL/g (pH8)1
Loyo(2008) 02 Se(1V) magnetite (pH 5) 3500-3600 mL/g
magnetite (pH 10) 170 mL/g
Fe/FesC (pH 5) 3640-3800 mL/g
Fe/Fe;C (pH 10) 388-410 mL/g
Kim (2012) % Se(1V) magnetite (pH 7) 2000 mL/g
magnetite pH 7 ( 10mmol/L carbonate-) 1300 mL/g
magnetite (pH 9) 1200 mL/g
magnetite (pH 9) 300 mL/g
Se(VI) magnetite a(6-8) ( 10mmol/L carbonate-)  no sorption
Fevrier (2007)!%  Se(IV) soil (sterile) 16 L/kg
soil (non-sterile) 130 L/kg
Iida (2011) 100 Se(-1I) granodiorite (pH 8.5-11.5) 2.2x10* to 4 x103 m¥/kg
Se(-1I) sandy mudstone (pH 8.5-11.5) 3.3x102to 5.6x102 m’/kg
Se(-1I) tuffaceous sandstone (pH 8.5-11.5) 2.9x1072 to 8.2x10? m’/kg

10.5.4.2. Surface mediated reduction of selenium

The oxidation state of dissolved selenium oxyanions can be reduced by Fe(Il). Although the presence of
dissolved Fe(Il) generally favors the selenium reduction process,'® a reduction only by dissolved Fe(Il) is
not possible due to the difference in reduction potentials of the redox couples.!® It is known however that
for the reduction by Fe(Il) to occur, Se needs to interact with the surface of Fe(Il) mineral'® and various
mineral phases that contain Fe(Il) are able to reduce selenium oxyanions under anoxic conditions. This
reduction process has been observed for magnetite!®” | iron(Il) hydroxide!® ', green rust!!%!!2 as well as
elemental iron,!'>11¢ iron(Il) sulfides'"”- ' or Fe?" adsorbed on clay minerals!'®,

Since reduction of selenium oxyanions causes the formation of sparely soluble compounds, this interaction
generally results in the immobilization of selenium. These selenium compounds are either elemental Se or
iron selenides like FeSe and Fe;Ses, and the nature of the products varies depending on the iron-bearing
phases, the hydrogeochemical conditions, and the reduction kinetics. Kinetic rather than thermo-dynamic
control of reduction products may explain why the majority of the above-mentioned studies showed the
formation of elemental Se(0)!%6 108-110. 112, 118. 119 and only a few studies identified iron selenides. 0" 113. 120
This can be attributed to the fact that reduction to Se(-1I) and formation of iron selenides is limited to a
rapid reduction of selenium oxyanions.'"’
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10.5.4.3. Coprecipitation studies

The coprecipitation and structural incorporation of a metal species in a mineral host can be relevant in cases
where mineral phases interact with dissolved species during their formation or transformation, including
recrystallization or sorption induced crystal growth. Since the formation pathway of crystalline iron oxides
commonly includes amorphous metastable intermediates '?!, such processes are very common in natural
systems like soils. Oxyanion incorporation or occlusion by Fe(Il) and Fe(Il/III) minerals has been shown
for Se(IV) 22, P(V)!%, As(V)!** 125 and Tc(VII)*°. For this reason, it is conceivable that a retention
mechanism on the basis of incorporation also exists for the both Se oxyanions, Se(IV) and Se(V1), and that
such mechanisms could affect the migration of dissolved Se species.

In reducing conditions, where reduced Se species are more stable, pyrite (FeS:) and mackinawite (FeS) are
expected to be the most dominant Fe(II) minerals. Pyrite is the most common near-surface iron sulfide,
well-known for its capacity to incorporate elements up to several mol%.!2¢12°  Pyrite is also part of host
rocks and bentonite backfills considered for use in HLW repositories'**!** and could form from the
corrosion of steel containers containing vitrified nuclear waste. Due to the similarities in geochemical
behavior and ionic radii of Se(-1I) and S(-II), iron sulfide minerals are likely host for selenide incorporation.

In the following sections we will discuss studies that have addressed the coprecipitation and structural
incorporation of selenium in various Fe minerals, and a summary of the results is reported in Table 10.14.
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Table 10.14. Summary of Se coprecipitation studies with Fe minerals (n.d.= not determined in

study)
Study Mineral Se form  Se uptake (%) Se behavior upon coprecipitation
Borsig et al Magnetite (pH Se(IV) 100% Reduction of Se(IV) or Se(VI) to Se(-1I)
2018101 9.2) causes the formation of nanoparticulate
Se(VI) 100% (10—4_10-3 mol/L); iron selepide [FeSe] phase.

30% 10-2 mol/L Progressive oxidation of Fe(II)
hydroxide and green rust into magnetite
leads to oxidation of Se(-1I) to Se(0)
(gray elemental selenium)

Missana et al. Magnetite (pH Se(1V) n.d. Ferric selenite formation is the

(2009) 134 <5): adsorption predominant retention process at higher
studies at pH<S5 selenite concentrations (>1 x10“ M) and
showed pH<S5
magnetite
dissolution and
coprecipitation of
Se species

Diener 201113 Pyrite, Se(-II) 98.9% (pyrite); Focused ion beam analysis shows an
mackinawite (pH 95.4% (mackinawite); inhomogeneous Se distribution with a
4.5-5) 99.2% (amorphous " higher accumulation in the center of

F S ] the pyrite grains, probably due to the

eS); . . progressive depletion of Se from

98.1% (mixed iron solution with regard to S.

sulfide phases)

Diener 2012136 Pyrite, Se(-1T) 98.6 - 99.98 % In supersaturated solutions:
mackinawite (pH substitution of S(-I) by Se(-I) in Se-
3.7-5) Se(IV) 99.5% doped pyrite and of S(-II) by Se(-II) in
Se-doted mackinawite.
At lower concentrations and in case of
a slower precipitation :
Se(-IT) and Se(IV) retention by
incorporation is coupled with a change
in the oxidation state and selenium is
incorporated as Se(0) into pyrite
without structural bonding.
Francisco Ferrihydrite (pH Se(IV) 94-99% Se(IV) was retained within the crystalline
(2018)137 5-10) During aging, the behavior ~ post-aging products and possibly

of Se(IV) varied with pH. occluded in nanopore and defect

At pH 5, Se was retained in  gtryctures.

the solid. At pH 10, a

fraction of Se(IV) was

released in solution.

Borsig 2017 13 Ferrihydrite to Se(1V) 100% Se oxidation state is not changed during
hematite (pH 7.5) adsorption or coprecipitation. Se
coprecipitation leads to the occurrence of
Se(VI) 15% a resistant, non-desorbable Se fraction.

Se initially adsorbs to the ferrihydrite
surface, but after the transformation of
ferrihydrite into hematite, it is mostly
incorporated by hematite.
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10.5.4.4.Se coprecipitation process with Fe(ll) and Fe(ll)/Fe(lll) oxy-hydroxides

Borsig et al.!”! investigated the immobilization of dissolved Se(IV) and Se(VI) during the formation of
magnetite in coprecipitation experiments based on the progressive oxidation of an alkaline, anoxic Fe(II)
system at pH 9.2. Results showed a high retention of selenium oxyanions during the mineral formation
process. The authors show that this immobilization is due to the reduction of Se(IV) or Se(VI), resulting in
the precipitation of sparingly soluble trigonal elemental selenium compounds. These selenium compounds
formed in all coprecipitation products following magnetite formation. Time-resolved analysis of selenium
speciation during magnetite formation and detailed spectroscopic analyses of the solid phases showed that
selenium reduction occurred under anoxic conditions during the early phase of the coprecipitation process
via interaction with Fe(Il) hydroxide and green rust. This early selenium interaction leads to the formation
of a nanoparticulate iron selenide phase [FeSe], which is oxidized and transformed into gray trigonal
elemental selenium during the progressive oxidation of the aquatic system. Selenium is retained regardless
of whether the oxidation of the unstable iron oxides leads to the formation of pure magnetite or other iron
oxide phases, e.g. goethite.

Missana et al.'** studied Se(IV) retention by magnetite using both surface complexation modeling and x-
ray absorption spectroscopy (XAS) to characterize the processes of adsorption, reduction, and
dissolution/co-precipitation. Results showed that at higher selenite concentrations (>1x10*M) and pH<5
the precipitation of ferric selenite (SelV-Fe) is the predominant retention process of Se onto magnetite.

10.5.4.5. Se coprecipitation process with sulfides

Selenium is often associated with sulfides such as pyrite, a frequent minor constituent of host rocks and
bentonite backfills considered for radioactive waste disposal. Diener and Neumann'®® investigated the
uptake of Se by pyrite (FeS,) and mackinawite (FeS). More than 98% of the Se added to solutions was
taken up by the Fe sulfide minerals. Focused ion beam analysis shows an inhomogeneous Se distribution
with a higher accumulation in the center of the pyrite grains, probably due to the progressive depletion of
Se from solution with regard to S. The results imply that pyrite and its precursor phase, mackinawite, are
efficient in removing selenium from solution, and this may contribute in reducing the mobility of "Se
released from radioactive waste.

Diener et al."* investigated the incorporation mechanisms of Se(-1T) and Se(IV) into pyrite and mackinawite
by x-ray absorption spectroscopy to determine the relevance of iron sulfides to Se retention and the type of
structural bonding. The syntheses of pyrite and mackinawite occurred via direct precipitation in batches
and also produced coatings on natural pyrite in mixed-flow reactor experiments under anoxic conditions at
Se concentrations in the solutions of up to 10~ mol/L. The Se uptake >98.6% suggesting a high potential
for retention. XAFS results indicate a substitution of sulfur by selenide during instantaneous precipitation
in highly supersaturated solutions only. In selenide doped mackinawite, S(-II) was substituted by Se(-1I),
resulting in a mackinawite-type compound. S(-I) is substituted by Se(-I) in selenide-doped pyrite, yielding
a FeSSe compound as a slightly distorted pyrite structure. Under slighter supersaturated conditions, XAFS
results indicate an incorporation of S(-II) and Se(IV) predominantly as Se(0). This study shows that a
substitution of S by Se in iron sulfides is probable only for highly supersaturated solutions under acidic and
anoxic conditions, however under closer equilibrium conditions, Se(0) is expected to be the most stable
species.
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10.5.4.6. Se coprecipitation process with Fe(lll) minerals

Francisco et al.'*’ studied the coprecipitation behavior of Se(IV) with ferrihydrite at different pH values to

determine how Se(IV) associates with ferrihydrite and how Se(IV) coordination changes with ferrihydrite
aging and recrystallization. Results show that despite efficient removal, the mode and stability of Se(IV)
retention in the coprecipitates varied with pH. At pH 5, Se(IV) is removed dominantly as a ferric selenite-
like phase intimately associated with ferrihydrite, while at pH 10, it is mostly present as a surface species
on ferrihydrite. Similarly, the behavior of Se(IV) and the extent of its retention during phase transformation
varied with pH. At pH 5, Se(IV) remained completely associated with the solid phase despite
recrystallization to hematite, whereas it was partially released back into solution at pH 10. Regardless of
this difference in behavior, TEM and XAS results show that Se(IV) is retained within the crystalline
products and possibly occluded in nanopore and defect structures. These results demonstrate a potential
long-term immobilization pathway for Se(IV) even after phase transformation.

Borsig et al."*® also studied the immobilization of Se oxyanions during the crystallization of hematite from
ferrihydrite. In coprecipitation studies, hematite was synthesized by the precipitation and aging of
ferrihydrite in an oxidized Se(IV) or Se(VI) containing system (pH 7.5). Aqueous chemistry data of these
batch experiments revealed the complete uptake of all available Se(IV), while the retention of Se(VI) was
low (max. 15% of Se). The study shows that during the crystallization of hematite from ferrihydrite,
interacting Se oxyanions are not adsorbed but mainly incorporated into hematite. This incorporation process
follows the previous adsorption of Se oxyanions onto ferrihydrite and takes place during the subsequent
transformation of amorphous ferrihydrite into crystalline hematite. The incorporation mechanism itself
results from a direct linkage between the Se oxyanions and the hematite phase but is not attributed to
substitution or occupation of crystallographic sites within the hematite crystal lattice. The incorporated Se
oxyanion species are bound to the hematite phase in a way that is similar to surface adsorption complexes
— outer-sphere complexes for Se(VI) and innersphere complexes for Se(IV). Compared to simply adsorbed
Se oxyanions, the retention of the incorporated Se fraction is very resistant even at alkaline pH conditions
at least as long as the hematite mineral remains stable.

Collectively, these studies indicate that sorption processes of Se with Fe(I1I)(oxy)hydroxide, Fe(II) sulfide,
and Fe(II/III) minerals provide a good medium of immobilization for Se. Key factors that affect removal of
Se from solution include mineral formation pathways, presence of Fe(Il), pH and redox potential, and
presence of competing anions.

Regarding the behavior of selenium in the geosphere, reductive selenium precipitation represents an
efficient mechanism to immobilize dissolved selenium oxyanions. Processes like these should be
considered in safety assessments of HLW disposal sites, as they may affect the migration of the radionuclide
"Se as it interacts with secondary iron oxides in the near-field.

Although there is a significant body of literature discussing sorption processes of Se species with various
reduced Fe minerals (Fe(Il) and mixed Fe(Il/Felll)), there is a lack of information regarding the fate of Se
species during re-oxidation and recrystallization reaction. Future studies should focus on determining the
retention mechanisms of Se species after extended disposure to oxidative conditions, as has been done for
Tc.
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10.6. Future FY21 work

To mimic our ferrihydrite to goethite mineralization experiments, we are planning on performing magnetite
experiments where Pu will be sorbed to a mineral precipitate precursor first, then aged to the desired mineral
phase (green rust or magnetite). Our goal is to understand if differences in association of Pu to the precursor
material will affect bonding of Pu to the final crystalline solid. In the magnetite synthesis a Fe-precipitate
forms starting at pH>3. Our plan is to add Pu to the Fe(Il)Cls once the pH> 3 precipitate has formed. Then
we will proceed with the synthesis as described above.

We also plan on expanding our literature review of radionuclides relevant to nuclear waste repository (i.e.
Np, I and Cl) performance assessment, perform additional corrosion experiments for radionuclides with
limited information in the literature (e.g. iodine), and evaluate the overall impact that nuclear waste
repository corrosion processes on radionuclide release and long-term performance of nuclear waste
repositories.
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11. THERMODYNAMIC DATABASE FOR GENERIC DISPOSAL
SYSTEM ASSESSMENT

11.1. Introduction

This progress report (Level 4 Milestone Number M4SF-20LL010302082) summarizes research conducted
at Lawrence Livermore National Laboratory (LLNL) within the Crystalline International Collaborations
Activity Number SF-20LL010302081. The activity is focused on our long-term commitment of engaging
our partners in international nuclear waste repository research. This includes participation in the Nuclear
Energy Agency Thermochemical Database (NEA TDB) Project (Cindy Atkins-Duffin) and development
of methodologies for integrating US and international thermodynamic databases for use in SFWST Generic
Disposal System Assessment (GDSA) efforts.

LLNL is supporting the overall objectives of the Disposal Research (DR) Crystalline International
Collaborations Research and Development (R&D) control account. The objective of this control account is
to advance our understanding of long-term disposal of spent fuel in crystalline rocks (including both granitic
and metamorphic rocks) and to develop necessary experimental and computational capabilities to evaluate
various disposal concepts in such media. LLNL efforts in the Crystalline International Collaborations work
package are focused on the following:

Continued engagement with the NEA TDB project through the support of Dr. Atkins-Duffin as the SFWST
representative for international thermodynamic database development effort. This effort ensures that US
GDSA model efforts are aligned with internationally accepted practices for repository performance
assessment calculations.

e Dr. Cindy Atkins-Duffin is the Executive Group (EG) liaison to the TDB Cements team and will
help coordinate the completion of the Cements report.

e Coordinating and integrating LLNL thermodynamic database efforts (Argillite DR workscope)
with international efforts to ensure that GDSA model efforts are performed using internationally
accepted thermochemical data.

In FY20, we focused on our longterm commitment to engaging our partners in international nuclear waste
repository research. This includes participation in the Nuclear Energy Agency Thermochemical Database
Project (Cindy Atkins-Duffin), thermodynamic database collaborations (Tom Wolery), and surface
complexation model international collaborations (Mavrik Zavarin).

In FY19 we developed mechanisms for integration of NEA-TDB thermochemical data (new electronic
database made available in 2018) with LLNL’s thermodynamic databases. A short code was written to
import new data and export formatted databases for use in Geochemists Workbench and other reactive
transport codes. This effort was coordinated with the Argillite work package database development efforts.
The goal for FY20 was to test this code for providing a new downloadable database that will be hosted on
LLNL’s thermodynamics website which incorporates NEA-TDB data into the LLNL database where
appropriate.

As part of our international engagement with surface complexation model development, FY20 efforts
included the assimilation of sorption data collected by our international RES3T team partners at the
Helmholtz Zentrum Dresden Rossendorf. These data are in the process of being incorporated into LLNL’s
sorption database and will increase our database to approximately 20,000 individual measurements. A
summary of that data will be provided in the Argillite International Collaborations FY20 M4 milestone
report.
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11.2. Nuclear Energy Agency Thermochemical Database Program
11.2.1 History of Project

The Nuclear Energy Agency (NEA) Thermochemical Database Program was conceived of and initiated
with the goal to: 1) make available a comprehensive, internally consistent, internationally recognized
database of selected chemical elements; 2) meet the specialized modeling requirements for safety
assessments of radioactive waste and; 3) prioritize the critical review of relevant data for inorganic
compounds and complexes containing actinides. Data from other elements present in radioactive waste are
also critically reviewed as well as compounds and complexes of the previously considered elements with
selected organic ligands.

The objective of the Program is to produce a database that contains data for all the elements of interest in
radioactive waste disposal systems; document why and how the data are selected; give recommendations
based on original experimental data, rather than compilation and estimates; document the sources of
experimental data; provide an internally consistent thermodynamic parameters, and treat solids and aqueous
species of the elements of interest for nuclear storage performance assessment calculations.

The qualification of existing data is conducted using documented Guidelines which include several
components. A Technical Review is conducted by subject matter experts who critically review
experimentally-determined literature data; reanalyze the data as necessary; and select data for inclusion in
the database. Upon completion of the Technical Review, a Peer Review is undertaken. A second,
independent panel of reviewers ensure that the technical reviewers followed the review Guidelines. A
Comment Resolution component ensures that the Technical Reviewers address the comments made by the
Peer Reviewers. At this time the volume is readied for final publication.

11.2.2  History of Phases and New Phase 6 Efforts

Phase I of the NEA-TDB program was conducted between 1984 and 1998. Initial review volumes included
Uranium, Americium, Technetium, Neptunium/Plutonium.

Phase II of the NEA-TDB program updated all the actinide volumes. The update is contained in a single
volume. Added in this phase were Nickel, Selenium, Zirconium, and the compounds and complexes of the
reviewed elements with selected organic ligands - EDTA, ISA, oxalate, and citrate. The Program also
conducted a workshop, “The Use of Thermodynamics Databases in Performance Assessment.” The phase
ran from 1998-2003.

Phase III of the NEA-TDB program saw the introduction of a second product, State-of-the-Art reports. The
first such report covered solid solutions of interest to nuclear waste management. Thorium, Iron (part 1),
and Tin volumes were added to the published collection.

Phase IV of the NEA-TDB program, conducted from 2008-2014, started the second portion of the Iron
review; review of Molybdenum, and; review of Auxiliary Data which includes species and compounds
necessary to describe aqueous chemistry of Aluminum and Silicon, data on inorganic species and
compounds of elements such as lodine, Boron, Magnesium, Calcium, Strontium, and Barium.

Phase 5 of the NEA-TDB program, conducted from 2014-2019 took on a second update to actinide and
fission product volumes, and two State-of-the-Art reviews - Cement Minerals and High lonic Strength
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Aqueous Systems. The design and development of a new TDB electronic database that is compatible with
PHREEQC was undertaken.

Phases 6 of the NEA-TDB program was officially started in February 2019 with all participating member
parties having signed the Framework Agreement. The First Meeting of the Management Board (MB) and
the Executive Group (EG) were held at the NEA in Paris February 19-20, 2019. Lena Evins (Sweden-SKB)
was elected Chair of the MB and Stephane Brassinnes (ONDRAF/NIRAS- Belgium) Vice Chair. Canada
and the Netherlands joined the Programme for this Phase. Elected to the Executive Group were Chair
Marcus Altmaier (INE-Germany), Cindy Atkins-Duffin (DOE/LLNL-USA), Benoit Made (ANDRA-
France), Pascal Reiller (CEA Saclay — France), and Kastriot Spahiu (SKB (retired)-Sweden. In process
projects from Phase 5 were brought forward to Phase 6.

The current status of the Phase 6 program and the associated reviews are:

e Iron (Part II) Volume — Published online (NEA TDB website) in January, 2020.

e 2" Update of the Actinides Volume — Issues with the Uranium chapter were identified and then
resolved by members of the review team. The final draft is now in preparation by the TDB staff
before transmittal to the NEA publishing group. Publication of this volume is anticipated in the
summer of 2020.

o This volume will contain a dedication to the late Ingmar Grenthe, renown chemist and one
of the founders of the TDB project

o Ancillary Data Volume — The full draft volume is now in the peer review process. Carlos Jove-
Colon (USA) is one of the peer reviewers.

e Molybdenum Data Volume — This review continues to struggle with delivery of information from
the team to the NEA and to other teammates. Several rescoping and personnel assignments have
been put into place. The EG will take a more visible management role in this project.

o Cements State of the Art Report — The team provided a new schedule to the EG. They had not
delivered the individual drafts and internal reviews in December as described in their previous
schedule of work. The new schedule indicates the individual draft will now be completed by
September 2020. Internal reviews would commence in the following summer. There will be a
scheduled videoconference at the end of June to status their progress.

o High Ionic Strength Solutions State of the Art Report — The deadline for the completion of the
first drafts and of all internal reviews was February 2020. A progress report received in April
indicated a three month delay in the delivery of the first drafts. The latest information received by
the EG is that “there is progress, but it is slow.”

e Organics Update — The initiation report work is underway. The literature search is projected to
be complete by the end of July and the final initiation report submitted by the end of October for
review by the MB for their November meeting.

e Lanthanides Volume — The initiation team has indicated they intend to submit their final report
by the end of June.

o High Temperature State of the Art Report — The initiators have submitted a document
containing a synopsis of the topics that will be covered and the organization of their initiation
report.

e TDB course — planned to be held in Paris, November 2020 — The webpage and final outline are
available online, including the registration page. Possible impact to this activity from COVID 19
will be evaluated at some later time.
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The NEA has announced there will be no “in person” meetings convened for NEA projects through this
calendar year. Plans are in progress to convene the annual meeting in November of the Management Board
and the Executive Group by virtual means.

11.3. An Interactive SUPCRT Data Tool for Adding New Species and Outputting
New Data Files for Reactive Transport Codes

11.3.1 Introduction

The goal of this task is to create software to help manage thermodynamic database files as new and
improved data become available. The software will ensure that users adding data to databases do so in way
that is correct, convenient, consistent with existing data, and in a form immediately useful for reactive
transport modeling.

The task consists of two main efforts:

1. Method to add thermodynamic data for new species, or replace thermodynamic data for existing
species to the existing database

2. Produce a new data file for the user-specified reaction path code (e.g. PHREEQC, EQ3/6, GWB
etc.) that contains the new or modified data formatted for the code of choice.

We choose for this version of the software to work from the SUPCRT data base developed by Helgeson
and others at UC Berkeley (Helgeson et al., 1974a,b, 1976, 1981). Our starting file is the SUPCRT version
that has been augmented with additional data by Chen Zhu and co-workers at Indiana University and
referred to as SUPCRTBL (Zimmer et al., 2016).

We have chosen to use the scripting language Tcl/Tk to create the software. Tcl can be used with all major
platforms and Tk provides easy creation of a graphical interface for convenient and fool-proof user input.

11.3.2 Progress to date

The first task we identified was to code a method to read in the SUPCRT data file and write reactions
between all the species (or user-selected subset of species). This would be done using the user-selected set
of “basis species” that are specific to the reactive transport code the user is targeting. This code reads in
and stores all the data in SUPCRT and allows later manipulation needed to add new species or modify
existing ones as desired.

The first version of code to carry out this task was completed in the Fall of 2019. However, in carrying out
this work, we identified two additional needs to complete this task. The first involves correcting numerous
formatting inconsistencies in the SUPCRT data file that cause our script to fail. Error checking to alert the
user was one option, but would necessitate the user having to edit the data file to correct the problem.
Because our high-level goal is to make robust software that would not involve user editing (which might
not even be an option for some users), we decided to use the script itself to check for and correct these
errors. This task was time-consuming and in some ways more difficult than the main task. This task
continued on through the end of the year.

The second need is to include phase change data in the algorithm. Although these data are probably not
necessary for most applications that we envision (low temperature aqueous systems), the data may be
needed for some modeling at elevated temperatures (corrosion near reactors or heated HLW etc.) and
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providing for this capability now will be much easier than inserting it later. Work on this task is not
expected to be difficult, but has not yet started. The SUPCRT data file contains phase change data for many
solids. These data will be carried forward along with an input option to add additional phase change data.

11.3.3  Next steps

The next step is a front end (including GUI) to allow a user to input new or revised data into the SUPCRT
database. The code will make sure the data is entered correctly and in a way that is internally consistent
with the existing data.

The final step is to provide coding to format the SUPCRT output for the reactive transport code of choice.
Both of these steps will take advantage of the code already written to read in the data file and write reactions.
We anticipate that these last two steps will take the same amount or less effort than effort to date.

The final task is to take the list of balanced chemical reactions and log K data and re-write it in the format
of the desired reactive transport code. This work has not yet been started, but is not expected to involve
anything other than providing the correct output format for each code. No additional data manipulation
should be needed.

11.3.4 Summary

Work is in progress to produce a software tool to add new species and to produce enhanced data files for
reactive transport codes relevant to the SFWST Generic Disposal System Assessment (GDSA) efforts. The
tool is built around the SUPCRT data base as amended by Chen Zhu and co-workers (SUPCRTBL). The
code is meant to be used by someone wanting to add new data to SUPCRT and ensure that it is internally
consistent with the existing data. The code will produce a new version of the data file needed to run any of
several reactive transport codes. Currently we plan to produce files for PHREEQC, EQ3/6, and GWB.
Additional file configurations can be readily added to support the GDSA efforts. Furthermore, our code can
readily be modified to use data files other than SUCPRT as the starting database. In particular, this code
will be applicable to the modified SUPCRT code under development in the Argillite work package and led
by T. Wolery for use in the US SFWST Generic Disposal System Assessment (GDSA) efforts. A key goal
is to facilitate the integration of US SFWST thermodynamic database development with international
thermodynamic database compilations (e.g. the NEA-TDB radiochemical thermodynamic data).

A continuing focus for FY21 efforts will be to support the US participation in the NEA-TDB effort and
developing mechanisms for integration of NEA-TDB thermochemical data (new electronic database made
available in 2018) with LLNL’s thermodynamic databases that support the SFWST GDSA activities. This
effort is coordinated with the Argillite work package database development efforts. The goal is to provide
a downloadable database that will be hosted on LLNL’s thermodynamics website which incorporates NEA-
TDB data into the LLNL database where appropriate. Updating thermodynamic databases and enhancement
of our database integration code to ensure that SFWST GDSA efforts are based on current and
internationally accepted thermodynamic data will be a key focus in the next fiscal year.

11.4. References

Helgeson H. C. and Kirkham, D. H. (1974a) Theoretical prediction of the thermodynamic behavior of
aqueous electrolytes at high pressures and temperatures: I. Summary of the
thermodynamic/electrostatic properties of the solvent. Am. J. Sci. 274, 1089-1198.

Helgeson H. C. and Kirkham, D. H. (1974b) Theoretical prediction of the thermodynamic behavior of
aqueous electrolytes at high pressures and temperatures: II. Debye-Hiickel parameters for activity
coefficients and relative partial molal properties. Am. Jour. Sci. 274, 1199-1261.


http://earth.geology.yale.edu/~ajs/Helgeson/1089.pdf
http://earth.geology.yale.edu/~ajs/Helgeson/1089.pdf
http://earth.geology.yale.edu/~ajs/Helgeson/1089.pdf
http://earth.geology.yale.edu/~ajs/Helgeson/1199.pdf
http://earth.geology.yale.edu/~ajs/Helgeson/1199.pdf
http://earth.geology.yale.edu/~ajs/Helgeson/1199.pdf

Spent Fuel Disposition in Crystalline Rocks

248 July 2020
Helgeson H. C. and Kirkham, D. H. (1976) Theoretical prediction of the thermodynamic behavior of

aqueous electrolytes at high pressures and temperatures: I11. Equation of state for aqueous species
at infinite dilution. Am. Jour. Sci. 276, 97-240.

Helgeson H. C., Kirkham D. H., and Flowers G. C. (1981) Theoretical prediction of the thermodynamic
behavior of aqueous electrolytes at high pressures and temperatures: IV. Calculation of activity
coefficients, osmotic coefficients, and apparent molal and standard and relative partial molal
properties to 600°C and 5 kb. Am. Jour. Sci. 281, 1249-1546.

Zimmer K., Zhang Y., Lu P., Chen Y., Zhang G., Dalkilic M., and Zhu (2016) SUPCRTBL.: A revised and
extended thermodynamic dataset and software package of SUPCRT92. Computers & Geosciences
90 (Part A), 97-111.



http://earth.geology.yale.edu/~ajs/Helgeson/97.pdf
http://earth.geology.yale.edu/~ajs/Helgeson/97.pdf
http://earth.geology.yale.edu/~ajs/Helgeson/97.pdf
http://earth.geology.yale.edu/~ajs/Helgeson/1249.pdf
http://earth.geology.yale.edu/~ajs/Helgeson/1249.pdf
http://earth.geology.yale.edu/~ajs/Helgeson/1249.pdf
http://earth.geology.yale.edu/~ajs/Helgeson/1249.pdf
http://www.sciencedirect.com/science/article/pii/S0098300416300371
http://www.sciencedirect.com/science/article/pii/S0098300416300371
http://www.sciencedirect.com/science/article/pii/S0098300416300371

Spent Fuel Disposition in Crystalline Rocks
July 2020 249

12. ILLITIZATION OF SODIUM AND POTASSIUM SMECTITE

12.1 Introduction

The Spent Fuel & Waste Science & Technology (SFWST) program under the U.S. Department of Energy
Office of Spent Fuel Waste Disposition (SFWD), is focused on research and development activities related
to storage, transportation, and disposal of used nuclear fuel and high-level nuclear waste. Within the
disposal campaign, various host rock media, which include salt, crystalline, and argillite, are being
investigated to advance the understanding and performance of long-term isolation. With respect to
crystalline and argillite repositories, characterization of buffer materials proposed for geotechnical barrier
media (i.e., bentonite) concerning heat-generating nuclear waste is critical for performance assessment and
evaluation of the safety case. The final design of the repository (i.e. waste package spacing, heat output,
water and heat properties of the rock, etc.) and barrier systems will determine the maximum temperatures
experienced, where predictions vary among international programs (100°C to >200°C). Elevated
temperatures can result in chemical alterations of the buffer material, such as illitization, reducing plasticity
and swelling behavior. The process of illitization, in particular, is derived from both natural and synthesized
experimental samples, where environmental conditions for natural systems are not well established.
Therefore, it is imperative for laboratory experiments to aid in evaluation of certain conditions that control
illitization, such as the work presented here.

Illitization is the formation of illite from smectite clay occurring by diagenetic processes in nature. The
rate and extent of illitization is known to be affected by the concentration of silica and potassium, as well
as time, temperature, initial chemical composition of material, solution chemistry, and pressure. The
transformation from smectite to illite has been most commonly observed in natural samples taken from
various aged formations and at multiple depths of lithologies. This type of process, also known as burial
diagenesis, occurs under fairly long geologic timescales and is temperature controlled solely by geothermal
gradients.  Alternatively, hydrothermal systems can reproduce these earth processes on much shorter
timescales to help better understand the effect of the various conditions mentioned above, particularly
solution/clay ratio and fluid composition. Many experimental studies with various conditions have been
carried out to investigate the conversion of smectite to illite within hydrothermal settings (Inoue, 1983;
Velde and Vasseur, 1992; Huang et al., 1993; Roaldset et al., 1998; Mosser-Ruck et al., 2001; Ferrage et
al. 2011; among others). For instance, Huang et al. (1993) estimated the stoichiometric relationship of the
reaction (Equation 12-1) based on their empirical kinetic model and assuming aluminum conservation and
substitution. Nevertheless, the rate associated with conversion, along with the path of particular reaction
mechanisms, remain unresolved.

2Nag 4 (Al 47 Mg 29Feq15)814010 (OH), + 0.85K* + 1.07H
Na-Smectite (SWy-1)

U

1.065Kg 5 (Al 95 MBy.02)(Siz22Aly78)010(0H),
Tllite

+4.65i0, + 0.36Fe(0OH), + 0.56Mg?* + 0.8Na* + 0.9H,0
By-Product
(Huang et al. 1993)

Equation 12-1
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Two main process mechanisms, with several others hypothesized over the decades, are thought to occur
during transformation from smectite to illite: 1) dissolution/recrystallization and 2) solid-state
transformation. The first is a continuous transformation of smectite layers to illite where complete
dissolution of the parent mineral is followed by the nucleation and growth of the new mineral. During
conversion under certain conditions, the smectite crystallites become unstable, subsequently dissolving into
more stable silicate phases (illite/smectite, vermiculite, illite, chlorite, micas, and zeolite (Inoue, 1995)).
The solid-state transformation typically involves a fluid that acts as a catalyst to drive the gradual alteration,
layer-by-layer, of the parent mineral (Cuadros and Linares, 1996). Either transformation process can occur
during illitization.

Temperature continues to be an important factor for conversion and is a main concern for a repository with
heat-generating waste. The activation energy of illitization, dependent on temperature, can vary greatly
(ranging from 4 to 30 kcal; Meunier and Velde, 2004) with other parameters as well, leading to uncertainty
within kinetic models (Huang et al., 1993; Ferrage et al., 2011). Roaldset et al. (1998) assessed the effect
of temperature by performing hydrothermal experiments ranging from 180°C to 350°C, with two
concentrations of KCI (1.0 N and 0.01 N) for a duration of 24 hours and a solution/clay ratio slightly over
300. Through XRD analysis, Roaldset et al. observed in the 1.0 N KClI case, the percentage of structural
smectite decreased for temperatures above 200°C with optimal temperatures for nearly complete conversion
of smectite to illite, taking place at 240°C. In the lower concentration case, 0.01 N, illitization began at
50°C higher than the 1.0 N KCI case (250°C), and completed at 300°C. This also indicated when a higher
concentration of potassium is in the system, the temperature needed is lower for the illitization process to
begin.

Many other studies have found the dependence not only on temperature, but on potassium, either in the clay
interlayer or reactor solution, to convert as well (Eberl, 1977; Inoue, 1983; Huang et al, 1993; Cuadros and
Linares, 1996; Whitney, 1990; Mosser-Ruck et al., 2001). For instance, Huang et al. (1993) varied the
concentration of KCI solution from 0.1 M to 6 M in their conversion reactions of Na-smectite along with
temperature (250°C to 325°C) and liquid/solid loading from 5 to 10. Similar to Roaldset et al. (1998),
Huang et al. (1993) found through XRD patterns the amount of illitic layers increase in shorter time periods
with higher concentrations of KCl in the system at each temperature.

Cuadros and Linares (1996) XRD analyses confirmed that, for the most extreme conditions of time, K*
concentration, and temperature, the extent of transformation of smectite to illite was 15%. XRD was able
to show complete transformation of smectite to illite starting from a pure smectite mineral. The amount of
dissolved silica was shown to be influenced by increasing K* concentrations, temperature and reaction time.
It was observed that there was a rapid rate of dissolution between 0 and 30 days and after this, a much
slower steady rate of silica dissolved from 30 to 180 days. Cuadros and Linares stated that this phenomenon
could be attributed to two stages of dissolution. Firstly, that non crystalline siliceous phases, cristobalite,
plagioclase, quartz and smectite are rapidly dissolved within the first 30 days. The second stage is attributed
to silica dissolved as a result of smectite to illite transformation. However, the amount of clay used in their
studies (5 grams to 25 mL solution) is much higher compared to conditions in this study.

The amount of silica in the system is directly correlated with the water to rock ratio in the reaction and has
been shown to alter the reactivity of the system (Howard and Roy, 1985; Whitney, 1990; Cuadros and
Linares, 1996). However, only a select number of experimental endeavors vary this ratio or analyzed
solution concentrations to fully examine the effect. Also, most studies, previously mentioned, use a small
liquid to solid ratio, meaning there is a large amount of silica in the system, which could be inhibiting
certain processes from occurring for full transformation.
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This study focuses primarily on expanding the current knowledge about the following variables influencing
the rate and extent of illitization: initial clay composition of starting smectite materials, variation of the
interlayer cation within the smectite structure, and variation of silica content (liquid to clay ratio) and
solution chemistry of reactor fluid. Length of reaction time was varied and two types of reactor fluid were
used, thereby aiding in the determination of the driving factors that illicit the physicochemical changes
needed for illitization and certain conditions to achieve complete illitization.

12.2 Experimental Approach

Sample Preparation: To relate to bentonite material, the sodium form smectite (SWy-2) from the Clay
Minerals Society Source Clays was chosen as a starting material to conduct illitization studies. The clay
was first crushed by mortar and pestle, and sieved to obtain less than 75um particle size fractions (#200
sieve). To further remove impurities, less than 2 pm clay particles were obtained from suspension after
settling of the 75 um size for 23.3 hours in a 1000 mL graduated cylinder with deionized water (100 solid
to liquid loading up to 30 cm) . After carefully pouring off the supernatant, the less than 2 pm settled
portion is collected, dried at 60°C, and crushed again via mortar and pestle. A potassium rich environment
was desired to facilitate ideal conditions for conversion. Therefore, the 2 um SWy-2 Na-form was also
cation exchanged with 1M KCI to produce the K-form smectite. The cation exchange involved subsequent

saturation with 1M KCl solution, followed by removal of any excess chloride (i.e. no precipitant in AgNO3
solution).
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Figure 12-1: XRD spectra of source clays from the Clay Mineral’s Society, along with potassium
exchanged smectite. Air-dried oriented mounts were made for each and subsequently glycolated (EG).

A compilation of XRD scans, shown in Figure 12-1, from raw source clays such as Wyoming Na-smectite
(SWy-2), discrete illite (IMt-1), illite/smectite 60:40 (ISMt-2) and also SWy-2 clay exchanged with 1M
KCl to replace interlayer Na-cations with K-cations, resulting in K-form smectite. The curves are arranged
in a manner to distinguish the differences in d-spacings and peak responses of each untreated clay type,
going from smectite to illite. The responses of each clay type are comparable to those in other literature
(Moore and Reynolds, 1997; Cuadros and Linares, 1996; Roaldset et. al, 1998; Ferrage et. al, 2011), where
illite experiences little to no swelling upon glycolation, and smectite samples swell, shifting the 001 peak
to a lower °2-0 or higher d-spacing. The identification of smectite can also be accomplished via saturation
of the clay with K and subsequent heating to 300C; it will produce an XRD spectra akin to illite. Although,
the clay wasn’t heated to 300C after saturation with KCI in these studies, it is observable that the air-dried
“K-Form Smectite” produces an XRD spectra that is similar to that of illite, with a 001 reflection at ~10.4
A (Moore and Reynolds, 1997). This shift is a distinguishable feature between K-smectite and Na-smectite.
Also typical to other data, the illite/smectite (ISMt-2) response shows the characteristic double reflection
after glycolation between 5-10° 2-8, which is important for identification of mixed layer clays going
forward.
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Thermal Alteration Experiments: The reactor liquid to solid clay ratio is known to affect illitization rates,
and yet has only marginally been focused on in previous studies. Therefore, the approach in this study was
to alter liquid to solid ratios reacted within 200 mL acid digestion Parr Vessels, thereby examining if there
is a critical point for conversion. Due to maximum temperatures that can be seen in repository settings
(Zheng et al., 2017), 200°C was chosen for our reactions. In order to mitigate potential hazards by using
the Parr Vessel reactors, liquid volumes were limited to 150 mL. To determine the most ideal mass of clay
for conversion, the amount of smectite needed to convert to 1 mole of illite was calculated based on their
respective stoichiometric equations and the solubility of SiO at 200°C. The optimal amount of smectite
calculated in volumes of 150 mL was 0.169g, yielding a liquid to solid ratio of approximately 1000.
Subsequent loadings of 500 and 100 were used to compare conversion rates. Additionally, time scales of
7 days were used for all loadings, where longer periods of 14, 56, and 112 days were used for the ideal
1000 loading case. Reactor fluid consisted of 1M KCI and water to determine the result of a potassium rich
environment.

Table 12-15: List of reacted samples and corresponding conditions.
Clay Type Solution | Loading | Time (days) | Naming Convention
100 7 Na-100-KCl1-7
500 7 Na-500-KCI-7
IM KCl 7 Na-1000-KCI-7
1000 56 Na-1000-KCI-56
Na-Form Smectite 112 Na-1000-KCI-112
100 7 Na-100-DI-7
DI water 500 7 Na-500-DI-7
7 Na-1000-DI-7
1000
14 Na-1000-DI-14
100 7 K-100-KCI-7
500 K-500-KCI-7
IMKCI K-1000-KCl1-7
1000 56 K-1000-KCI-56
K-Form Smectite 112 K-1000-KCI1-112
100 7 K-100-DI-7
500 7 K-500-DI-7
Dlwater . K-1000-DI-7
1000 14 K-1000-DI-14

Analysis Techniques: After being heated for the allotted time of study, the Parr Vessel reactors were
removed and allowed to cool to room temperature. Once opened, the reactor solution and solid clay particles
were separated. Readings of the solution pH were taken, and the clay particles were rinsed for excess
chloride removal followed by drying in the oven at 60°C. Once dried, the solid portions were weighed and
recorded to calculate the amount of dissolved solids in solution given the starting mass for each reaction.

A Bruker D2 Phaser Desktop X-ray diffraction (XRD) instrument with CuK a radiation was used for the
identification and peak position changes of the crystalline structure to determine extent of conversion after
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reaction. Oriented mounts were made from the reacted clay by adding 0.1 g to 1 mL of a 70:30 water:
ethanol mixture and sonicating for approximately one minute. The solution was transferred, via carefully
pipetting in a circular motion, to a zero-background silicon wafer mount. The wafer was delicately
transferred to a 60°C oven to dry before analyzing on the XRD (2-6 domain from 3-70° at 0.2 second step-
size). Solvation of the dried oriented mounts with ethylene glycol was also performed to determine any
swelling characteristics. The sample was placed on an elevated platform in a chamber saturated with
ethylene glycol vapor, which was then transferred to an oven for 24 hours at 60°C. The sample is
immediately taken to be analyzed on the XRD with identical settings as above.

For elemental analysis of the collected liquid samples, a Perkin Elmer inductively coupled plasma — optimal
emission spectrometer (ICP-OES) Optima8000, equipped with a constant internal standard of 1ppm Sc was
used. Samples reacted in 1M KCI were diluted with 2% nitric acid to factors of 10 for analysis of Fe, Mg,
Na, Ca, Si and Al and 1000 for analysis of K. Samples reacted in deionized water only required a dilution
factor of 10 for all elements.

12.3 Results & Discussion

Figures 12-2 and 12-3 display the reaction products for Na-form and K-form smectite reacted in deionized
(DI) water. These findings are considered a baseline for illitization studies because it gives insight into how
various smectites behave under hydrothermal conditions and specifically how the interlayer cation plays a
role in driving illitization. Apart from a slight variation in degrees-260, the glycolated reaction products are
similar to the starting untreated Na and K-form smectites. There is an observed disparity in air-dried
samples; the 001 reflections appear at higher degrees 2-6 and lower d-spacings as the loading is decreased.
This could possibly be due to the collapse of the interlayers as the smectite is dehydrated. Many illitization
studies have been carried out in the past on the effects of K concentration in solution ([K]) and even focus
on similar starting materials, bentonite, K and Na-smectites, to carry out the reaction (Mosser-Ruck, 2011;
Roaldset et. al, 1998, Ferrage et, al, 2011; Huang et al, 1993; Cuadros and Linares, 1996; Inoue, 1983).
None have emphasized the impact of Na-form and K-form smectite on illitization under hydrothermal
conditions without an added K-source. Whitney and Northop (1988) experimented with Wyoming
bentonites reacted in distilled water and found that temperatures 250°C and above result in a decrease in
expandability. The experiments unique to this paper were run at 200°C. The interlayer, as indicated by the
(001) peak, shows a greater collapse for smaller loadings (100) over larger loadings (1000) for the air-dried
conditions. However, it is apparent that the reaction products still have the ability to swell and expand
through ethylene glycolation (EG). The EG reaction products show a (001) peak shift between 16.7 A to
17.4 A; Na-form reaction products have slightly higher (001) reflections for glycolated samples than K-
form smectite. The (001) reflection measured for the untreated Na-form and K-form EG smectite was
approximately 16.8 and 17.5 A, respectively. The (001) reflections for the reaction products show that there
is slightly less expansivity of K-smectite layers than for untreated K-smectite. The Na-form smectite
reaction products, however, show more expansivity than untreated Na-form smectite due to higher d-
spacing values. There are no findings on the XRD curve that indicate mixed-layer illite/smectite, nor
discrete illite within the reaction products. Therefore, solution chemistry is an important factor in
illitization. Even with an ideal interlayer cation for the starting material (K-form smectite), illitization
requires a higher amount of K" ions present, even in the presence of high temperatures and pressures.
Presented below are the findings for smectite minerals reacted in 1M KCIl.



Spent Fuel Disposition in Crystalline Rocks

July 2020

255

EG

EG

: EG " i
_ ASMTEIA smmah | aorsea SRR, a2 Iiite (IM-1)
Ma-1000-01-7
2
e Na-500-D1-7
17.10410 A
1I7RED A
L BEITTA ~ 563589 A - Na-100-DH-7
16.84183 A
L psgasgp  GARDAZ A 3-3?1?__-& Na-Smectite [ SWy-2)
[ L

10

T L T
20

2Theta (TweThet) WL=1.54080

I
0

Figure 12-2: XRD spectra for Na-smectite (SWy-2) reacted in water for 100, 500 and 1000 solution/clay
ratios. Air-dried oriented mounts were made for each and subsequently glycolated (EG).
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Figures 12-4 and 12-5 are a compilation of XRD scans for Na-Form smectite reacted in 1M KCI. Figure
12-4 shows the influence of solution/clay ratio on illitization. The solution/clay ratios used here are among
the largest of illitization studies found in literature (Mosser-Ruck, 2001; Ferrage et. al, 2011; Huang et al,
1993; Cuadros and Linares, 1996; Kaufhold and Dorhman, 2010; Whitney and Norhthrop, 1988, Howard
and Roy 1985). Inoue et. al 1983 and Roaldset et. al, 1998 both report loadings of ~105 and ~300
respectively. However, no other studies were found to have loadings as high as 1000, which could very
well be the ideal loading for formation of discrete illite under the accompanying conditions. First, it should
be noted that the peak intensities for the untreated Na-Form smectite are much higher than those of the
reaction products. Perhaps this is suggestive of higher water content within the interlayer of the smectite
clay as described in Ho et. al. (2020). There is a dramatic decrease in d-spacing for both the air-dried and
the glycolated samples from 100 to 1000 loadings. The reaction time was initially kept constant across all
loadings, at 7 days’ time. There is a visible shift of the glycolated (001) reflection from 16.8 A (a
characteristic peak for glycolated smectite) for untreated starting material, to 14.5A, 12.6 A and 11.5 A as
solution/clay ratio is increased (100, 500, 1000, respectively). This indicates a decrease in swelling capacity
of the material, more typical characteristic of an illitic clay. The air-dried samples of the reaction products
do in fact show a shift towards 10 A; the reflections are 10.2 A, 10.2 A and 10.4 A respectively from 100
to 1000 loadings. This is reasonable due to 1M KCIl being the solution in which the clay was reacted and,
as reported above, K saturation of smectite can lead to a shift in d-spacing to 10 A, akin to illite (Moore and
Reynolds, 1997).

The parameters in these studies for solution/clay ratio allowed for the identification of the most ideal ratio
for illitization; the 1000 loading case. The factor of reaction time was then varied to determine whether
increasing reaction times would further drive the process of smectite to illite transformation. This study is
consistent with authors mentioned above in regard to reaction time parameters. Figure 12-5 shows the
collection of data for the 1000 loading cases arranged in increasing extent of time. A reaction time of 112
days is attributed with the most minimal shift in the (001) peak; observed to be ~0.21 A post-glycolation.
The XRD responses of reacted clays do not display similar characteristics to the spectra for illite/smectite
(Figure 12-1), suggesting that the mineralogical transformation post-reaction is representative of a material
largely analogous to discrete illite. The XRD results show that there are certain layers within the reaction
product that can expand, like smectite, as seen in EG samples. The air-dried XRD spectra of Na-1000 at 56
days produces a (001) reflection at 10.31 A which is the most similar to that of illite. The (003) peak for
illite can be seen near 4.98 A (Moore and Reynolds, 1997). For all reaction times, the (003) peak position
is shifted, except for the 112-day sample, which is another indication of reduced swelling capabilities and
illitic characteristics. This data suggests that for natural bentonite systems, where Na* ions occupy the
interlayer space of smectite minerals, the reaction smectite undergoes to produce illite is attainable with
high temperatures (200 °C), a solution/clay loading of 1000, the presence of potassium ions (K*) and
reaction times as low as 7 days. It is even more apparent that 112 days of reaction time produces reaction
products that are closest in crystalline spectra to that of pure illite.
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Figure 12-4: XRD spectra for Na-Form Smectite reacted in 1M KCI for 100, 500 and 1000 solution/clay
ratios for duration of 7 days.
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Figure 12-5: XRD spectra for Na-Form Smectite reacted in 1M KCIl for 1000 solution/clay loading for
varying reaction times.
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Figures 12-6 and 12-7 show the XRD results for K-exchanged smectite that was reacted in 1M KCI. Figure
12-6 shows the influence of the solution/clay ratio for a reaction time of 7 days. Once again, similar to the
Na-form smectite, the reaction products show a trend of less expandability as the loading is increased. The
(003) peak of the glycolated samples can also be seen to shift less and tend to get closer to the air-dried
(003) peak as loading is increased. Note that there is a (001) reflection at lower degrees-20 for “K-smectite
(SWy-2)” as opposed to SWy-2 in its natural, Na-Form. This peak is closer to that of illite: 10 A. Once
again, ethylene glycolation exposes the interlayer swelling capabilities of reacted samples, as indicated by
the left peak shift that takes place for the (001) peaks for EG samples. The (001) EG peak, however, repeats
the same trend as shown for the Na-smectite reaction products, the reflection begins to adjust itself closer
to 10.7 A, as the loading and reaction time increase (Figure 12-7); 112 and 56 day samples have a (001)
relection at 10.7 A under EG conditions. The reaction products produced after 112 days also shows an air-
dried (001) reflection at ~10.19 A, which is very close to the raw illite (IMt-1) samples. These studies have
shown that complete illitization is achievable at short reaction times and lower temperatures than have been
studied prior (Ferrage et. al, 2011; Huang et. al, 1993; Mosser-Ruck et. al, 2001; Whitney and Northrop
1988). That K-Form smectite clays shows favorability to produce illite over natural Na-smectite is not
proven by XRD analysis. There seems to be a hairline shift towards illitic XRD spectra for K-smectite EG
conditions compared to Na-smectite, but no dramatic shifts can be concluded. The elements that are
commonly found in nature, such as Na and K in this report, if present as the interlayer cation of bentonite
do not show major difference in the process of illitization.

These results from XRD analysis suggest that the external presence of K* is needed in order to drive
illitization, for a time range spanning 7 to 112 days. K-exchanged smectite does not have enough K" to fully
convert smectite to illite at 200°C. Introducing 1M KClI to the system, does in fact drive illitization for the
loadings identified in this study. It is uncertain, however, as to how much K* or what concentration of K
with be sufficient for complete conversion to take place under the same conditions of solution/clay loading,
temperature and pressure. Solely changing the exchanged interlayer cation to K*does not have a large effect
on illitization when reacted in DI water. However, when reacted in 1M KCI, the interlayer cation is
insignificant on extent of illitization since both types of smectites produce discrete illite, discernible after
as little as 7 days. The reaction products are more similar to illite and do not display characteristics similar
to that of mixed layer illite smectite. However, some of the layers within the clay reaction products still
have the ability to expand and, therefore, may contain some smectite layers intermixed in the clay.
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Figure 12-6: XRD spectra for K-Form Smectite reacted in 1M KCl for 100, 500 and 1000 solution/clay

ratios for a duration of 7 days.
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A major factor influencing illitization is the concentration of silica in the system. With the induction of high
temperatures and pressures to the environment during reaction, the amount of silica dissolved can be
captured in the fluid products. The amount of dissolved silica (Si), measured by ICP, of the reactor fluid
after hydrothermal alterations is shown in Figure 12-8 for cases reacted in 1M KCI.

The results for clay reacted in KCI solution show that the concentration of Si dissolved increases for smaller
loadings. The 1000 case, for the 7-day reaction time, shows the least amount of dissolved silica, while the
100 loading showed the highest concentration of silica dissolved. Furthermore, there is a greater
concentration of silica that is dissolved upon extending reaction time; 56 days of reaction time provides
more time for silica to be released from the smectite as opposed to only 7 days for the 1000 loading.
However, as the reaction time is extended to 112 days for the 1000 loading case there is little disparity of
dissolved silica between 56 and 112 days. Therefore, the length of reaction time reaches a threshold after
which the amount of silica released remains nearly constant. Upon comparison of Na-Form and K-Form
smectite, the amount of dissolved silica for K-Form smectite is shown to surpass that of its counterpart for
100, 500 and 1000 loading cases reacted for 7 days. The amount of dissolved silica is equalized between
the two clay types as the reaction time is extended. The results at 56 days shows that the amount of dissolved
silica is comparable for both forms of smectite; the interlayer cation has does not affect the amount of
dissolved silica between the two clay types after 56 day reaction times. It is important to note that for Illite
(IMt-1/IMt-2), as reported in Martin (1980), “Data Handbook for Clay Minerals and Other Non-metallic
Minerals”, the chemical composition of SiO; within illite is 49.3% and will have less SiO» than smectite
clays (62.9%).
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Figure 12-8: Dissolved silica concentration (ppm) obtained from solution after reaction. A. Loading vs.
dissolved silica concentration for all samples reacted in 1M KCl over various durations. B. Samples
reacted in 1M KCl for a duration of 7 days with various loadings. C. Dissolved silica concentration over
time for samples of 1000 loading case with 1M KCI.
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12.4 Conclusion

In order to accurately predict engineered barrier functions for heat generating nuclear waste, illitization
experiments were conducted to explore the effects of clay loading in the system, the role of potassium,
either as an interlayer cation or within the surrounding solution, and extended durations on transformation.
The results indicate transformation can happen rather fast, within 7 days, under the appropriate conditions
(1M KCI and 1000 loading) regardless of the stable interlayer cation typically found in nature (i.e., Na or
K). Contrary to other studies, there does not appear to be an intermediate mixed-layer clay step of
illite/smectite, as shown by XRD spectra. The results also do not precisely follow any previously proposed
mechanisms found in literature, which may indicate a new mechanism and/or additional experimental work
needed. Further studies will incorporate various temperature conditions and altering the concentration of
the KCl solution. Additionally, the integration of elements not found in natural soil systems, but introduced
through human processes, such as Cs* and NH4" ions, will be investigated.
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13. SUMMARY AND PERSPECTIES

Significant progress has been made in FY20 in both experimental and modeling arenas in evaluation of
used fuel disposal in crystalline rocks, especially in model demonstration using field data obtained from
international collaborations. The work covers a wide range of research topics identified in the R&D plan.
The major accomplishments are summarized below:

Discrete Fracture Network Development: Many model-based studies assume fractures to be smooth
planes. However, real-world fractures are known to have rough surface asperities. We accounted for
fracture roughness by assuming textures with different connectivity structure and investigate how this
impacts transport behavior. We demonstrated that this type of fracture roughness could control
important features of flow and waterborne mass transport. We also investigated the relative impact of
advective transport compared to retention due to matrix diffusion. Flow and solute transport through
low-permeability fractured media at short time scales is generally determined by fractures and the
interconnected networks that they form. However, at longer time scales, matrix diffusion, where solutes
are exchanged between flowing regions (fractures) and non-flowing regions (matrix) via molecular
diffusion, also influences solute transport. A long-standing question in this area of research is the
relative impact of matrix diffusion on power-law scaling in the tails of the solute transport breakthrough
curve, which are observed in field and laboratory experiments. While classical theory requires that
matrix diffusion produces a decay rate of time t*2, deviations have also been observed. We address this
question through the development of a new theory that elucidates how interactions between two critical
physical processes (advection and matrix diffusion) can produce either the classical -3/2 decay rate or
alternative decay rates based on two dimensionless parameters. Our theoretical predictions were
validated against particle tracking simulations using a high-fidelity three-dimensional discrete fracture
network simulator.

Understanding bentonite swelling behaviors and colloid stability: We addressed uncertainties related
to bentonite behavior under disturbances, such as high temperature or swelling induced by changes in
groundwater ionic strength and to understand the implications for colloid-facilitated transport of
radionuclides. Column experiments were designed to test the effects of temperature on bentonite
mineralogy and electrochemical properties. In the first experiment, bentonite spiked with '*’Cs was
heated for 2 weeks at 200°C prior to making a dilute colloid solution to inject through a series of
analcime columns. Another experiment involved injecting a similar colloid solution through a
granodiorite column heated in-situ to 200°C. The results suggest that morphological and mineralogical
changes to the bentonite occur, potentially increasing its sorption capacity. By contrast, elevated
temperatures also reduce the repulsive force between colloids, lowering their stability. The colloid
concentration of the solution eluting through the columns heated to 200°C dropped by roughly half,
indicating that colloids are less stable at high temperature. The zeta potential and average diameter of
the colloids, however, showed minimal changes from the increased temperature. A new method was
also developed to quantify the anisotropy of bentonite swelling in order to inform bentonite swelling
and erosion models. Solutions of variable ionic strength were introduced to pressed bentonite pellets,
and images were taken over time through a microscope. The swelling rate and circularity were
quantified at set time steps to relate anisotropy to swelling rate as predicted by simulations.
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e  Rock testing capability development: We have developed a high pressure (up to 10,000 psi), high
temperature (up to 200°C) triaxial loading system to enable long-term (days to months) laboratory
experiments of flow simultaneously on multiple core samples under temperature, mechanical, and
chemically controlled conditions. We also used the system for permeability measurements of granite
samples obtained from the Grimsel Underground Research Laboratory.

o [n-situ evaluation of transmissive fractures: Lawrence Berkeley National Laboratory (LBNL)
conducted in-situ transmissive fracture testing in collaboration with the Collisional Orogeny in the
Scandinavian Caledonides (COSC) scientific team. The research activities were conducted using the
COSC-1 borehole as a testbed to evaluate the hydrology of a crystalline basement environment. This
research is aimed at providing insights on the problem of nuclear waste disposal in crystalline
formations. In June of 2019, the LBNL team deployed a unique borehole monitoring tool, called Step-
rate Injection Method for Fracture In-situ Properties (SIMFIP), to measure real-time 3D mechanical
deformation of rock within three intervals of the COSC-1 borehole. The following field tests were
carried out: pressure buildup tests, pressure falloff tests, and constant flow rate tests for each of the
three intervals. Two approaches were used to evaluate the stress conditions: an inversion of the
displacement data, and a fully coupled numerical simulation of fracture stimulation and fluid flow using
the distinct element code 3DEC. These analyses provided insights into the stress state for the borehole
intervals, as well as how the fractures responded to hydraulic stimulation. Laboratory and modeling
investigations were conducted on COSC-1 core samples that correspond with the borehole intervals
tested in the field.

o Model validation for fluid flow and transport in fractured rocks: Updated modeling analyses were
conducted on DECOVALEX Task C inflow and recovery simulations. The inflow simulations included
a study of boundary conditions related to domain size by comparing inflow results for the base case
domain (200 m x 300 m x 200 m) with that of a much larger domain (1386 m x 1486 m x 806 m). The
comparisons were done for all ten fracture realizations. Pressure distribution simulation results for one
of the realizations show that the site-scale domain exhibited boundary effects while the larger domain
had no such effects. As a result, the inflow results for the 10 realizations using the larger domain show
significantly reduced values compared to the base case domain. Thus, the inflow is better predicted
with the larger domain. Updated simulations were also conducted to model water-filling of the plugged
CTD and resulting pressure recovery. For the analysis the base case domain with domain size of 200
m x 300 m x 200 m was used. The 10 upscaled fracture realizations were used to provide permeability
and porosity distributions. Simulation results were compared with project experimental data. The
results show that pressure predictions of many of the 10 realizations closely match the experimental
data at the observation points in 12MI33. Reasonable results were also obtained for predictions of
chloride concentrations at most of the observation points. For this study upscaling of DFN to a
continuum grid was conducted using the Oda method. The Oda method is an efficient geometric method
to calculate grid block permeability without the use of flow simulations. However, it relies on well-
connected fracture networks and thus tends to over-predict grid block permeability. In this work the
Oda method was used to study the effect of grid block size on flow and transport. Simulations have
shown that results are highly dependent on grid lock size.

o Fuel Matrix Degradation Model Parameterization: Electrochemical experiments were conducted to
quantify the corrosion rates of the four most abundant alloys that make up the internal components of
a typical spent fuel waste package (316 stainless steel, carbon steel, and aluminum alloy and Zircaloy-
4) at several pH values and chloride concentrations. These rates were used to determine the amount of
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hydrogen gas generated during anoxic corrosion and to parameterize a prototype in-package chemistry
(IPC) model that has been integrated with the fuel matrix degradation (FMD) model. The combined
model provides spent fuel degradation rates over a range of Eh, pH and chemical conditions relevant
for argillite and crystalline rock repository environments. This combined model was developed by
coupling the FMD model with the reactive transport code X1t, which is a module within the
Geochemist’s Workbench (GWB) software package. The reactive transport model was used to calculate
the amount of H, produced and accumulated within a breached waste package due to the corrosion of
stainless steel, carbon steel, aluminum alloys and Zircaloy based on the corrosion rates measured in the
experiments. The environmental dependencies of in-package alloy corrosion rates must be taken into
account in the FMD model to represent the range of conditions that can occur in a breached waste
package. Instantaneous alloy corrosion rates and environmental dependencies (Eh, pH, CI, T) are
needed to calculate the spent fuel degradation rates used to define the radionuclide source term in a
repository system performance assessment. The electrochemical measurements of alloy corrosion rates
provide values and dependencies on T, Eh, pH, and Cl~ conditions that are needed for source term
model parameterization and validation for carbon steel and aluminum alloy, which corrode actively,
and for 316 stainless steel and Zircaly-4, which passivate.

o Waste package material development: Corrosion-resistant waste packages constitute a key component
of a multiple barrier system for waste isolation. Metallic copper has been proposed as an outer layer
material for a waste package. However, a concern has been raised regarding potential copper corrosion
induced by hydrogen sulfides in a reducing disposal environment. We here demonstrate that lead/lead-
alloy materials could be an excellent alternative material for waste package outer layers, owing to their
corrosion resistance (especially to hydrogen sulfide attack) and radiation-shielding capability. Our
long-term corrosion experiments show that lead is passivated by its corrosion products, cerussite
(PbCOs3) and tarnowitzite (Ca,Pb)COs, in carbonate-bearing groundwaters, because of the formation of
a dense surface layer of corrosion products and the low solubility of the corrosion products. With its
low solubility (<10°° mol kg ), cerussite is more favored to form over galena (PbS) in a typical disposal
environment; thus, the issue of sulfide-induced metal corrosion as related to copper can be completely
eliminated. If needed, the carbonate concentration in a repository can be conditioned with carbonate
materials such as calcite or hydromagnesite to ensure cerussite precipitation. Furthermore, using
lead/lead alloy will provide excellent radiation shielding for waste package transportation and
repository operation.

o FEnhancement of bentonite thermal conductivity: In high-level radioactive waste disposal, a heat-
generating waste canister is generally encased with a layer of bentonite-based buffer material acting as
an engineered barrier to limit water percolation and radionuclide release. The low thermal conductivity
of bentonite (~ 0.5 W/mK) combined with a high thermal loading waste package may result in a high
surface temperature on the package that can potentially impact the structural integrity of the package
itself as well as the surrounding buffer material. We showed that the thermal conductivity of bentonite
could be effectively enhanced by embedding copper meshes across the buffer layer to form fully
connected high heat conduction pathways. A simple calculation based on Rayleigh’s model indicates
that a thermal conductivity value of 5 W/mK required for effective heat dissipation can be achieved
simply by adding ~ 1 v % of copper meshes into bentonite. As a result, the peak surface temperature
on a large waste package such as a dual-purpose canister can be reduced by up to 300 °C, thus
significantly reducing the surface storage time for waste cooling and therefore the overall cost for direct
disposal of such waste packages. Because of the ensured full thermal percolation across the buffer
layer, copper meshes turn out to be much more effective than any other materials currently suggested
(such as graphene or graphite) in enhancing thermal conductivity of buffer material. Furthermore, the
embedded copper meshes will help reinforce the mechanical strength of the buffer material, thus
preventing the material from a potential erosion by an intrusion of dilute groundwater.
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o Understanding radionuclide incorporation into corrosion products: The incorporation of radionuclides
into corrosion phases may limit the rate of radionuclide release by sequestering a portion of the
radionuclide source term. We performed a literature review on Se and Tc interactions with various Fe
minerals to identify the most critical radionuclides and data gaps associated with radionuclide
interaction with corrosion products. We synthesized ferrihydrite with various amounts of Pu(IV) (3000,
1000 and 400 ppm) following either a coprecipitation or sorption process and then subsequently used
this material to crystallize goethite. We performed extended x-ray absorption fine structure (EXAFS)
spectroscopy, transmission electron microscopy (TEM) and acid leaching analysis to elucidate the
nature of plutonium association with ferrihydrite and goethite. Our results show that variations in
synthetic routes have impacts on the nature of Pu associated with both the ferrihydrite precursor and
the ferrihydrite recrystallization product (goethite). When a Pu containing solution is added to a
ferrihydrite mineral (sorption route), a fraction of the Pu precipitates as PuO» nanoparticles and the
remaining Pu fraction forms a complex on the mineral surface. After hydrothermal alteration to
goethite, the PuO,-like nanoparticles are preserved while a fraction of Pu is still present as a surface
adsorbed species on the goethite mineral surface. There is evidence that this adsorbed species is more
weakly bound to goethite than to ferrihydrite, as evidenced by a decrease in the number of Pu-Fe
scatters identified in the respective sample. This observation suggests that Pu adsorbed to ferrihydrite
may be mobilized during the recrystallization processes. The analysis of the supernatant after
hydrothermal alteration of ferrihydrite to goethite showed a small increase in Pu concentration
confirming that some Pu re-mobilization occurs during the mineral recrystallization process. However,
when ferrihydrite is precipitated directly from a solution containing Fe and Pu (coprecipitation route),
no PuO,-like nanoparticles are observed. Although it is difficult to identify the exact nature of Pu in the
sample due to a high degree of disorder, there is evidence that Pu is strongly bound to the ferrihydrite
solids through a combination of adsorption and/or coprecipitation as evidenced by the high number of
Pu-Fe scatters. A fraction of Pu could coprecipitate with ferrihydrite and/or form a polynuclear inner
sphere complex. The EXAFS data show that the Pu binding site changes significantly during
ferrihydrite recrystallization to goethite, indicating that Pu is mobilized during hydrothermal alteration.
However, only a small fraction of Pu in the highest Pu concentration sample is remobilized to form
PuOs,. In the lower concentration goethite samples Pu is strongly sorbed (either coprecipitated and/or
adsorbed as inner sphere complex) to the goethite as evidenced by the high number of Pu-Fe scatters,
and PuO: is not observed. The acid leaching results support this conclusion by showing that less Pu is
accessible to leaching in goethite formed via coprecipitation process, compared to the goethite formed
via the sorption process. These observations confirm that that the nature of Pu associated with the
mineral will affects the leachability of Pu from the solids. In addition, Pu-doped magnetite was
synthesized to study in an anaerobic glovebox to study the coprecipitation of magnetite with plutonium.
Analysis of the supernatant after 30 days of oxidation experiments showed that less than 1% Pu is
released to solution during 30 days oxidation, suggesting that Pu associates strongly to magnetite and
is retained upon exposure to oxidative conditions.

o Thermodynamic database development and international collaboration: In FY20, we focused on our
long-term commitment to engaging our partners in international nuclear waste repository research. This
includes participation in the Nuclear Energy Agency Thermochemical Database Project,
thermodynamic database collaborations, and surface complexation model international collaborations.
Work is in progress to produce a software tool to add new species and to produce enhanced data files
for reactive transport codes relevant to the SFWST Generic Disposal System Assessment (GDSA)
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efforts. The tool is built around the SUPCRT data base as amended by Chen Zhu and co-workers
(SUPCRTBL). The code is meant to be used by someone wanting to add new data to SUPCRT and
ensure that it is internally consistent with the existing data. The code will produce a new version of the
data file needed to run any of several reactive transport codes. Currently we plan to produce files for
PHREEQC, EQ3/6, and GWB. Additional file configurations can be readily added to support the
GDSA efforts. Furthermore, our code can readily be modified to use data files other than SUCPRT as
the starting database. In particular, this code will be applicable to the modified SUPCRT code under
development in the Argillite work package and for use in the US SFWST Generic Disposal System
Assessment (GDSA) efforts. A key goal is to facilitate the integration of US SFWST thermodynamic
database development with international thermodynamic database compilations (e.g. the NEA-TDB
radiochemical thermodynamic data).

o Understanding smectite-to-illite transformation. In order to predict how well a bentonite barrier will
function over time at repository relevant temperatures for heat generating waste, it is important to
understand thermal alteration effects on smectite, a main constituent of bentonite. One type of thermal
alteration is the conversion of smectite to illite (illitization) when exposed to elevated temperatures and
a sufficient amount of potassium ions, thereby weakening barrier functions. Laboratory studies have
tried to reproduce the transformation under a wide variety of conditions. However, the conditions were
based on efforts to replicate natural earth processes. To facilitate the conversion of smectite to illite,
illitization experiments on less than 2 pm fractions of Na-rich and K-exchanged smectite clay were
performed within hydrothermal reaction vessels over one-week, two-week, two-month, and four-month
timescales. The clay was exposed to hydrothermal conditions with various liquid to solid ratios at
200°C. Multiple analysis techniques were used to characterize the altered clay and identify extent of
conversion, including XRD, XRF, surface area, and morphology changes by SEM; this section reports
findings solely provided by XRD. The pore-water chemistry was also analyzed by ICP-OES to detect
any dissolved products such as silica content. Results suggest the conversion rate is relatively fast and
is dependent not only on the amount of K, but also dissolved silica concentration related to total solid
in solution (liquid to solid ratio).

In the next five years, the disposal research will continue to focus on process model development and model
implementation in a GDSA framework for different generic reference cases. At the end of the five years, it
is anticipated that a GDSA model developed will contain a sufficiently detailed representation of relevant
process models and thus can be used for sensitivity analyses and programmatic prioritization.

The crystalline R&D thrust area has a significant focus on opportunities to improve model representations
of the most significant processes to repository performance. Buffer erosion is a good example of an instance
in which a new mechanistic representation can be developed, building on work that has already been done
in Europe. Hydrologic properties of the EDZ represent another opportunity for improved representation.
Flow and transport in fractures, including matrix diffusion, are an ongoing focus. Overall, modeling a
repository in crystalline rocks involves more issues than other rock types, so there is a continued need for
more crystalline R&D activities over the next five years.

Crystalline R&D thrust areas cover a wide range of topics. Primary among these is the continued
development of a crystalline media model that can be input to the GDSA PA system framework. In the
near-term, i.e. the next two years, model development associated with this activity will be aimed at
providing a minimal set of process models and model feeds to the GDSA PA. Modeling of fluid flow and
transport in fractured crystalline media will continue to be a thrust area in the next five years. We will
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continue to focus on model capability demonstrations using actual field data obtained from international
collaborations. Systematic investigations of the potential effects of fracture geometry and distribution on
fracture connectivity and hydrologic permeability will continue. Potential implications to site selection and
characterization will be explored over the next five years.

The interaction between the crystalline host rock and the EBS has been an important research thrust in the
crystalline area and will continue to be so in the coming five years. Engineered buffer materials in the EBS
are an important component for waste isolation in a crystalline repository. The performance of various
candidate buffer materials under a range of disposal conditions will be investigated over the next five years.
The development of a new generation of buffer materials that can be tailored to various disposal
environments for effective waste isolation is a significant thrust. Molecular modeling and experimental
testing will be used to understand radionuclide interactions with newly developed buffer materials or
corrosion products of EBS components. The aim of this modeling is the development of a continuum model
used to simulate fluid flow and transport in the EBS as materials degrade. Such a model will be used to
evaluate the efficacy of new buffer materials and EBS design options.

International collaborations have been, and will continue to be, a significant aspect of the crystalline
research area over the next five years. These activities include continued participation in DECOVALEX
as well as other international geologic disposal research programs. Collating and analyzing data from
international URL’s will be a continued activity in the crystalline area over the next five years.



