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General Visualization with ParaView



ParaView Usage: Around the World

ZSU23-4 Russian Anti-Aircraft planar wave. 2.5 billion 
cells, US Army Research Laboratory

Analysis of the "ELAC" two-stage-to-orbit space system and an analysis of 3D unsteady 
free surface flows in PELTON turbines, Swiss Supercomputing Center (CSCS). 
Sandia and CSCS recently authored two joint papers.

CFD group at NACAD/COPPE/UFRJ, 
Rio de Janeiro, Brazil

DNS simulation of a planar jet. Vorticity norm colored 
by positive Q criterion. LASEF/IST, Lisboa, Portugal



ParaView used World Wide
DOE

INEEL: Idaho National Engineering and 
Environmental Laboratory 

KAPL: Knolls Atomic Power Lab 

LANL : Los Alamos National Lab. 

LBNL : Lawrence Berkeley National Lab 

National Energy Technology Laboratory 

Pittsburgh Supercomputing Center 

PNNL: Pacific Northwest National Laboratory 

SNL: Sandia National Laboratories 

DOD

ARL: Army Research labs 

ERDC: Engineer Research and Development 
Center 

MSRC : US Army Research Laboratory Major 
Shared Resource Center 

NAVO: Naval Oceanographic Office 

Notable

AWE: Atomic Weapons Establishment in UK 

CSCS: Swiss National Supercomputer Center 

Other
Stanford Linear Accelerator Center
Mirarco - Mining Innovation 
EDF - Electricity de France 
Alabama A&M University 
Australian Centre for Field Robotics, Univ Of Sydney 
Chalmers UoT (Sweden) 
Charité 
CNRS Centrale Paris 
Curtin Univ. of Technology Sarawak Campus 
Delft University of Technology 
EPFL : Ecole Polytechnique Federal de Lausanne 
ETH : Swiss Federal Institute of Technology, Zurich 
Federal University of Rio de Janeiro 
Golder Associates Ltd. 
Goodyear 
Indiana University 
Lone Wolf Bioscience 
Manchester Metropolitan University 
Mario Negri Institute 
FhG-IWM : The Fraunhofer Institute for Mechanics of Materials IWM 
Centre for Biomedical Image Analysis, Faculty of Informatics Brno, Czech Republic 
INRIA : French National Institute for Research in Computer Science and Control 
Laboratoire de Mécanique des Fluides et d'Acoustique - Ecole Centrale de Lyon - France 
LME: Laboratoire de Mécanique et d'Energétique (LME), Université de Valenciennes 
ONERA: Office National d'Études et de Recherches Aérospatiales (France) 
UT (University of Texas) Southwestern Medical Center 
Moceon 
National Research Council of Canada 
North West Research Associates, CORA division 
OpenCFD Ltd 
Rolls-Royce 
SRI International 
Rensselaer Polytechnic Institute (RPI) 
University Of Maryland at College Park 
TU (Technische Universität) Darmstadt 
TU (Technische Universität) Hamburg 
UNAM : Universidad Nacional Autónoma de México 
Univ of Manitoba 
Universite Bordeaux 
Université de Liège 
University of Antwerp 
University of Edinburgh, Edinburgh, UK 
University of Jyväskylä 
University of Pau - France 
University of Texas 
University of Toulouse 



ParaView Usage: Large Scale Visualization



ParaView Usage: Scripting, Client Side
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ParaView Usage: Scripting, Server Side
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ParaView Usage: Scripting Scalability

http://www.paraview.org/


ParaView Usage:
Large Data Fragmentation Analysis



ParaView Usage:
Large Data Fragmentation Analysis



ParaView Availability

• Free to download and use (www.paraview.org).

• Cross platform.

– Windows, Mac OS X, Unix (Linux, AIX, HP, Sun, 
IRIX, …).

• Parallel Processing Servers.

– Linux-based clusters (with and without GPU).

– BlueGene/L.

– Cray XT3 (RedStorm) (batch processing only).

– ASC Purple.



Future Work: InfoVis



Future Work: InfoVis

Cedilnik, et al., “Integration of Information and Volume Visualization for Analysis of Cell Lineage and Gene Expression during 
Embryogenesis”, VDA (2008) , January 2008.



Future Work: InfoVis



Future Work: I/O Dominating Factor
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Future Work: 
Latency Tolerant Remote Rendering
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Future Work: I/O Dominating Factor
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