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Data-Intensive Applications: Storage is the Bottleneck

Parallel Transaction Manager

» Storage-Intensive Supercomputing (SISC) at LLNL PCI Express x4
« System architectures for applications with massive datasets (1 GBls)
* New technologies: processing elements, networks, and storage

* NAND-Flash storage in high-performance computing LR 2
* Flash chips have great potential e
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Block Transfer

* Task

» Access different blocks of data on disk

» Sequential and Random, Reads and Writes
« Caveats

» Access patterns picked to minimize overlap and caching

* Approach
» Multiple threads issue requests as fast as possible
« Bandwidth reported as an aggregate

* Observations

» Sequential reads work best with one thread for both devices

» Threading improves ioDrive’s random reads

« ioDrive’s dip at 256 KB is due to its internal block size

* Speed comparison (Peak Performance)
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ding Opportunities in High-Performance Flash-Memory Storage
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Sequential Reads
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Aggregate Bandwidth (MB/s)
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—&— ioDrive - 2 Threads
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Random Reads
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—e—ioDrive - 1 Thread
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Aggregate Bandwidth (MB/s)

* 100x better access tlme_s, 10x better bandwujth — — — — . e 68& ol
* However, few commercial products have delivered performance SeqRead 125 MB/s 683 MB/s 5 g o
SeqWrite 139 MB/s 661 MB/s 4x 0 05l szeenes §32707 | ‘ 0 P AT Y - PPV PET - LLL ki
] ] . ] ] RandRead 34 MB/s 580 MB/s 17x 100 1,000 10,000 100,000 1,000,000 10,000,000 100 1,000 10,000 100,000 1,000,000 10,000,000
¢ EXCeptIOn FUSIOn-IO S IODFIVG Multiple NAND-Flash Banks RandWrite 46 MB/s 658 MB/s 14x Burst Size (B) Burst Size (B)
* PCle x4 card with 80-320 GB of flash Anatomy of a Flash-Memory Storage Device
* Theoretical read speed of 700 MB/s In 2007, Fusion-io delivered its first PCle prototype for a NAND-Flash storage device. - : t of Thread ] t of Workload
o . . This prototype (above) employed 16 parallel flash chips, a hardware controller, and a mpact o reads mpact o OrKioa
Hardware allows many IOPs to be in-flight concurrently o O 8 oo e k-Nearest NElgthrS - o0
performance by expanding the number of parallel flash chip pads to 20 and « Task SATA RAID - 1 Thread
improving the speed and capabilities of the hardware controller. - Find k training vectors in a large file 140 | :i : ggﬁ Eﬁ:g im:zgz o
that are the most similar to an input vector ~ } soo || T SATARAID - 32 Vectors per Pass o oo e, o
* Caveats —e— ioDrive - 32 Vectors per Pass ’ 120 | —e— ioDrive - 4 Threads '
.A:ps/ll‘zitcrr(‘aad all training vectors % N e %00
- - - - m - » Use multiple threads that operate on £ 150 ’ £
Investigating Threading Opportunities with Flash Memory difrent portons of training vector i p oo . o
- Combine threads’ results after all complete 0 o a
-  Process multiple input vectors at a time 100 ’ e
_ _ _ _ ' ] o ] ]  Observations - o . 60
* Observation: Increasing simultaneous IOPs improves performance Fusion-io ioDrive (production) - Purely streaming I/O behavior & &
e it f what tf hard dri » Threading helps ioDrive but hurts SATA RAID 40 |
pPposite Of wnat we expect Irom har rves » Transitions from I/O-bound to Compute-bound workload 50 |
* Due to flash memory packaging: chip is actually a die stack *Speed comparison (Peak Performance) - 20 |
Test SATA RAID ioDrive Speedup
_ _ _ 16 inputs per pass 66 s 21s 3x 0 ‘ ‘ ‘ ‘ ‘ 0 ‘ ‘
* Implemented a set of /O microbenchmarks to investigate S2inputs perpass | 73 25 > (UL UL U L tooz 4 8 1e 3z
_ _ o umber of Threads Input Vectors per Pass
» Threaded with mixed /O characteristics
 Vector-based computations (32 components, single-precision floating point) _
» Currently: Block transfer, kNN, external sort, binary search, k-means External Sort . Impact of Threads Impact of Buffer Size
: 450
* Task Single B -
" " « Sortal file of t nsorte 400 AT O
» Compare threading performance between flash and hard drives Cavente 0o PLYEERI e oo | —o- SATARAID o R S TR
» Dual quad-core CPUs (2.33MHz Intel E5345s) + File is larger than main memory —eioone / 550 |
» Fixed amount of buffer space available /
e 2 GB of memory * Approach 2 // e e gﬂﬁ Eﬁ:g:gngs
o - in i i « Many threads quick sort different regions of input L L 2 - &+ - SATA RAID - 4 Threads
One 80 GB FU?SIOH _IO loDrive - Intermediate results written back to disk £ oo 7 g 2% | —e—ioDrive - 1 Thread
 Three SATA drives in software-based RAIDO - Single thread merges all intermediate files together ~ Sorted = i | ::gg:zszmgggz
Three SATA Drives in RAIDO - Observations g ol 3
* Threading degraded SATA RAID performance v = 400 o — — Nogd = os0 |
- ioDrive had best performance with ( Merge Sort ) ==
« Small number of threads (four) Single 100 | —
« Small buffer size (256 MB) S:_rlted 200 | _
* Speed comparison (Peak Performance) " \ _,/‘/' 50 |
Results: Threading can Improve Flash Memory Performance o « o : + + +
Total Time 361 s 81s 4x 1 2 4 8 16 32 256 °12 768 1024
Number of Threads Total Buffer Size (MB)
* Threading can improve performance when using flash-memory storage
« Small number of threads allows hardware to overlap transactions B. S h Impact of Threads
* Performance gain more dramatic with random access patterns "‘lary earcn @ [ - 8,000 P ioDrive Threads
o . . . . 'TaSk ........... freee--q Ee———— 90
Important, given multicore computing environment  ocate input vectors in a large, sorted fle g | o SaTARAD N
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: i~ i ' : : ' « Sorted file is larger than main memory £ 6000 | e
* Fusion-io’s |0Dr|ve IS substantially faste_r than hard drlvg RAID + Requires log(n) vector Comparisons ‘ . — o
* More than an incremental performance gain: 3x for Sequential, >200x Random -Aplpgoactrrr] et ot sttt Andex sk £ 5000 | o o U o | geo |
. . . * |Inaex tnhe sorteda tie at start ime 0 3
* Note: Also possible to make a RAID of ioDrive cards . Use index to minimize disk reads 8 oo | A S|
» Use threads to process multiple inputs at a time a § 30 |
_ _ « Observations Index (128 MB) S 5
 Future directions « Purely random 1/O behavior ] A E 3,000 80-200x g2
. . . . » Threading helps both SATA RAID and ioDri I
 Continue developing microbenchmarks relevqnt to data analy§|s problems ; Threading he ggpe% h SATARAID and ioDrive o 8 o0 | 12
* Focus on improving performance when handling many small files * Speed comparison (Peak Performance) vectors _ 2 P2 4 8 1 %
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« Compare to new flash-memory SATA drives Test SATARAID ioDrive  Speedup e Y
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