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A summary of the accomplishments made during the term of this grant (July 2016 — June
2020) is given below. These accomplishments fall into three main categories: rank-reduced algo-
rithms for parameter-dependent partial-differential equations (PDEs), discretization methods for
parameter-dependent PDEs, and new and efficient solution algorithms for PDEs of various types.
Publications cited in this section are those supported by the grant, listed immediately below.

Rank-reduced algorithms for parameter-dependent PDEs (Publications P2, P4, P5, P9,
P10, P12, P13, P14). This represents the dominant effort of the project. Results include several
studies (P5, P9) demonstrating the utility of multigrid methods for computing low-rank represen-
tations of parameter-dependent solutions to discrete PDEs, including the first proof establishing
textbook convergence properties for low-rank methods. Related work (P4) showed the impact
of spatial discretization on rank-compression strategies for constructing low-rank solutions and
established the capability of low-rank methods for solving nonlinear PDEs (P10). Work in (P12)
showed that low-rank versions of tensor methods can be used to significantly reduce the costs
of solving the time-dependent parameter-dependent Navier-Stokes equations. Results in (P13)
demonstrated that reduced-order models reduce the computational costs of performing Bayesian
analysis of statistical inverse problems. Finally, results in (P2) demonstrated the effectiveness of
empirical interpolation methods for the Navier-Stokes equations and introduced efficient precon-
ditioning strategies for the associated discrete systems.

Impact of discretization strategies in parameter space (P6, P7). Results in (P6) demon-
strated the effectiveness of so-called goal-oriented Petrov-Galerkin methods in enhancing the



utility of reduced-order models by designing strategies for model reduction to match properties
of quantities of interest. Paper (P7) showed that ANOVA methods can be used to determine
effective dimensions in parameter space for problems with inherent anisotropy such as models of
convection-dominated flow.

Efficient algorithms for applications (P1, P3, P8, P11). Several studies (P3, P11, P16) were
concerned with development of new efficient algorithms for models of multiphase flow; results
in (P11) in particular established new robust nonlinear solvers for handling phase transitions.
Publication (P1) developed a new preconditioning strategy for handling Schur complements that
arise from the complex coupling between the Navier—Stokes equations and the Maxwell equations
in models of magnetohydrodynamics. Results in (P8) used ideas from uncertainty quantification
to construct new efficient algorithms for linear stability analysis of dynamical systems.

Support of doctoral students and postdoc (P13, P14, P15, P16, P18). The grant provided
partial support for three students who completed their dissertations during the term of the
grant. After graduating, Kookjin Lee (P14) obtained a postdoc at Sandia National Laboratories
working with Kevin Carlberg. Quan Bui (P15) obtained a postdoctoral appointment at Lawrence
Livermore National Laboratories under the direction of Daniel Osei-Kuffuor. Tengfei Su (P16)
took a position in a financial group at Wells Fargo Bank. Akwum Onwunta (P13, P18) has been
supported as a postdoc since July 2018.
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Mathematics Colloquium, Morgan State University, Oct. 2016.

Mathematics Colloquium, Colorado School of Mines, Dec. 2016.

GAMM Summer School, Berlin, Germany, Sept. 2017.

Center for Computational and Applied Mathematics Colloquium, Purdue University, Jan. 2017.
SIAM Conference on Computational Science and Engineering, Atlanta, GA, Feb. 2017.

Applied and Computational Mathematics Seminar, UC Irvine, May 2017.

Householder Symposium XX, Blacksburg, VA, June 2017.

Workshop on Quantification of Uncertainty: Improving Efficiency and Technology, Trieste, Italy,
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Workshop on Key UQ Methodologies and Motivating Applications, Isaac Newton Institute for
the Mathematical Sciences, University of Cambridge, England, Jan. 2018.
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