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Robust data analysis requires appropriate 
data abstractions and algorithms

Sandia uses semantic graphs and tensors as unifying data abstractions
• Supports rich relationship-centered analysis
• Combines large, heterogeneous data corpora
• Different abstractions support different analytics

• Graph algorithms, discrete math
• Short paths, connection subgraphs, 

subgraph isomorphism

Data
matrix

Data
tensor

Semantic
Graph

• Linear and multilinear algebra, 
statistics/probability

• Ranking, clustering

Matrices & 
Tensors

Real world networks
• Social networks
• Cyber traffic
• etc.

Raw, unstructured text
• Newspaper articles
• Web documents
• etc.
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Best rank-k matrix filters out 
noise and captures “latent” 
information, which improves 

certain data mining tasks
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Examples:

• Latent Semantic Analysis
• Text Analysis (LSI)
• Web search (HITS)
• Clustering

But there may be more useful information in the data!

or



Tucker

New Paradigm:
“Multidimensional Data Mining”

+ + ...

Third dimension offers more 
explanatory power: uncovers new 

latent information and reveals 
subtle relationships

Build a “data array” such that there is
a data matrix for each link type.

DEDICOM

PARAFAC

Multilinear
algebra

Data
matrix

Data
array

Unique data mining capability 
developed at Sandia



Case Study: 
Pattern Analysis in Email Networks
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Figure 1: Number of emails per month in the Enron email graph.

biasing from prolific emailers. Other weightings are possible
as well.

An obvious difficulty in dealing with the Enron corpus
is the lack of information regarding the former employees.
Without access to a corporate directory or organizational
chart at Enron at the time of these emails, it is difficult to
ascertain the validity of our results and assess the perfor-
mance of the DEDICOM model. Other researchers using
the Enron corpus have had this same problem, and informa-
tion on the participants has been collected and slowly made
available.

The Priebe data set [32] provided partial information on
the 184 employees of the small Enron network, which ap-
pears to be based largely on information collected by Shetty
and Adibi [36]. It provides most employees’ position and
business unit. To facilitate a better analysis of the DEDI-
COM results, we collected extra information on the partic-
ipants from the email messages themselves. We searched
for corroborating information of the preexisting data or for
new identification information, such as title, business unit,
or manager to help analyze our results. We also collected
some relevant information posted on the FERC website [9].

5. EXPERIMENTAL RESULTS
In this section we summarize our findings of applying two-

way and three-way DEDICOM on the Enron email network.
Our algorithms were written in MATLAB, using sparse ex-
tensions of the Tensor Toolbox [2].

Table 1 shows the A and R matrices for a single decompo-
sition (p = 3) of the two-way DEDICOM model. The large
adjacency matrix X, showing nonsymmetric relations among
employees at Enron, related by flows of email, is condensed
into a smaller matrix R giving the same kind of asymmetric
relations but among “types” or abstract idealized individ-
uals. In this case, the relations among elements in R are
exchanges of email. The latent components are patterns of
the same kind of flow as among the surface objects, just
abstracted into a “higher level” summary of patterns.

DEDICOM does not actually identify clusters, except in
special circumstances when such clusters happen to exist in
the data as we are partially seeing in the Enron data. The
components or patterns of asymmetric relationships that it
identifies have loadings in A that are continuously-valued,
like factor loadings, rather than discrete cluster membership
assignments.

Here, DEDICOM describes the employees by the different
latent dimensions. The first factor (a1) describes an execu-

tive role that fits many of the top executives. The second
factor (a2) describes a legal role, and the third factor (a3)
describes a pipeline employee.

The R matrices show that most of the communication is
among employees that share the same role, as evidenced by
the large diagonal values in R. We do see some asymmetric
communication. The entries in the lower triangular por-
tion are typically larger than the corresponding transpose
entry in the upper triangular. This suggests that slightly
more communication “flows up” the management chain than
“down.”

As a point of reference, we compute the singular value
decomposition X = UΣV T . Table 1 shows the first three
columns of the left singular vectors (U matrix) and right
singular vectors (V matrix). Because X is nearly symmetric,
the left and right singular vectors are nearly the same. Any
differences between U and V indicate whether the person is
more likely to send mail (U) or receive mail (V).

The SVD solution is somewhat similar to the DEDICOM
model. Many of the same people are identified and weighted
similarly by DEDICOM and SVD. However, there are many
more negative entries in SVD than in DEDICOM. The DEDI-
COM model also provides directional information between
the latent groups in the R matrix that the SVD does not
show.

Table 2 shows the A and R matrices for three instances
(p = 2, 3, 4) of the three-way DEDICOM model. The 2-
dimensional solution groups the employees largely from the
legal department and those executives dealing with govern-
ment and regulatory affairs. The 3-dimensional solution
adds a another role of top executives, and the 4-dimensional
solution includes those from the pipeline business in a fourth
role.

The aggregate communication patterns over the 44 months
among these 2-4 groups is summarized in the R matrix. In
the 2-dimensional solution we see that most of the com-
munication is within each group as evidenced by the large
diagonal elements and small off-diagonal elements. The 3-
dimensional solution shows some communication between
the government/regulatory affairs people and other senior
VP’s (dimensions 2 and 3, respectively). However, the com-
munication is substantially asymmetric in that the r2,3 ele-
ment is larger than r3,2. This indicates that the VP’s were
mostly recipients of messages while the government/regulatory
affairs employees were senders. With the addition of the
pipeline employees in the 4-dimensional solution, we see that
they interact almost exclusively with themselves due to the

Email communications at Enron (1998-2002)

Emails among 184 employees
over 44 months

April

March

January

February

Time series of 
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(data released by U.S. Federal Energy Regulatory Commission)
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Analysis shows employee roles 
and communication patterns
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Figure 2: Scales in D indicate the strength of participation of each group’s communication over time.

derive useful information from any directed graph. New pos-
sibilities include analyzing a network of web traffic between
servers over time or perhaps a web/citation graph, where
edges convey authority among vertices. A third mode enters
when the 2-way data are categorized by time, demographic,
click number, or some other feature of the data.

Finally, we suggest a few extensions to the DEDICOM
model and its application in data mining that we intend to
pursue. First, constrained DEDICOM [23] is an extension
of DEDICOM that has been suggested in the 90’s and pur-
sued more recently. The idea is to put constraints on the
A factors themselves so that the columns of A lie in a pre-
scribed column space. For example, in the email graph, one
might want to impose a constraint on the first column of
A so that it contains only the top executives. Many other
variations are possible. This procedure allows for including
domain knowledge or incorporating human understanding
into the problem. Kiers and Takane [23] offered an algorithm
for handling different subspace constraints on A. More re-
cently, Rocci [33] proposed a new algorithm for fitting any
constrained DEDICOM model.

Second, a nonnegative factorization of DEDICOM, where
A and/or R are nonnegative, would preserve the non-negativity
of the data, which could be desirable in some domains and
applications.

Finally, DEDICOM has been applied to skew-symmetric
data [17] and has yielded some benefits. There might be
ways to apply this technique to semantic graphs as well.
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Case Study:
Discussion Tracking in Email
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Figure 1: Number of emails per month in the Enron email graph.

biasing from prolific emailers. Other weightings are possible
as well.

An obvious difficulty in dealing with the Enron corpus
is the lack of information regarding the former employees.
Without access to a corporate directory or organizational
chart at Enron at the time of these emails, it is difficult to
ascertain the validity of our results and assess the perfor-
mance of the DEDICOM model. Other researchers using
the Enron corpus have had this same problem, and informa-
tion on the participants has been collected and slowly made
available.

The Priebe data set [32] provided partial information on
the 184 employees of the small Enron network, which ap-
pears to be based largely on information collected by Shetty
and Adibi [36]. It provides most employees’ position and
business unit. To facilitate a better analysis of the DEDI-
COM results, we collected extra information on the partic-
ipants from the email messages themselves. We searched
for corroborating information of the preexisting data or for
new identification information, such as title, business unit,
or manager to help analyze our results. We also collected
some relevant information posted on the FERC website [9].

5. EXPERIMENTAL RESULTS
In this section we summarize our findings of applying two-

way and three-way DEDICOM on the Enron email network.
Our algorithms were written in MATLAB, using sparse ex-
tensions of the Tensor Toolbox [2].

Table 1 shows the A and R matrices for a single decompo-
sition (p = 3) of the two-way DEDICOM model. The large
adjacency matrix X, showing nonsymmetric relations among
employees at Enron, related by flows of email, is condensed
into a smaller matrix R giving the same kind of asymmetric
relations but among “types” or abstract idealized individ-
uals. In this case, the relations among elements in R are
exchanges of email. The latent components are patterns of
the same kind of flow as among the surface objects, just
abstracted into a “higher level” summary of patterns.

DEDICOM does not actually identify clusters, except in
special circumstances when such clusters happen to exist in
the data as we are partially seeing in the Enron data. The
components or patterns of asymmetric relationships that it
identifies have loadings in A that are continuously-valued,
like factor loadings, rather than discrete cluster membership
assignments.

Here, DEDICOM describes the employees by the different
latent dimensions. The first factor (a1) describes an execu-

tive role that fits many of the top executives. The second
factor (a2) describes a legal role, and the third factor (a3)
describes a pipeline employee.

The R matrices show that most of the communication is
among employees that share the same role, as evidenced by
the large diagonal values in R. We do see some asymmetric
communication. The entries in the lower triangular por-
tion are typically larger than the corresponding transpose
entry in the upper triangular. This suggests that slightly
more communication “flows up” the management chain than
“down.”

As a point of reference, we compute the singular value
decomposition X = UΣV T . Table 1 shows the first three
columns of the left singular vectors (U matrix) and right
singular vectors (V matrix). Because X is nearly symmetric,
the left and right singular vectors are nearly the same. Any
differences between U and V indicate whether the person is
more likely to send mail (U) or receive mail (V).

The SVD solution is somewhat similar to the DEDICOM
model. Many of the same people are identified and weighted
similarly by DEDICOM and SVD. However, there are many
more negative entries in SVD than in DEDICOM. The DEDI-
COM model also provides directional information between
the latent groups in the R matrix that the SVD does not
show.

Table 2 shows the A and R matrices for three instances
(p = 2, 3, 4) of the three-way DEDICOM model. The 2-
dimensional solution groups the employees largely from the
legal department and those executives dealing with govern-
ment and regulatory affairs. The 3-dimensional solution
adds a another role of top executives, and the 4-dimensional
solution includes those from the pipeline business in a fourth
role.

The aggregate communication patterns over the 44 months
among these 2-4 groups is summarized in the R matrix. In
the 2-dimensional solution we see that most of the com-
munication is within each group as evidenced by the large
diagonal elements and small off-diagonal elements. The 3-
dimensional solution shows some communication between
the government/regulatory affairs people and other senior
VP’s (dimensions 2 and 3, respectively). However, the com-
munication is substantially asymmetric in that the r2,3 ele-
ment is larger than r3,2. This indicates that the VP’s were
mostly recipients of messages while the government/regulatory
affairs employees were senders. With the addition of the
pipeline employees in the 4-dimensional solution, we see that
they interact almost exclusively with themselves due to the

Email communications at Enron (1998-2002)

53,733 messages
from 184 employees
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• Situational awareness
• What can we learn from these email conversations?
- What are the major topics of conversations?
- Who are the major participants?
- When are they taking place?

Sandia

Jo
hn

May 1st

2

Bader, Berry, Browne, Discussion tracking in Enron email 
using PARAFAC, in Survey of Text Mining II, 2008.



Tensor analysis finds unusual activity by 
associating terms with people over time
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Analysis tools for deep packet analysis

• Prototype from the Networks Grand Challenge LDRD
- Network traffic analysis
- Content analysis



Trace Route Analysis

• Analysis requested by Sandiaʼs cyber analysts
• UNIX “traceroute” gives paths through network
- multiple IPs per path
- each path is directional
• Would like to know structure of network and general traffic 

patterns



Trace Route Analysis

• Cluster of similar IPs based on connectivity
- Hard or soft clustering
• Directionality of traffic between clusters
• Analysis may be used to identify “choke points”



Summary of VAST Approach

Our Analysis Goal
Identify unusual patterns in network usage and the associated Source
IP and Destination IP addresses

Treat each network event as a body of information or document
Transform each event into a document of words where each word
is associated with one of:

Source IP
Destination IP
Socket Number
Access Time = {Day of Week, Time of Day}
Packet Size = {Requested, Response }

Source IP Access Date/Time Destination IP Socket Req Size Resp Size
37.170.100.38 01/01/08 09:40 AM 37.170.100.200 80 7063 49591
37.170.100.38 01/01/08 09:43 AM 37.157.76.124 80 5171 434285

· · · · · · · · · · · · · · · · · ·

Source IP Access Time Destination IP Socket Req Size Resp Size Day of Week
SIP3717010038 TM09 DIP37170100200 SKT80 RQs_S RSs_S DOW2
SIP3717010038 TM09 DIP3715776124 SKT80 RQs_XS RSs_M DOW2

· · · · · · · · · · · · · · · · · · · · ·
12

Latent Dirichlet 
Allocation(LDA)

Network events clustered into 100 
groups with non-exclusive membership

• Probabilistic version of a popular 
technique called LSA

• Statistical framework
• Soft clustering

Sandiaʼs statistical techniques have demonstrated 
unique ability to identify patterns and anomalies

(Dave Robinson, 1415)

VAST 2009 Challenge 

Goal:  Identify an insider threat in a cyber environment. 
Data:  Header information from 115,414 network events over 1 month. 
Approach:  Use a probabilistic semantic analysis to identify unusual 
patterns.



VAST Contest Results

LDA - Second Pass

LDA - First Pass • 1st pass LDA: 1160 suspect events
• 2nd pass LDA: 18 events (the 

contest answer)

• By comparison, cyber analysts at 
Sandia narrowed it down to 80 
events in 90 minutes 

• Decision support tool to flag events 
that are not normal

(Dave Robinson, 1415)



Analysis tools for document/text analysis

• Prototype from the Networks Grand Challenge LDRD
- Document clustering
- Entity subgraphs



SNL has developed multilingual text analysis 
to link threats across multiple languages

• “Translate” new documents into a language-independent concept space, 
which is useful for:
• Translation triage (e.g., find all documents related to bomb making)
• Multilingual sentiment analysis
• Ideological classification (e.g., hostile to U.S.)

Afrikaans Estonian Norwegian
Albanian Finnish Persian (Farsi)
Amharic French Polish
Arabic German Portuguese
Aramaic Greek (New Testament) Romani
Armenian Eastern Greek (Modern) Romanian
Armenian Western Hebrew (Old Testament) Russian
Basque Hebrew (Modern) Scots Gaelic
Breton Hungarian Spanish
Chamorro Indonesian Swahili
Chinese (Simplified) Italian Swedish
Chinese (Traditional) Japanese Tagalog
Croatian Korean Thai
Czech Latin Turkish
Danish Latvian Ukrainian
Dutch Lithuanian Vietnamese
English Manx Gaelic Wolof
Esperanto Maori Xhosa

Sandiaʼs database: 54 languages:  99.76 % coverage of web

English
French

Arabic
Spanish



Multilingual
Latent Semantic Analysis

Term-by-verse matrix 
for all languages

terms

Bible verses

English

Spanish

Russian

Arabic

French

Truncated 
SVD

Selected applications:
• Clustered 100k documents of European 

Parliament (working toward 1M 
documents on Red Storm)

• Identified web documents with a hostile 
ideology

term-by-concept
matrix

“Translate” new documents 
into a small number of 
language-independent features

Books of the Bible clustered by 
topic regardless of language



Architectural Challenges

Exploiting specialized 
architectures
– Red Storm for numerics
– Clusters/Workstations for vis and 

interactive control
– Data Warehouse Appliances for 

database functionality

Integrating these systems for 
interactive jobs has never been done

Performance Results: Bible Dataset



Related Analysis Projects 

• Multilingual document analysis and classification
• Uncovering plots buried in text (scenario discovery)
• IP address characterization (trace route analysis)
• Network traffic analysis (cyber, phone)
• Cyber data exfiltration analysis
• Link prediction
• Higher-order web link analysis

Clustering nodes by their activity

Network traffic and content analysis


