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Enriching your data with Lookups and more

SUMMARY:

Lookups, subsearches, macros, and field-actions are awesome!

Here's how you do it...

CHARACTERS:
Kaa and Bart
the cable the user
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Lookups: host1 network problem

)
~ ibwarn: [17841] mad_rpc: _do_madrpc failed; dport (DR path slid O; dlid 0; 0,1,4,4,1,28,10,20)
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Lookups: host1 network problem

ibwarn: [17841] mad_rpc: do_madrpc failed; dport (DR path slid O; dlid 0; 0,1,4,4,1,28,10,20)
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L

vIStep #1: Create lookup file
splunk/etc/system/lookups/ib.csv

™

Configuring a lookup

ibwarn: [17841] mad_rpc: do_madrpc failed; dport (DR path slid O; dlid 0; 0,1,4,4,1,28,10,20)

vIStep #3 : Edit props.conf

J

route, destination
”0,1,4,4,1,28,10,20" host2
"0,1,7,7,1,28,7,36",c2-nem1-b
"0,1,7,7,1,28,7,1,25" oss-scratch24

vIStep #2 : Edit transforms.conf

<

\

[ib]

EXTRACT-route = dlid \d; (?<route>[0-9,]+)

lookup_table = ib route OUTPUT dest

(dest is short for destination)

] {;JStep #4: Reload

(or restart)

[ib]
filename = ib.csv

| extract reload=TRUE

splunk restart
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DR path slid Last 7 days - “

R
|

() 637 matching events ] Save search I Build report
~ Timeline: &3 zoomin & zoomout  Scale: | limear — log 1 bar = 1 hour
60 60
* Tiill L
A wiilln i _li“““l oz — wENNEEEN. l | .-llllllll"“lill-
SatJul 18 SunJul 11 hon Jul 12 TueJul13 Wad Jul 14 Thu Jul1& Fridul 16
2010
11 flelds | Fick fislds [ 637 events in the last 7 days (from 9:00:00 AM July 9 to 9:19:26 AM July 16, 2010)
Selected fizlds (4) A ‘ EH pre 2 3 4 5 5 ¥ 8 9 {0 nexts | Oplions.. Resulis perpage | S0 :_5
dest (34) dest (categorical) |
host (1) failed; dport (DR path slid &; dlid @; @,1,28,4,1,25)
dest is In 100% of results | Show only events with this fiald hilog + | dest=admi? =
source (1) 09 e
sourcetype (1) Report on: iop values by time | top values overall ¢ failed: dport (DR path slid @; dlid @: @,1,28,4,1,25)
Other i ina fields (7 ivlog - lesi=admin2 -
er interesting flelds
é i) Top 10 dests
eventtype (1) c failed; dport {DR path slid @; dlid &; ©,1,28,4,1,25)
index (1) il i % log - | dest=admin2 ~
) : rel135 86 15.071%
linecount (n) (1) E failed; dport (DR path slid @; dlid @; @,1,4,4,1,24)
rs1343 80 14.120% QO L
puncl {g) iwlog - jesi=rsi3s -
r=110 786 12.245% lm“
e (34 . - ;
S S G 8 9.105% [ failed; dport (DR path slid @; dlid @; @,1,28,4,1,25)
splunk_semver (1) iwlog - iesi=adming ~
=116 47 7.378%
timestamp (1) T
=331 40 6:270% M c failed; dport (DR path slid @; dlid e; @,1,4,4,1,24)
All 11 Fields i fi - {egiz -
\ - rs291 38 5.965% m fy.log ieai=rs135
admin2 23 3611% § c failed; dport (DR path slid @; dlid 8; @,1,28,4,1,25)
rs56 21 3297% | fylog - | desi=admin2 -
=1503 17 2.669% . " '
ok i c failed; dport (DR path slid @; dlid e: @,1,4,4,1,24)
Q200 U0 M =L T | U U WL =T L '—.lauumLl|\.rg.l||.l|-ﬂ1.r|rl..\"|:|:|i|;}'.|l.'.lg - lesi=rs135 -
THEMO \x1B[1;31mBAD\x1B[@m: ibwarn: [28@75] mad rpc: _do_madrpc failed; dport (DR path slid @; dlid e; @,1,28,4,1,25)
B:25:08.000 A izadming -~ | sourcetype=ibverfy ~ | source=/adminflogfibfabricverfylog - iesi=admin2 -

Easy as Pie! And just as tasty!
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DR path slid

o
Liald

) 637 matching events

-~ Timeling: €% zoomin & zoom out
&0
20
A
Sat Jul1d
2010
11 flelds | Pick Nields i

Selacied fields ()
dest (34)

host (1)

source (1)

sourcetype (1)

Other interesting fields (7)
eventtype (1)

index (1)

linecount {n) {1)

punct ()

v s AN

Scale: . S linear — log

Sun Jul 11 Mon Jul 12

Tue Jul 13

637 events in the last T days (from 9:00:00 AM July 9 to 9:19:26 AM July 16, 2010)

= pov Rl 2 3 4 5 6 7 8 9 10
dest (categorical)
dest is in 100% of results

Show only events with this field

Report on: lop values by time | top values overall

Top 10 dests

Valua i Y

=135 96 15.071% |
rs1349 80 14.120% [
r=110 78 12.245% 'L”m

Or you could do it the old way:

naxt »

| Oplions...

i

Last 7 days - “
] Save search I Build report

1 bar = 1 hour

60

a0
=ANENEEN. l | .-llIIllnIll“Iill-

Wed Jul 14 Thu Jul15 Fri Jul 16

Resultsperpage 50 =
failed; dport (DR path slid &; dlid @; @,1,28,4,1,25)
iylog - lesi=admin2 -

¢ failed; dport (DR path slid @; dlid @; @,1,28,4,1,25)
ivlog - lesi=admin2 -

c failed; dport (DR path slid @; dlid @; @,1,28,4,1,25)
ivlog - lesi=admin2 -

failed; dport (DR path slid e; dlid @; @,1,4,4,1,24)
fylog - jesi=rs135 -

$ tail -1000 /admin/log/infiniband_errors | grok_ibtrackerrors | grep ‘DR path slid’ | perl —ne ‘{/dlid \d;
([0-9,]+)/; $count{$1}++; END {map {print “$_ Scount{$ }\n"} sort {$b<=>%a} keys %count;}
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DR path slid Last 7 days * “

) 637 matching events ] Save search I Build report
- Tmeline: £% zoomin B8 zoomout  Scale: . limear — Iog 1 bar = 1 hour
60 60
mill .
i | milln 4 _IEIIII|I| L S — =ENBNEEN. l | .-llllllnlll“lill-
Sat Jul1d SunJul 11 hon Jul 12 Tue Jul13 Wod Jul 14 Thu Jul15 Fridul 15
2010
11 flelds | Pick Nislds i 63T events in the last 7 days (from 9:00:00 AM July 9 to 9:19:26 AM July 16, 2010)
Selacted fields (4) ;;f E prE 2 3 4 5 &5 ¥ 8 9 {0 nexts | Options.. Results perpage | 50 :_!
dest (34) dest (categorical) |
host (1) ! failed; dport (DR path slid &; dlid @; @,1,28,4,1,25)
dest is In 100% of results | Show only events with this field hioa = | Hest=adming =
source (1) y.1og i :
sourcetypea (1) Report on: top values by time top values owverall ¢ failed: dport (DR path slid @; dlid @: 8,1,28,4,1,25)
ivlog - lesi=admin2 -

Other interesting fields (7) Top 10 dests

evenitype (1) c failed; dport (DR path slid @; dlid 8; @,1,28,4,1,25)
index (1) Value # “a ylog = | dest=admin2 ~
r=135 95 15.071%
lingcount n)1) _ E failed; dport (DR path slid @; dlid @; @,1,4,4,1,24)
rs1349 o0 14.129% | i
punct (8) .‘= fylog - jesiors13s -
110 78 12.245% [

v s AN

Or you could do it the old way... NOT!!!

So we know WHERE the problem is, let’s see the preceding five minutes of logs on that host...
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Using a Subsearch

ibwarn: [17841] mad_rpc: do_madrpc failed; dport (DR path slid O; dlid 0; 0,1,4,4,1,28,10,20)

/IStep #1: Construct new query from
search results “inner Aha - Linux OOMd!
o | wonder who's process that is...?

DR path slid | eval start=_time-300 |
eval end=_time+1 | eval query =" time>".
start. " _time<" . end . “host=" dest | fields + ) .
query = soarch =

query | format # ( (_fime=1279291208 _time<1279291508 host=rs135 ) )

) o ("
vIStep #2: Execute it (“outer ] =E o Q2 % 465 5 v 8 § 10 eetw ) o
caarrh’\
< }'-'1-5.'1{:. Jul 15 18:46:87 rs135 Out of memory: Killed process 244—38@

[search DR path slid | eval start=_time-300 | STRRIREN RN T e
eval end=_time+1 | eval query =" _time>" . — T aorsosAM FacnGEEl | aiobpiebiing | SraiGE
Start * ) _tImE<" * end . o . deStl fIEIdS + 7/15/10 Jul 15 18:46:87 rs135 74572 pages shared

10:46:07.000 AM host=rs138 + | sourcelype=syslog ~ | sourco=ivarflogimessages ~

query | format]
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Jobs on a Supercomputer

36 racks 96 hosts per rack 10’s of applications
100’s of users
1000’s of jobs, each involving

1-1000’s hosts for 1s-10’s days

Job Gantt Chart
5000 Jobs on Sandia Matsoaal Laboratones Cplant/Ross

Always Black Always Red

Section 1 Section 2 Section 3 Section 4
3 4 5 6 7 8 9 10 11 12

P —

Procatas
SEEE

[ 2]

4

2

MPI Processes

z

| DI Dzlm D4 D5 Dﬁlm D§

Red Horizon = % 98
=4 60
2' x 2' raised C48 compute 3.5" shorter Full height Red/Black Empty APC =" 308
floor tile i rack with glacier disk storage . disk storage x switching rack I FDU w4 i L
door facing north and support and support disconnect L ey
rack rack rack
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Jobs on a Supercomputer

10’s of applications
100’s of users

Job = a certain set of hosts, 1000’s of jobs, each involving
for a certain amount of time, 1-1000’s hosts for 1s-10’s days
running a certain application, JO CAnIE L agel

5000 Jobs on Sandia Matsoaal Laboratones Cplant/Ross

for a certain user.

& 1500 T R T 1 !
2 1000
g2 00
& 2000
What job ran on which hosts, when? 1500
Where are the corresponding logs? j
. . . . . 3
Which user was running which application? £ 1
Is the user a victim or a cause? =
S0¢
What patterns emerge? .
_ oBE
R B
0}
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Time-dependent Lookups

7 EM0 Jul 15 18:46:87 rs135 Out of memory: Killed process 24408 (adagio dp opt r).
10:46:07 .000 AM iBsial = | s avsiog -« | ce=fvarfiog/messages -
vIStep #1: Include a time field in ] vIStep #2 : Edit transforms.conf ]
L R ——
time,job,user,host [job]
2010-07-15 10:11:59,102138,bart,rs135 filename = job.csv
2010-07-16 15:53:13,201259,fred,rs265 time_field = time
2010-07-16 15:55:25,201252,wilma,rs135 time_format = %F %T
vIStep #3 : Edit props.conf ] [ﬂStep #4: Reload (or rest% rt)
[syslog] | extract reload=TRUE
lookup_table = job host OUTPUT job user splunk restart
71150 Jul 15 18:46:87 rs135 Out of memory: Killed process 24488 (adagio dp opt r).
10:46:07.000 AM hosi=rs136 etypo=syslog - | source=/varflog/messages ¢ job=102138 - bart ~>
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Chaining lookups

vJChain multiple lookups together ]

DR path slid | lookup route host OUTPUT dest | lookup job host OUTPUT user
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Jobs on a Supercomputer

vIMeet sourcetype=moab ‘

12:32:14 1279305134:3507555job 700977  JOBCANCEL 16 128 jrstear jrstear 1800 Removed [nw:1] 1279303299 1279303302

- - =>= 0OM>= OM -1279303299 128 0-:- - FY103933 - -0 000 slurm 1 OM OM O0OM 1279303299
2140000000
rs56,rs56,rs56,rs56,rs56,rs56,rs56,rs56,rs57,rs57,rs57,rs57,rs57,rs57,rs57,rs57,rs58,rs58,rs58,rs58,rs58,rs58,rs58,rs58,rs59,rs59,rs59,rs59,rs59,rs59,rs59,rs59,r
s60,rs60,rs60,rs60,rs60,rs60,rs60,rs60,rs51,rs51,rs51,rs51,rs51,rs51,rs51,rs51,rs52,rs52,rs52,rs52,rs52,rs52,rs52,rs52,rs53,rs53,rs53,rs53,rs53,rs53,rs53,rs53,rs
54,rs54,rs54,rs54,rs54,rs54,rs54,rs54,rs103,rs103,rs103,rs103,rs103,rs103,rs103,rs103,rs105,rs105,rs105,rs105,rs105,rs105,rs105,rs105,rs106,rs106,rs106,rs10
6,rs106,rs106,rs106,rs106,rs107,rs107,rs107,rs107,rs107,rs107,rs107,rs107,rs109,rs109,rs109,rs109,rs109,rs109,rs109,rs109,rs110,rs110,rs110,rs110,rs110,rs
110,rs110,rs110,rs111,rs111,rs111,rs111,rs111,rs111,rs111,rs111 slurm - - [DEFAULT] - - 0.00 - - - 0,NAccessPolicy=SINGLEJOB - -

vIJConfigure props.conf to set these “ICleanup nodes (multivalue) field

j E)gligééﬁ makemv delim="" nodes | mvexpand nodes |
user=jrstear dedup nodes

start=

end=

nodes=rs56,rs56,...rs57... ... ... rs54...rs106... nodes={rs56,rs57,rs58,rs59,rs60,rs51,...rs111}

.conf 20710 Splunk Worldwide Users’ Conference © Copyright Splunk 2010



Writing a Macro

12:32:14 1279305134:3507555job 700977  JOBCANCEL 16 128 jrstear jrstear 1800 Removed [nw:1] 1279303299 1279303302

- - =>= 0OM>= OM -1279303299 128 0-:- - FY103933 - -0 000 slurm 1 OM OM O0OM 1279303299
2140000000
rs56,rs56,rs56,rs56,rs56,rs56,rs56,rs56,rs57,rs57,rs57,rs57,rs57,rs57,rs57,rs57,rs58,rs58,rs58,rs58,rs58,rs58,rs58,rs58,rs59,rs59,rs59,rs59,rs59,rs59,rs59,rs59,r
s60,rs60,rs60,rs60,rs60,rs60,rs60,rs60,rs51,rs51,rs51,rs51,rs51,rs51,rs51,rs51,rs52,rs52,rs52,rs52,rs52,rs52,rs52,rs52,rs53,rs53,rs53,rs53,rs53,rs53,rs53,rs53,rs
54,rs54,rs54,rs54,rs54,rs54,rs54,rs54,rs103,rs103,rs103,rs103,rs103,rs103,rs103,rs103,rs105,rs105,rs105,rs105,rs105,rs105,rs105,rs105,rs106,rs106,rs106,rs10
6,rs106,rs106,rs106,rs106,rs107,rs107,rs107,rs107,rs107,rs107,rs107,rs107,rs109,rs109,rs109,rs109,rs109,rs109,rs109,rs109,rs110,rs110,rs110,rs110,rs110,rs
110,rs110,rs110,rs111,rs111,rs111,rs111,rs111,rs111,rs111,rs111 slurm - - [DEFAULT] - - 0.00 - - - 0,NAccessPolicy=SINGLEJOB - -

vIStep#1: Write your search

[search sourcetype=moab job=700977 | makemv delim="," nodes | mvexpand nodes | dedup nodes | eval

query =" time>=".start." time<=".end. . hodes | fields + query | format maxresults=1000]

Which involves a subsearch in this case:
guery > scarch -
[ { _time>=1279303302 _time<= 1278305128 rs56 ) OR { time>=1273303302 time<= 1279305128 rs57 ) OR.{ time>=12T79303302 time<= 1279305128 rs58 ) OR ( _tim

((time>start time<end nodel) OR (time>start time<end node2)...) for all nodes={rs56,...rs111}
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Writing a Macro

12:32:14 1279305134:3507555job 700977  JOBCANCEL 16 128 jrstear jrstear 1800 Removed [nw:1] 1279303299 1279303302

- - =>= 0OM>= OM -1279303299 128 0-:- - FY103933 - -0 000 slurm 1 OM OM O0OM 1279303299
2140000000
rs56,rs56,rs56,rs56,rs56,rs56,rs56,rs56,rs57,rs57,rs57,rs57,rs57,rs57,rs57,rs57,rs58,rs58,rs58,rs58,rs58,rs58,rs58,rs58,rs59,rs59,rs59,rs59,rs59,rs59,rs59,rs59,r
s60,rs60,rs60,rs60,rs60,rs60,rs60,rs60,rs51,rs51,rs51,rs51,rs51,rs51,rs51,rs51,rs52,rs52,rs52,rs52,rs52,rs52,rs52,rs52,rs53,rs53,rs53,rs53,rs53,rs53,rs53,rs53,rs
54,rs54,rs54,rs54,rs54,rs54,rs54,rs54,rs103,rs103,rs103,rs103,rs103,rs103,rs103,rs103,rs105,rs105,rs105,rs105,rs105,rs105,rs105,rs105,rs106,rs106,rs106,rs10
6,rs106,rs106,rs106,rs106,rs107,rs107,rs107,rs107,rs107,rs107,rs107,rs107,rs109,rs109,rs109,rs109,rs109,rs109,rs109,rs109,rs110,rs110,rs110,rs110,rs110,rs
110,rs110,rs110,rs111,rs111,rs111,rs111,rs111,rs111,rs111,rs111 slurm - - [DEFAULT] - - 0.00 - - - 0,NAccessPolicy=SINGLEJOB - -

vIStep#2: Make it a macro
igR@gros.conf)

args = jobid

definition = [search sourcetype=moab job=SjobidS| makemv delim="," nodes | mvexpand nodes | dedup
nodes | eval query =" time>=".start." time<=".end. . nodes | fields + query | format
maxresults=1000]
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"job(655267)" Custom time - “

= . "
[subsearch]: Your timerange was substituted based on your search string U S I I I g a M a C rO .
) 555 matching events { Save search | gl Build report s"'-n..
- Timelne: g3 zoomin & zoomout selectall Scale: f'_:; linear = log 1 bar = 1 hour .
B0 8o
40 40

600 AM 12:00 PM 6:00 PM 1200 AM 6100 AM 12:00 PM

Tue Jul 13 Wed Jul 14

e &t
48 flelds | Pick fields £ 555 events from 6:00:00 AM July 13 to 2:00:00 PM July 14, 2010 - o
Selected fields (6) E:‘: % pray [TJ 2 3 4 b5 6 7 8 8 10 nexts | Options.. Resulis per page | 50 :I
end (i) (2)
host (2) 711410 12:58:12 1279133892:3432917 job 666631 JOBSTART 32 32 pwwellm pwwellm 345688 Idle [cee:l] 1270832178 1279133BC
nodes (2) 12:58:12.000 PM >= BM - 1279@3@17a & B -:- [FSVIOLATION] FY183579 - - 828 @.20 ALL i aM 5

rsl1l177,rs1176,rs1131, 51130, r51193, rs1192, 051191, ps1198, rs1187 , rs1186, rs1203,r51202, rsl281, rs1200, rs196, rs1B89, rs188, rs743, rs742 , rs741, rs 748,

source (3) slur:n - - [DEFAULT] - - 8.80 - - - @, NAccessPnlicy—SINGLEmB - -

admm1 ~ | sourcetype=moap -~ | s =iadmin/splunk’moablstats/events Wed_Jul 14 2010 ~ | siart=1279133892 ~ | =1279133882 ~

sourcatype (3
yoe | =17 T 1176, s 1131,rs1130,r2 1153, rs1192 rs1191,:1190,rs1167.r211 86,5 1203, 81202, 1201, r=1200,r2190 rs189,r= 188, 1'5?’43 rs'.-"42 ref41,re740, =730, re738, rs737.re 736, rs753 1

start (n) (2)

_ i 7HAMD 12:58:12 1279133892:3432916 job 655267 JOBEND 16 128 israth jsrath 259288 Completed [cee:1] 127B936884 1278936BE
Other interesting fieids (3) 12:58:12.000 PM rs749,rs749,rs749, rs749, rs749, rs749, rs749, rs749, rs758, rs758, rs 758, rs 7508, rs758, rs75@, rs 750, rs758, rs751, rs 751, rs751, rs751, rs751, rs751, rs751, rs
indax (1) slurm - - [DEFAULTY] - - 8.88 - - - @,MAccessPolicy=SINGLEIOB - -

b () (2) i=admin1 -~ | sourcalypo=moab - | source=fadminfsplunk/moablstatsfevents. Wed _Jul 14 2010 - | siarf=1278936808 - | and=1279133888 ~ | nodes=ra749,rs749,r3749 rs7:
job {n}
linecount (n) (1} 711410 JobId=655267 UserId=jsrath{11722) Name=CBL_2881 JobState=COMPLETED Partition=cee Timelimit=432@ StartTime=2818-87-12T86:13:2B
procass (1) 12:58:08.000 PM EndTime=2018-87-14T712:58:088 Nodelist=rs[188-198,736-743,749-753] ModeCnt=16

¢ i=admin! -~ | sourcelype=joblog -~ | scurcesfadmin'splunkislumfjoblog -
punct (14) _ .
splunk_sarver (1) 7/14/10 Jul 14 12:51:56 rs741 - MCE: SOCKETID @ v lSte #1 * Ru n |t

12:51:56.000 PM hosi=rs7T41 ~ | sourceiype=syslog | source=fvarflog/messages ~ e

timeandpos (7] (3]
timestartpos {n) (3) TH4M0 Jul 14 12:51:56 rs741 - MCE: STATUS BcR@eesdpaslesst MOGSTATUS @

) 12:51:56.000 PM host=rs741 - | sourcelypessyslog - | source=fvarflog/messages - N b N
usar {2} JO 655267
All 48 Fialds 74140 Jul 14 12:51:56 rs741 - MCE: Memory ECC syndrome: 28a2d@sa

12:51:56.000 PM host=rsT41 ~ | sourceiypessyslog | source=fvarflog/messages ~
1 [ ]
/Step#2: Love it!
7MANMD Jul 14 12:51:56 rs741 - MCE: Memory channel ID of error: @ —J ep ° Ove I °
12:51:56.000 PM host=rsT41 - | sourcetype=syslog - | rce=fvarfliogimessages -
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splunk> Manager » Fields » Workflow actions » job

Labet
‘job(Sjobs)

Entar the label that appears for this action. Optianally, incorporate a field’s value by enclosing the feld name in dollar signs, e.g
‘Search for ficket number . Sticketnums”

Apply only to the following fields [optional)
job

Specify a comma-separated Izt of fields that must be present i an event for the workilow action fo apply fo it. Whan fields are
specified, the workfiow action only appears in the feld menus for those fields; otherwise It appears in all field menus.

Apply only to the following event types (optional)

Specify & comma-separaled list of event fypes that an svent must be associated with for the workfiow action to apply o it.

Show action in

Bath i |
Action type
search j

Search conflguration
Search string

“job(Sjobs)
Entar the search for this action, Optionally, specify fleids as Sfieldnames, e.g. sourceifype=rails controller=Scontrolierd error="
Run in app
Choose an app for the search to run in. Defawits to the current app.

Open in view (optional)

Enter the name of a vew for the search to open in. Defaulls to the current view:

Run search in
Mew window x|

Time range

Earliest time (oplicnal)  Latest time (optional)

E' Use the same time range as the search that created the field listing
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Tana
8:26:48.000 AM

7180
8:24:28.000 AM

Ti1ann
B:24:28.000 AM

Fi1ano
§:24:21.000 AM

Tiiann
§:24:20.000 AM

Tiiann
§:24:20.000 AM

Tiiana
B:24:159.000 AM

71810
B:23:35.000 AM

Tigno
Bi23:35.000 Ak

Tiano
B:23:35.000 AM

Jul 18 BB:26

Jul 18 @8:24:

hostzrs388 -

Jul 18 @8:24:

hos=e953 -

Jul 18 88:24:

hostzrs955 -

Jul 18 @8:24:

hostzrs955 -

Jul 18 @8:24:
IIEEE}# - I SR

Jul 18 B8:24:

ost=rs1531 -

Jul 18 8B:23:
wost=rs818 - | sour

Jul 18 BB:23:

host=rs818 . |

Jul 18 BB:23:

host=rsB818 = |

48

?B
?B
?1
?'El
29
-
35
5

35

rs957 Out of memory:
reatype=syslog -

rs386 Out of memory:
rcatypessyslog -

rs953 Out of memory:
rcatypessyslog -

rs955 Out of memory:
urcatype=sysloq -

rs955 Out of memory:

Adding a Field Action e

ource=fvarflonp/messages -

rce=fvarflogmessages -

ource=fvarflogmessages -

Killed process 1933 (alegra 3D opt_r).

Killed process 7875 (alegra 30 opt_r).

< 3>
sser=bart = | job=677600 ) (S

Killed process 28832 (alegra 3D opt r).

paar=hart - ob=GTTE90 -

Killed process 13593 (alegra 3D opt r).
rce=fvarlopmessages -

Killed process 7876 (alegra 3D opt r).

psar=fred - ob=GT8062 -

Tag job=GTB062

urcatype=syslogq - ource=fvarflopmessages ~ | usaersired - o=678082 Report on field
"jobfBTA0E2Y
rs954 Out of memory: Killed process 13212 (alegra 3D opt r). Job{ )
piype=syslog - | source=harflogp/messages - iser=fred - | [ob=6Y8062 -
rs1531 Out of memory: Killed process 5799 (alegra 3D opt r).
rcevpessyslog - | sourcesivarlogmessages - | user=fred - | job=678062 -
rs818 - MCE: CPU 3 BANK B TSC B8ffd6793b6f14
piype=syslog - ource=fvarflop'messages ~ | userswllma - | job=53553T7 -
rs818 - MCE: CPU 2 BANK B TSC B8ffd&793b6eR8
p=gysloq - | zourco=fvarflog/messages - sarewilma - 535537 ~
rs818 - MCE: CPU 1 BANK B TSC 8ffd6793be6d14
p=gyzlog = | source=ivarlog/messages - per=wima - 535537 -
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splunk

Summary  Search

Alerts in Jobs

View results

eventtype ~
lustre
lustre
lustre
lustre
lsstre
lustre

lustre

lustra
lustra
lustra
lustra
lustra

lustre

Status ~

Actions -

other (V1)

lustredscarmol
lustrefrslarso
lustredrabbaca
lustredones
lustredp ndemmi
lustreskleung

Views ~

Searches & Reporis ~

refreshed: today at 8:01:02 AM. Number of no«

lustre/ajasper
lustre/B mwang
lustre/hales
lustre/jamille
lustredjonloe

lustra/jo kori

View resulis

user =
kigung
kiaung
afwngh
kleung
cdspata
cdspata
cdspata
cdspata
cdspata
hixm

hixm
dakota
dakaots
prdemmi
pndammi

klaung
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ather (62)
lustredtmhens|
lustrestjparte
lustretscamal
lustradriones
lustredp ndemmi
lustre/mibaer
lustrekleung
lustre/khpiers
lustredkoochra
lustredw ilke

job %
714750
714749
714748
714747

714745

714743
714742
714741
714740
714738
714738
714706
714705

714704

App ~ | Manager | Jobs | Logoul

Halp About

refreshed: today at 8:01:02 AM.

lustre/aferigh
lustresajasper
lustre/o maest
lustredt mwong
lustredcds pata
lustredcw brune
lustredgsgrest
lustre/hales
lustra/jblechm
lustresjdmille
lustresjonlee

refreshed: today at 8:01:02 AM.

count =

BB4
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Future Work ﬂ- 5.

10z 20 18
—3% (38 P OD,
1 128 g —

| ~
H-R-R-R
| &~

|-~

H-RER
ol

R RR R

(Shared Components)

| &

—

Job Gantt Chart
5000 Jobs on Sandia Matsoaal Laboratones Cplant/Ross

WRRRER

_ & 1500
£ 2000
ibwarn: [17841] mad_rpc: do_madrpc failed; dport
(DR path slid 0; dlid 0; 0,1,4,4,1,28,10,20) 1500
g
We assumed that the problem is at the destination. % =
What if it is instead somewhere along the path? sco
Infer the root cause among shared components, 728 '
given multiple indirect symptoms. TG
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THE END

Extra Slides Follow

Sandia
Jon Stea rley @ National jrstear@sandia.gov

Laboratories

.cont 2010



Enriching your data with Lookups and more

Sandia National Labs is Splunking logs from a 2300-node supercomputer (about
5000 logging components). They make extensive use of lookups (up to
several chained lookups) to associate log messages of interest with user jobs
and specific nodes (mostly via tables and charts). They also use macros and
subsearches to isolate time windows around faults. Several features in Splunk
reduce manual effort from hours to seconds. Jon Stearley did it, and you can

too! Join this customer use case to learn easy ways to power up your Splunk
instance and save loads of time.
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Machine-generated IT Data Contains A Categorical
Record of Activity and Behavior

/ /N N
B X A ~ @

Logfiles Configs  Messages Traps Metrics Scripts Changes  Tickets
Alerts

- / \ g

Windows Databases

*Registry * Configurations * Hypervisor *Web logs * Configurations e Configurations
*Event logs * syslog * Guest OS *Log4l), IMS, IMX * Audit/query logs * syslog

*File system * File system e Guest Apps * .NET events * Tables e SNMP
ISSINEIGELS * ps, iostat, top * Code and scripts e Schemas * netflow

.conf 20710 Splunk Worldwide Users’ Conference © Copyright Splunk 2010



Splunk Architecture

o
Splunk > Engine
. Distributed Search Distributed Search -

Access
Data Routing, Cloning and Load Balancing (3% || &% e

Controls
Run Scripts |
Monitor Files Detect File Changes Listen to Network Ports (WML, Registry, opsEc LEA, DB,
JMS, VMWare API, other APIs)

A Deployment
Server
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Graphics for Description

Subject 1

Subject 1

Subject 1
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Table Slide for Comparisons
Subhead goes here.

Facts supporting

Subject #1

Facts supporting

Subject #2

Facts supporting

Subject #3

Facts supporting

Subject #4
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