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Abstract: Projection-based reduced-order models (ROMs) comprise a promising set of data-driven

approaches for accelerating the simulation of high-fidelity numerical simulations. Standard projection-
based ROM approaches, however, suffer from several drawbacks when applied to the complex nonlinear
dynamical systems commonly encountered in science and engineering. These limitations include a lack
of stability, accuracy, and sharp a posteriori error estimators. This work addresses these limitations by
leveraging multiscale modeling, least-squares principles, and machine learning to develop novel reduced-
order modeling approaches, along with data-driven a posteriori error estimators, for dynamical systems.
Theoretical and numerical results demonstrate that the two ROM approaches developed in this work —
namely the windowed least-squares method and the Adjoint Petrov—Galerkin method — yield substantial
improvements over state-of-the-art approaches. Additionally, numerical results demonstrate the capabil-
ity of the a posteriori error models developed in this work.

Introduction and executive summary of results: Simulating parameterized

dynamical systems arises in many applications across science and engineering, including uncertainty
quantification, design, and optimization. In many contexts, executing a dynamical-system simulation at
a single parameter instance—which entails the numerical integration of a system of ordinary differential
equations (ODEs)—incurs an extremely large computational cost. When the application is time critical
or many query in nature, analysts often rely on a low-cost surrogate model that makes the application
tractable.

Projection-based reduced-order models (ROMs) comprise one such surrogate modeling strategy. First,
these techniques execute a computationally expensive offline stage that computes a low-dimensional trial
subspace on which the dynamical-system state can be well approximated (e.g., by computing state "snap-
shots" at different time and parameter instances, by solving Lyapunov equations). Second, these methods
execute an inexpensive online stage during which they compute approximations to the dynamical-system
trajectory that reside on this trial subspace via, e.g., projection of the full-order model or residual mini-
mization.

Model reduction for linear-time-invariant systems (and other well structured dynamical systems) is
quite mature [1, 2, 3, 4], as system-theoretic properties (e.g., controllability, observability, asymptotic sta-
bility, dr2-optimality) can be readily quantified and accounted for; this often results in certified reduced-
order models that inherit such important properties. The primary challenge in developing reduced-order
models for general nonlinear dynamical systems is that such properties are difficult to assess quantita-
tively. As a result, it is challenging to develop reduced-order models that preserve important dynamical-

Sandia National Laboratories is a multimission laboratory managed and operated by National Technology and
Engineering Solutions of Sandia, LLC, a wholly owned subsidiary af Honeywell International, inc., for the LLS.
Department of Energy's National Nuclear Security Administration under contract DE-NA-0003525.

Sandia National laboratories 0
 U 5. DEPAR1MENT Of

ENERGY

SAND2020-11051R



ri

2
ctie"

Epp% LABORATORY DIRECTED1.--1.1., RESEARCH & DEVELOPMENT
- vvriLRE INNOVATION BEGINS

system properties, which often results in methods that yield trajectories that are inaccurate, unstable, or
violate physical properties. Further, even if the ROM solution is stable and accurate, it is difficult to
develop reliable estimates of the error incurred by the ROM.

The present work focuses on advancing the state-of-the-art in model reduction for nonlinear dynami-
cal systems. We do this by (1) developing novel methodologies that yield robust ROM formulations for
dynamical systems and (2) developing data-driven a posteriori error models capable of quantifying the
ROM error. In what follows, we provide a literature review on the state-of-the art in model reduction
methods and error modeling approaches.

To develop stable and accurate ROM formulations of nonlinear dynamical systems, researchers have
pursued several directions that aim to imbue reduced-order models for nonlinear dynamical systems with
properties that can improve robustness and accuracy. These efforts include residual-minimization ap-
proaches that equip the ROM solution with a notion of optimality [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15];
space-time approaches that lead to error bounds that grow slowly in time [16, 17, 18, 19, 20]; "energy-
baser inner products that ensure non-increasing entropy in the ROM solution [21, 22, 23]; basis-
adaptation methods that improve the ROM's accuracy a posteriori [24, 25, 26], stabilizing subspace
rotations that account for truncated modes a priori [27], structure-preserving methods that enforce con-
servation [28] or (port-)Hamiltonian/Lagrangian structure [29, 30, 31, 32, 33] in the ROM; and subgrid-
scale modeling methods that aim to improve accuracy by addressing the closure problem [34, 35, 36, 37,
38, 39, 40, 41, 42]. Residual minimization and subgrid-scale modeling methods are the most relevant to
the present work, and are the focus of the following review.

Residual-minimization methods in model reduction compute the solution within a low-dimensional
trial subspace that minimizes the full-order-model residual.1 Researchers have developed such residual-
minimizing model-reduction methods for both static systems (i.e., systems without time-dependence)
[7, 8, 9, 10, 12, 13, 14] and dynamical systems [14, 11, 13, 6, 5, 45]. In the latter category, Refs. [14, 11,
13, 6, 5] formulated the residual minimization problem for dynamical systems by sequentially minimizing
the time-discrete full-order-model residual (i.e., the residual arising after applying time discretization) at
each time instance on the time-discretization grid. This formulation is often referred to as the least-
squares Petrov-Galerkin (LSPG) method. Numerous numerical experiments have demonstrated that
LSPG often yields more accurate and stable solutions than Galerkin [14, 45, 6, 13, 46]. The common
intuitive explanation for this improved performance is that, by minimizing the full-order-model residual
over a finite time window (rather than time instantaneously), LSPG computes solutions that are more
accurate over a larger part of the trajectory as compared to Galerkin.

However, LSPG has several notable shortcomings. First, LSPG exhibits a complex dependence on the
time discretization. In particular, changing the time step (At) modifies both the time window over which
LSPG minimizes the residual as well as the time-discretization error of the full-order model on which
LSPG is based. As LSPG and Galerkin projection are equivalent in the limit of At -> 0, the accuracy of
LSPG approaches the (sometimes poor) accuracy of Galerkin as the time step shrinks. For too-large a

1While we focus our review on residual-minimization approaches in the context of model reduction, we note that these
approaches are intimately related to least-squares finite element methods [43, 44].
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time step the accuracy of LSPG also degrades. It is unclear if this is due to the time-discretization error
associated with enlarging the time step, or rather if it is due to the size of the window the residual is being
minimized over. As a consequence, LSPG often yields the smallest error for an intermediate value of
the time step (see, e.g., Ref. [45, Figure 9]); there is no known way to compute this optimal time step a
priori. Second, as the LSPG approach performs sequential residual minimization in time, its a posteriori
error bounds grow exponentially in time [45], and it is not equipped with any notion of optimality over
the entire time domain of interest. As a result, LSPG is not equipped with a priori guarantees of accuracy
or stability, even for linear time-invariant systems [14].

A second school of thought addresses stability and accuracy of ROMs from a closure modeling view-
point. This follows from the idea that instabilities and inaccuracies in ROMs can, for the most part, be
attributed to the truncated modes. While these truncated modes may not contain a significant portion of
the system energy, they can play a significant role in the dynamics of the ROM [27]. This is analogous
to the closure problem encountered in large eddy simulation. Research has examined the construction
of mixing length [28], Smagorinsky-type [27, 29, 30, 31], and variational multiscale (VMS) closures
[27, 32, 33, 34] for POD-ROMs. The VMS approach is of particular relevance to this work. Originally
developed in the context of finite element methods, VMS is a formalism to derive stabilization/closure
schemes for numerical simulations of multiscale problems. The VMS procedure is centered around a sum
decomposition of the solution in terms of resolved/coarse-scales and unresolved/fine-scales. The impact
of the fine-scales on the evolution of the coarse-scales is then accounted for by devising an approximation
to the fine-scales. This approximation is often referred to as a "subgrid-scale' or "closure' model.

Finally, regardless of the type of ROM method employed, the use of a ROM introduces error; as such,
it is critical to quantify this error and properly account for it in the analysis underpinning the many-query
problem. For this purpose, researchers have developed a wide range of methods for a posteriori error
quantification. These efforts have resulted in a techniques that can be categorized as (1) a posteriori error
bounds, (2) error indicators, and (3) error models.

A posteriori error bounds place bounds on the (normed) state or quantity-of-interest (QoI) error aris-
ing from the use of an approximate solution [47, 48, 49, 50, 51, 52, 53, 45] Such bounds are appealing
because they can provide guaranteed, rigorous bounds on the errors of interest, thus providing a criti-
cal tool for certified predictions. However, these bounds often suffer from lack of sharpness, i.e., they
are often orders-of-magnitude larger than the approximate-solution error itself. This is exacerbated in
dynamical systems, where error bounds for many types of approximate solutions grow exponentially in
time (see, e.g., Ref. [45]). In addition, these bounds typically require (difficult-to-compute) estimates or
bounds of operator quantities such as Lipschitz and inf—sup constants. These drawbacks often limit the
utility of a posteriori error bounds in practical applications.

Alternatively, error indicators are computable quantities that are indicative of the approximate-
solution error[54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65]. Error indicators typically do not provide
unbiased estimates of the error, nor do they rigorously bound the error; instead, they are often correlated
with the error, correspond to a low-order approximation of the error, and/or appear as terms in error
bounds. Due to their practical utility, error indicators have been largely successful in quantifying and
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controlling errors through mesh adaptation for static problems (i.e., problems without time evolution).
However, their success has been more limited for dynamical systems due to the fact that errors for such
systems exhibit dependence on non-local quantities, i.e., the approximate-solution error at a given time
instance depends on the past time history of the system. Thus, the residual norm at the current time
instance is no longer directly indicative of the approximate-solution error; the error additionally depends
on non-local quantities.

Error models seek to model the state and QoI errors directly via regression techniques. The most
popular such approach is the so-called "model-discrepancy" method of Kennedy and O'Hagan [66] (and
related approaches [67, 68, 69, 70, 71, 72]). The model-discrepancy approach computes a Gaussian pro-
cess (GP) that provides a mapping from any finite number of points in parameter space to a Gaussian
random vector representing the approximate-solution error at those points. As such, this technique can
be considered a regression approach, where the regression model is provided by a GP, the features are
the system parameters, and the response is the approximate-solution error. Recently, researchers have
pursued improvements over this technique by (1) considering a wider class of modern machine-learning
regression methods than simply Gaussian processes (which do not scale well to high-dimensional fea-
ture spaces), and (2) considering more informative features than the system parameters alone. First,
the reduced-order model error surrogates (ROMES) method [73] was proposed in the context of static
problems. ROMES employs the same regression model (GP) as the model-discrepancy approach, but it
employs different features; namely, it employs the aforementioned error indicators (i.e., residual norm,
approximated dual-weighted residual) as features. Because these quantities are indicative of the error,
they provide more informative features for predicting the error than the system parameters. Numerical
experiments illustrated the ability of the ROMES method to produce significantly more accurate error
predictions than the model-discrepancy approach. Subsequent work [74] again considered static prob-
lems, but constructed machine-learning error models that considered a wide range of candidate regression
models (e.g., neural networks, support vector machines, random forests) and error-indicator-based fea-
tures (e.g., residual samples) in order to predict the approximate-solution error response. This work
showed the ability of machine-learning methods to predict the error with near perfect accuracy across a
range of static problems and approximate-solution types.

The construction of error models for dynamical systems is significantly more challenging than doing
so for static systems, as the errors exhibit dependence on non-local quantities. Relevant work on con-
structing error models for dynamical systems accounts for the time-dependent nature of the approximate-
solution error either (1) by using both time itself and time-lagged error indicators as features [75] or
(2) by constructing a different regression method for each time instance or window [76]. Unfortunately,
both approaches fail to capture non-local dependencies of the error, and—as with the original model-
discrepancy method—does not use particularly informative features to predict the error.

This work seeks to address several of the shortcomings described above. First, we advance the state-
of-the art in residual-minimizing projections by developing the windowed least-squares method for
nonlinear model reduction to assess the shortcomings of LSPG. The WLS approach operates by sequen-
tially minimizing the time-continuous full-order-model residual within a low-dimensional space—time
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trial subspace over time windows. The approach comprises a generalization of the LSPG approach. In
addition, the approach addresses key deficiencies in existing model-reduction techniques, e.g., the de-
pendence of LSPG on the time discretization and the exponential growth in time exhibited by a posteriori
error bounds for both Galerkin and LSPG projection. Numerical experiments on benchmark problems
from compressible fluid dynamics demonstrate that the WLS approach yields more stable and accurate
results than the LSPG and Galerkin approaches.

Second, we advance the state-of-the art in closure modeling for ROMs. We develop the Adjoint
Petrov—Galerkin method (APG). APG is derived by decomposing the generalized coordinates of a
dynamical system into a resolved coarse-scale set and an unresolved fine-scale set. A Markovian finite
memory assumption within the Mori-Zwanzig formalism is then used to develop a reduced-order repre-
sentation of the coarse-scales. This procedure leads to a closed reduced-order model that displays com-
monalities with the adjoint stabilization method used in finite elements. The formulation is shown to be
equivalent to a Petrov—Galerkin method with a non-linear, time-varying test basis, thus sharing some sim-
ilarities with LSPG. Numerical experiments on the compressible Navier-Stokes equations demonstrate
that the proposed method can lead to improvements in numerical accuracy, robustness, and computational
efficiency over the Galerkin and LSPG methods.

Lastly, we develop time-series machine-learning error models (TMLEM) to quantify the error
incurred by an approximate solution (such as one obtained via APG or WLS). The TMLEM method
constructs a regression model that maps features—which comprise error indicators that are derived from
standard a posteriori error-quantification techniques—to a random variable for the approximate-solution
error. The proposed framework considers a wide range of candidate features, regression methods, and
additive noise models. We consider primarily recursive regression techniques developed for time-series
modeling, including both classical time-series models (e.g., autoregressive models) and recurrent neu-
ral networks (RNNs), but also analyze standard non-recursive regression techniques (e.g., feed-forward
neural networks) for comparative purposes. Numerical experiments conducted on multiple benchmark
problems illustrate that the long short-term memory (LSTM) neural network, which is a type of RNN,
outperforms other methods and yields substantial improvements in error predictions over traditional ap-
proaches.

Detailed description of research and development methodology: As
discussed in the introduction, this work aims to develop novel projection-based model reduction ap-
proaches and error estimators applicable for nonlinear dynamical systems. We begin by providing the
formulation for the full-order model (FOM), followed by a description of standard model-reduction meth-
ods. We then outline the windowed least-squares method, adjoint Petrov—Galerkin method, and time
series machine learning error models.
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Full-order model: We consider the full-order model to be a dynamical system expressed as a system
of ordinary differential equations (ODEs)

X(t) = f (x(t),t), x(0) = xo, t e [0,T], (3.1)

where x : [0,1] —x RN with x : 2 H x(z) and dx1d2 denotes the state implicitly defined as the solution
to initial value problem (4.1), T E R+ denotes the final time, x0 E RN denotes the initial condition, and
f :RN x [0, T] RN with (y, 2) f (y, 2) denotes the velocity, which is possibly nonlinear in its first
argument. For subsequent exposition, we introduce g to denote the set of (sufficiently smooth) real-
valued functions acting on the time domain (i.e., g = ff I f [0,7] N }); the state can be expressed
equivalently as x E RN g. We refer to the initial value problem defined in Eq. (4.1) as the "full-
order moder (FOM) ODE. We note that although the problem of interest described in the introduction
corresponds to a parameterized dynamical system, we suppress dependence of the FOM ODE (4.1) on
such parameters for notational convenience, as this work focuses on devising a model-reduction approach
applicable to a specific parameter instance.

Directly solving the FOM ODE (4.1) is computationally expensive if either the state-space dimension
N is large, or if the time-interval length T is large relative to the time step required to numerically integrate
Eq. (4.1). For time-critical or many-query applications, it is essential to replace the FOM ODE (4.1) with
a strategy that enables an approximate trajectory to be computed at lower computational cost. Projection-
based ROMs constitute one such promising approach.

Trial subspaces: Projection-based ROMs operate by restricting the state to belong to a low-dimensional
trial subspace. We refer to this type of trial space as a spatial—reduction (S-reduction) subspace. At
a given time instance t E [O, T], S-reduction trial subspaces approximate the FOM ODE solution as
x(t) x(t), which is enforced to reside in an affine spatial trial subspace of dimension K < N such
that z(t) E Xref + C RN, where dim(1/) = K and xref E NN denotes the reference state, which is often
taken to be the initial condition (i.e., Xref = xo). Here, the trial subspace 1/ is spanned by an orthogonal
basis such that 1/ = Ran(V) with V [vi • • • yid E VK (RN), where ITK(RN) denotes the compact
Stiefel manifold (i.e., VK(RN) := E Rmac XTX = I}). The basis vectors vi, i =1,... ,K are typically
constructed using state snapshots, e.g., via proper orthogonal decomposition (POD) [77], the reduced-
basis method [78, 79, 80, 81, 82]. Thus, at any time instance t E [0, T], ROMs that employ the S-reduction
trial subspace approximate the FOM ODE solution as

x(t) z(t) = V.i(t) + X r ef (3.2)

where XENK0g with : 2H '.i(2) denotes the generalized coordinates. From the space—time perspec-
tive, this is equivalent to approximating the FOM ODE solution trajectory x E RN g with x E 9gs,
where

<-9a s := 1/ 0 + Xref C RN gl
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with 6 E J defined as 6 : 1--> 1.

Substituting the approximation (4.2) into the FOM ODE (4.1) and performing orthogonal .0-projection
of the initial condition onto the trial subspace yields the overdetermined system of ODEs

(t) = f (VZ (t) + xref, t), .k(0) = [V] T (Xo - Xref), t E [0, T], (3.4)

where d.X/c/T. Because Eq. (4.4) is overdetermined, a solution may not exist. Typically, either
Galerkin or least-squares Petrov-Galerkin projection is employed to reduce the number of equations
such that a unique solution exists. We now describe these two methods.

Galerkin projection: The Galerkin approach reduces the number of equations in Eq. (4.4) by enforcing
orthogonality of the residual to the spatial trial subspace in the (semi-)inner product induced by the
positive (semi-)definite N x N matrix A [W]TW (commonly set to A = I), i.e.,

kG (t) = M-1VTAf (VIG (t) +xref,t), (0) = [V] 7' (x0 xref), t E [O, 7], (3.5)

where M VTAV denotes the K x K positive definite mass matrix. As demonstrated in Ref. [45],
the Galerkin approach can be viewed alternatively as a residual-minimization method, as the Galerkin
ODE (4.5) is equivalent to

(t) = arg min - f (V.IcG(t)-kxref,t)112A, :Z(0) = [V]T (x0 xref), t E [O,T], (3.6)
jrsEIRK

where 113‘11A OcTAx. Thus, the computed velocity iG (t) minimizes the FOM ODE residual evaluated
at the state V:iG (t) -Fxref and time instance t over the spatial trial subspace 17.

Least-squares Petrov-Galerkin projection: Despite its time-instantaneous residual-minimization op-
timality property (4.6), the Galerkin approach can yield inaccurate solutions, particularly if the velocity
is not self-adjoint or is nonlinear. Least-squares Petrov-Galerkin (LSPG) [45, 13, 6, 11, 14] was devel-
oped as an alternative method that exhibits several advantages over the Galerkin approach. Rather than
minimize the (time-continuous) FOM ODE residual at a time instance (as in Galerkin), LSPG minimizes
the (time-discrete) FOM OAE residual (i.e., the residual arising after applying time discretization to the
FOM ODE) over a time step. We now describe the LSPG approach in the case of linear multistep meth-
ods; Ref. [45] also presents LSPG for Runge-Kutta schemes. Without loss of generality, we introduce
a uniform time grid characterized by time step At and time instances Pi = nAt, n = 0, , Nt. Applying
a linear multistep method to discretize the FOM ODE (4.1) with this time grid yields the FOM OAF,
which computes the sequence of discrete solutions xn x(tn)), n = 1, . . . ,Nt as the implicit solution to
the system of algebraic equations

rn(xn.,xn-.1 ,xn-kn) = 
n=1,—,Nt,
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with the initial condition x° = xo. In the above, 0 denotes the number of steps employed by the scheme
at the nth time instance and IA denotes the FOM OAF residual defined as

1 kn 
kn

ril (yll yri— yrt— kn H÷ V 00 yll — V RI! f,n—j tn—j),

At k•Y
j=0 j=0

IRkn+1 RN.

Here, ay , py E R, j = 0, . . . , kn are coefficients that define the linear multistep method at the nth time
instance.

At each time instance on the time grid, LSPG substitutes the S-reduction trial subspace approximation
(4.2) into the FOM OAE (4.7) and minimizes the residual, i.e., LSPG sequentially computes the solutions

n = 1, . . . , Nt that satisfy

—n
XL= arg W rn ; kr1 n = • ,Nt,

YE'r+Xref

where W E RnsxN, with K < ns < N, is a weighting matrix that can be used, e.g., to enable hyper-
reduction by requiring it to have a small number of nonzero columns

As described in the introduction, although numerical experiments have demonstrated that LSPG often
yields more accurate and stable solutions than Galerkin [14, 45, 6, 13, 46], LSPG still suffers from
several shortcomings. In particular, LSPG suffers from its complex dependence on the time discretization,
exponentially growing error bounds, and lack of optimality for the trajectory defined over the entire time
domain.

Wi ndowed-least-squares model reduction : The windowed least-squares approach seeks to
overcome the limitations of existing residual-minimizing model-reduction methods, and to provide a
unifying framework from which existing methods can be assessed. Specifically, we look to overcome the
complex dependence of LSPG on the time discretization, and the exponential time growth of the error
bounds for Galerkin and LSPG. We now describe the proposed windowed least-squares approach for this
purpose.

In contrast to (1) Galerkin projection, which minimizes the (time-continuous) FOM ODE residual at a
time instance, (2) LSPG projection, which minimizes the (time-discrete) FOM OAE residual over a time
step, and (3) ST-LSPG projection, which minimizes the FOM OAE residual over the entire time interval,
the proposed WLS approach sequentially minimizes the FOM ODE residual over arbitrarily defined time
windows.

Windowed least-squares for general space—time trial subspaces: We begin by introducing a (poten-
tially nonuniform) partition of the time domain [0, T] into Nw non-overlapping windows [ti: , /1] c [O,T]
of length ATn := t7 — ts", n = such that tsl = 0, tNfw = T, and tsn+1 = t7, n = 1, . . . ,Nw — 1;
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Figure 1: Partitioning of the time domain into time windows.

Fig. 1 depicts such a partitioning. Over the nth time window, we approximate the FOM ODE solution as
(t) x(t), t E [tsn,tifi], which is enforced to reside in the nth space—time trial subspace 5' gn such that

E ,712 C RN , n = 1, ... ,A (3.8)

where g'n denotes the set of (sufficiently smooth) real-valued functions acting on [tT, q] (i.e., gn =

:[tsn,q] R}). For notational purposes, we additionally define the spatial trial subspaces at the
start of each window as

:= span({y(t2) y E Ygn}) C RN, n = ,Nw, (3.9)

such that -in E ,q1 . To outline WLS, we now define the objective functional over the nth window as

: y —21 I: [j,(t) — f (y(t), t)] TAn [57(0 — f (y(t),t)]dt ,

:RN ® —> R+,

where An [WIT E RArx/s/ denotes a symmetric positive semi-definite matrix that can enable hyper-
reduction, for example.

The WLS approach sequentially computes approximate solutions in E gn, n = 1, ...,Nw, where
in is the solution to the minimization problem

minimize o f n (y) ,
yEYJn

{subject to y(41) =
ipn (r-1(q-1)) n

pn(xo) n = 1,

(3.10)

(3.11)

where Pn : RN —> is a (spatial) projection operator onto the start of the nth trial space (e.g., f2-
orthogonal projection operator).
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We now define the trial subspaces Ygli considered in this work. In particular, we introduce S-

reduction trial subspaces tailored for this context. We note that space—time trial subspaces are investigated
in the supporting publication for this work, [83].

S-reduction trial subspaces: In this context, the S-reduction trial subspace over the nth time window
approximates the FOM ODE solution trajectory x(t), t E [tc, q] with c yg-isz, where

<5',711 := 1/n gn 4.ef 0 C 0 gn. (3.12)

Here, the spatial trial subspaces 1/12 C RN, n = 1, . . . satisfy 1/n := Ran(Vn) with Vn [vliz • • • vikn] E
VKn (RN), the reference states xrnef E RN , n = 1, . . . Nw provide the affine transformation, and On E gn is
defined as en : 1. Thus, at any time instance t E [tsn,q], the S-reduction trial subspace approximates
the FOM ODE solution as

x(t) =IPY(t) + 4ef, (3.13)

where in E gn with :in : :r(v) denotes the generalized coordinates over the nth time window.
Setting gn ,5°,711 in the WLS minimization problem (4.11) and setting P" to the 0-orthogonal

projection operator implies that WLS with S-reduction space—time trial subspaces sequentially computes
solutions r, n = 1, . . . ,IV,,, that satisfy

minimize ,n(V"S? xlf 0 en),
S7ERKHOgn

[yn]T tn-1\ ±xrne—1 _ xrnef)

subject to S7(tn = f 
f

[VI]I' (x0 — Xlf)

n = 2, . . .

n = 1.

(3.14)

Stationary conditions: We derive stationary conditions for optimization problem (4.14) via the Euler—
Lagrange equations from the calculus of variations. To begin, we define the integrand appearing in the
objective function jn defined in Eq. (4.10) in terms of the generalized coordinates induced by the S-
reduction subspace as

fn : (ST, 2) 2[ANT —firsi+yeref,t)]TAn[vnis7—f(VST + 4f, •r)] ,

: RKn x RKn x [tc,tifl R+.

We also define the quantities2

, 'r) 1—[d
<f n 

(5 (T) , (T) T)]av"
RKn gn x rKn ,n

[41, tifl]
n

2We use numerator layout for the scalar-by-vector gradients.
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Department of Energys National Nuclear Security Administration under contract DE-NA-0003525.
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d j

y : (S7 [ 

rt

d'ST (57(T) )i) (1-) IT)]
(3.17)

: RKn n X RKn g II X [ts Ricn.

Using this notation, the Euler—Lagrange equations (see [83] for the derivation) over the nth time window
for t E are given by

fsV,i-",t) — 4(.1)1j/1,0 = o,

in(41) = 
[v 

[v11 T 
{L

n]T (

(X0 —

vn-1 (q-1) 1 xtried 

(3.18)

, = O.

n = 2, .

n = 1,

Solution approaches: The WLS system can be solved via two differing approaches: direct and in-
direct approaches. In a direct approach, the time-continuous optimization problem is transcribed into
a time-discrete optimization problem, which can then be solved, e.g., via the Gauss—Newton method.
The indirect approach, on the other hand, operates by solving the Euler—Lagrange equations outlined
above. The Euler—Lagrange equations comprise a coupled two-point boundary value problem and can be
solved, e.g., via the forward-backward sweep method. The supporting journal article for this work [83]
investigates these two approaches in detail.

WLS Summary: The previous sections outlined the WLS approach for nonlinear model reduction. The
approach sequentially minimizes the time-continuous full-order-model residual within a low-dimensional
space—time trial subspace over time windows. We then briefly discussed two differing solution ap-
proaches: direct methods and indirect methods. In the supporting publication for this work, we addi-
tionally show that particular instances of the approach recover Galerkin, least-squares Petrov—Galerkin
(LSPG), and space—time LSPG projection.

The Adjoint Petrov—Galerkin method: The WLS method described above comprises a promis-
ing approach for model reduction. However, it has a notable drawback: solution techniques requires
access to the transpose of the Jacobian of the full-order model velocity. This is a result of WLS
being a type of least-squares problem. For legacy codes, this requirement can make it very difficult to
implement the WLS method (as well as LSPG) in an efficient manner.

The Adjoint Petrov—Galerkin method offers an alternative approach developing robust ROMs of non-
linear dynamical systems. APG is derived by decomposing the generalized coordinates of a dynamical
system into a resolved coarse-scale set and an unresolved fine-scale set. A Markovian finite memory
assumption within the Mori—Zwanzig formalism is then used to develop a reduced-order representation
of the coarse-scales. This procedure leads to a closed reduced-order model that displays commonalities
with the adjoint stabilization method used in finite elements. The formulation is shown to be equivalent

Sandia Natianal Laboratories is a multimissian laboratory managed and operated by National Technology and
Engineering Solutions of Sandia, LLC, a wholly oleroed subsidiary of Honeywell International, !roc., for the U.S.
Department of Energy's National Nuclear Security Administration under contract DE-NA-0003525.
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to a Petrov—Galerkin method with a non-linear, time-varying test basis, thus sharing some similarities
with the Least-Squares Petrov—Galerkin method. The following sections outline the APG approach.

Multiscale formulation: The APG method is derived via a multiscale formulation, which we now out-
line. We note that, in this section, we assume for simplicity that the reference state in the trial subspaces
is set to zero, i.e., an affine trial subspace is not employed. First, recall that x(t) E RN. We consider an
orthogonal sum decompositions of this FOM space,

IIgN = e (3.19)

with 'Y 1/1, dim(11 = K, dim(11 = N—K, and where

V [vi • • • VK] 
7 := Range(V),

V' • • • VN_K] , 1/' := Range(V').

The space 1/ is referred to as the coarse-scale trial space, while 1/' is referred to as the fine-scale trial
space. Note the following properties of the decomposition:

1. The coarse-scale space is a subspace of RN.

2. The fine-scale space is a subspace of RN.

3. The fine and coarse-scale subspaces do not overlap, i.e., 1/n = {O}.

The coarse and fine-scale states are then defined as

K N—K

X(t) := Evi.k‘i(t) E
i=1 i=1

with x : [0, T] —> , : [0, T] : [0, 71 K , and X' : [0, 7] NA1-1(
With the multiscale decomposition, the FOM ODE (??) can be written as the coupled system

VT"
dt

(t) =VT f(x+x ,t)

'v,T dx
 (t) =V'T f + x',t).
dt

For simplicity, we assume x(0) E "i7 such that i(0) = x(0) and V(0) = O. The objective of APG is to
develop a closed coarse scale equation, i.e., for the resolved scales z. To this end, the optimal prediction
framework/Mori—Zwanzig formalism is employed.

Sandia National Laboratories is a multimission laboratory managed and operated by National Technology and
Engineering Salutions of Sandia, LLC, a wholly owned subsidiary of Honeywell International, inc., for the U.S.
Department of Energy's National Nuclear Security Administration under contract DE-NA-0003525.
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The Mori—Zwanzig formalism and the Adjoint Petrov—Galerkin method: The optimal prediction frame-
work formulated by Chorin et al. [84, 85, 86], which is a (significant) reformulation of the Mori—Zwanzig
(MZ) formalism of statistical mechanics, is a model order reduction tool that can be used to develop rep-
resentations of the impact of the fine-scales on the coarse-scale dynamics. In this section, the optimal
prediction framework is used to derive a compact approximation to the impact of the fine-scale POD
modes on the evolution of the coarse-scale POD modes.

In the supporting publication for this work, [Section 3.3] [46], the Mori—Zwanzig formalism is used
to develop the following closed-form equation for the coarse-scales

t
—dt (t) = 

VT f (111(t) ,t) + I K(x(t — s), s)ds, (3.20)

where K : IRK x [0, T] RK is referred to as the memory kernel. The direct evaluation of the memory
term in Eq. (4.20) is, in general, computationally intractable. To gain a reduction in computational cost,
an approximation to the memory must be devised. A variety of such approximations exist, and here we
outline the 2-model [87, 88]. The T-model can be interpreted as the result of assuming that the memory
is driven to zero in finite time and approximating the integral with a quadrature rule. This can be written
as a two-step approximation,

fot
K(z(t — s), s)ds It K C.i(t — s), s)ds 2K (1(0 , 0) .

—"C

Here, 2 c n is a stabilization parameter that is sometimes referred to as the "memory length?' It is
typically static and user-defined, though methods of dynamically calculating it have been developed in
[87].

The term K(z(t), 0) can be shown to be [89]

K(.Z(t) , 0) = VT J[i(t)]If f (X(t),t),

where J dfl dy and where Ir : 1/ —> 1/' is the "orthogonal projection operator?' defined as II'
(I — VVT). We define the corresponding coarse-scale projection operator as II : —> 1/ with II VVT.
The coarse-scale equation with the 2-model reads,

VT (-1(0 f (.i(t),t)) = TVT J[.i(t)]Ir f (.f(t)) . (3.21)
dt

Equation (4.21) provides a closed equation for the evolution of the coarse-scales. The left-hand side of
Eq. (4.21) is the standard Galerkin ROM, and the right-hand side can be viewed as a subgrid-scale model.

When compared to existing methods, the inclusion of the 2-model leads to a method that is analo-
gous to a non-linear formulation of the adjoint stabilization technique developed in the finite element
community. The "adjoint" terminology arises from writing Eq. (4.21) in a Petrov—Galerkin form,

[(1 2iliTJ [i(t)])V1 (—
d

dt 
.k(t) — f (.i(t),t)) = O. (3.22)
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It is seen that Eq. (4.22) involves taking the inner product of the coarse-scale ODE with a test-basis
that contains the adjoint of the coarse-scale Jacobian. Unlike GLS stabilization, adjoint stabilization
can be derived from the multiscale equations [90]. Due to the similarity of the proposed method with
adjoint stabilization techniques, as well as the LSPG terminology, the complete ROM formulation will
be referred to as the Adjoint Petrov—Galerkin (APG) method.

Adjoint Petrov—Galerkin method summary The previous section outlined the Adjoint Petrov—Galerkin
method. As opposed to the WLS approach, which develops a stabilized ROM formulation via a least-
squares formulation, APG formulates a stabilized ROM approach via a closure modeling viewpoint. An
appealing feature of APG, as opposed to WLS, is that it does not require an evaluation of the action of
the transpose of a Jacobian on a vector. This eases the computational burden associated with the APG
approach. In the supporting reference [46], we investigate commonalities between APG and existing
stabilization techniques. We discover that APG displays similarities with the adjoint stabilization method
from stabilized finite elements. Theoretical error analysis demonstrates that the APG method can have
a lower a priori error bound than the Galerkin method, and numerical experiments on the compressible
Navier—Stokes equations demonstrate the utility of the method.

Time-series machine learning error models: Both the WLS and APG approaches generate
approximate solutions, :in xn, n = 1, . ,Nt. As a result, it is critical to quantify the error incurred
by the ROM. This work developed the time-series machine learning error models (TMLEM) for this
purpose [91]. A complete presentation of TMLEM is presented in the supporting publication [91], and
here we highlight the important aspects.
TMLEM seeks to generate an approximation for two types of errors:

1. The normed state error:

2. A quantity of interest (QoI) error: SsN s(xlv) — s(X-N), where s : R is a state-to-observable
map.

TMLEM generates approximations to the errors via recursive regression functions. Specifically, we
model the error as Sn 8n) where

Sn I (on ,hn) St E n Nt, (3.23)

where f is a regression function, pn are features, hn are latent variables, and SEn is a noise model. Criti-
cally, we enforce the latent variables to be governed by a recursion relationship,

hn _ g(on,hn-1,f(pn-1,hn-1)). (3.24)

The system defined by Eqns (4.23) and (4.24) defines a recursive regression function. Depending on the
selection of the recursion functions f and g, one can recover auto-regressive models, recurrent neural
networks, etc. We refer the reader to the supporting publication [91, Section 3] for more details.

The framework proposed by TMLEM comprises the following steps:
Sandia Natianal Laboratories is a multimissian laboratory managed and operated by National Technology and
Engineering Solutions of Sandia, LLC, a wholly oleroed subsidiary of Honeywell International, !roc., for the U.S.
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Step 1 Feature engineering. Select features that are inexpensive to compute, informative of the er-
ror such that a low-noise-variance model can be constructed, and low dimensional such that less
training data are required for the resulting model to generalize. To satisfy these requirements, we
engineer residual-based features informed by classical error-quantification methods. A detailed
description of residual based features is provided in [Section 3.1] [91].

Step 2 Data generation. After selecting candidate features, generate both training and test data in the
form of a set of response—feature pairs. Constructing these data requires computing both the FOM
solutions and approximate solutions for the selected parameter instances.

Step 3 Train the deterministic regression-function model. Define candidate functional forms for the
functions f and g, compute model parameters by (approximately) minimizing a loss function de-
fined on the training data, and perform hyperparameter selection using (cross-)validation.

Step 4 Train the stochastic noise model. Finally, define candidate functional forms for the function,
and compute model parameters via maximum likelihood estimation on a training set independent
from that used to train the deterministic regression function. In this work, we employ a subset of
the test set used to evaluate the deterministic regression function for this purpose.

Time-series machine learning error models summary The previous section outlined the time-series
machine learning error models (TMLEM). Critically, TMLEM advances the state-of-the-art for error
modeling of approximate solutions for dynamical systems by building error models capable of capturing
the recursive nature of the error in approximate solutions of such systems. In the supporting manuscript
for this work [91], we investigate numerous types of features, regression functions, and statistical error
models. We additionally present numerical experiments for approximate solutions to several benchmark
problems. We refer the reader to the following section for the high-level findings from TMLEM.

Results and discussion: Comprehensive theoretical and numerical results for the methods

proposed in this work are presented in the supporting manuscripts [83, 46, 91]. Here, we provide a
high-level summary of these results.

Windowed-least squares model reduction: In the supporting manuscript [83], both theoreti-
cal analysis and numerical experiments are performed for the WLS method. In our theoretical analysis,
we make several findings:

1. [83, Theorem 5.1]: WLS with S-reduction trial subspaces recovers the Galerkin method in the
limit of the window size AT —> O. This is consistent with previous results showing that LSPG
recovers Galerkin projection in the limit of the time step going to zero.

Sandia National Laboratories is a multimission laboratory managed and operated by National Technology and
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2. [83, Theroem 5.3]: In the case that the window size comprises the entire time domain, the error
incurred by the WLS approximation is bounded by the FOM residual evaluated at the WLS solu-
tion. This finding demonstrates that WLS can overcome the exponentially growing error bounds
that appear in LSPG and Galerkin projection.

In the case of numerical experiments, several benchmark problems from compressible fluid dynamics
are investigated [Section 6] [83]. These results demonstrate the following:

1. Increasing the window size over which the residual is minimized led to more physically relevant
solutions. Specifically, we observed that as the window size over which the residual was minimized
grew, WLS led to less oscillatory solutions.

2. Increasing the window size over which the residual is minimized does not necessary lead to a lower
space—time error as measured by the £2-norm. We observed that minimizing the residual over an
intermediary window size led to the lowest space—time error in the £2-norm.

3. WLS displays time-step convergence: both the £2-error and residual norm decreased and displayed
time-step convergence as the time step decreased. This is in contrast to LSPG.

4. WLS incurs a higher computational cost than LSPG. In the context of the direct solution approach,
this increased cost is due to the increased expense of forming and solving the least-squares problem
associated with larger window sizes. In the context of indirect methods, this increased cost is a
result of the increased number of iterations of the forward backward sweep method.

Adjoint Petrov—Galerkin model reduction: Comprehensive theoretical and numerical results
are presented for the APG method in the supporting manuscript [46]. The high-level findings are as
follows:

1. Theoretical error analysis demonstrates that APG is equipeed with a priori error bounds that may
be smaller than those associated with the Galerkin method.

2. Computational cost analysis shows that the APG ROM is twice as expensive as the G ROM for
a given time step, for both explicit and implicit time integrators. In the implicit case, the ability
of the APG ROM to make use of Jacobian—Free Newton—Krylov methods suggests that it may be
more efficient than the LSPG ROM.

3. Numerical evidence from ROMs of compressible flow problems demonstrate that APG is more
accurate and stable than the G ROM on problems of interest. Improvements over the LSPG ROM
are observed in most cases. An analysis of the computational cost shows that the APG method can
lead to lower errors than the LSPG and G ROMs for the same computational cost.

Sandia National Laboratories is a multimission laboratory managed and operated by National Technology and
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Time-series machine learning error models: Comprehensive numerical results are presented
for the TMLEM method in the supporting manuscript [91]. The high-level findings are as follows:

1. The error models obtained from TMLEM yield highly accurate predictions for the error, with
r2 > 0.999.

2. The best overall regression functions comprised methods obtained from the T-MLEM framework
with an LSTM regression-function model. These methods outperformed, e.g., autoregressive mod-
els.

3. Feature-engineering methods that employ residual-based features yielded the best performance.

4. The Laplacian stochastic noise model provided the best statistical model for the prediction noise.

Anticipated outcomes and impacts: The present work advanced the state-of-the-art
in nonlinear model reduction by developing the WLS method, APG method, and TMLEM error models.
We expect for the present work to yield an enhanced ability for performing many-query analyses, such
as uncertainty quantification and optimization, as follows:

1. WLS and APG provide the technology for increasingly robust model reduction methods for non-
linear dynamical systems. In particular, the WLS approach yields accurate and stable solutions in
cases where existing state-of-the-art approaches experience numerical blowup.

2. The time-series machine learning error models equip analysts with the ability to quantify the error
incurred in the ROM solution. This aspect is critical for understanding when the ROM solution is
accurate and reliable.

3. The WLS approach has been implemented in Sandia's open-source reduced-order modeling code,
Pressio (https://github.com/Pressio/pressio). This effort promotes longevity of the research, and
allows WLS to be applied to novel computational problems encountered across national labs and
academia.

Additionally, this work led to the following conference and journal publications:

1. Parish, E. J., and Carlberg, K., "Windowed least-squares model-reduction for dynamical systems",
Journal of Computational Physics, July 2020, (in revision).

2. Parish, E. J., and Carlberg, K., "Time-series Machine Learning Error Models for Approximate
Solutions to Dynamical Systems," Computer Methods in Applied Mechanics and Engineering,
June 2020.

3. Parish, E. J., Wentland, C., and Duraisamy, K. "The Adjoint Petrov—Galerkin method for nonlin-
ear model reductioe, Computer Methods in Applied Mechanics and Engineering, June 2020.
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Department of Energy's National Nuclear Security Administration under contract DE-NA-0003525.
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4. Parish, E.J., and Rizzi, F., "Windowed least-squares model reduction in Pressio", Software @Sandia

Series, Aug. 2020.

5. Parish, E. J., "Model reduction via time-continuous least-squares residual minimizatioe, APS
Division of Fluid Dynamics, Seattle, WA., Nov. 2019

6. Parish, E. J., and Carlberg, K., "Time-series Machine Learning Error Models for Approximate
Solutions to Dynamical Systems," United States Congress of Computational Mechanics, Austin,
TX., Jun. 2019.

7. Parish, E.J. "Data-informed Reduced-Order Models with Memory Effects," SIAM Computational
Science and Engineering, Spokane, WA, 2019.

8. Parish, E.J., "Machine Learning Closure Modeling for Reduced-Order Models of Dynamical Sys-
tems," Bay Area Scientific Computing Day, Livermore, CA., 2018.

Conclusions: Projection-based reduced-order models (ROMs) comprise a promising set of data-

driven approaches for accelerating the simulation of high-fidelity numerical simulations. When applied
to nonlinear dynamical systems, however, standard projection-based ROM approaches can suffer from a
lack of stability and/or accuracy. Additionally, these methods often lack reliable error indicators. This
work advanced the state-of-the-art in nonlinear model reduction by developing the windowed least-
squares (WLS) method and the Adjoint Petrov—Galerkin method for nonlinear model reduction, along
with time-series machine learning error models to approximate the error incurred by the ROM. Numeri-
cal results demonstrated that both the windowed least-squares and Adjoint Petrov—Galerkin methods can
yield improvements over state of the art methods. Specifically, windowed least-squares ROMs overcome
the time step and time scheme dependence that the least-squares Petrov—Galerkin approach is subject
to. Additionally, numerical experiments on the compressible Navier—Stokes equations demonstrate that
the windowed-least-squares approach can yield more stable and accurate solutions than the LSPG. As the
windowed least-squares method is a residual minimization approach, however, its practical utility may be
limited due to the requirement that one is able to compute the action of the Jacobian transpose on a vector.
For legacy and extreme-scale codes, this may not be possible. As an alternative approach, the Adjoint
Petrov—Galerkin method does not require access to a Jacobian transpose. The adjoint Petrov—Galerkin
method is derived via a multiscale modeling formulation, and yields substantial improvements over the
least-squares Petrov—Galerkin method and Galerkin method in terms of accuracy for a given computa-
tional time. Finally, the time-series machine learning error models developed in this work enable analysts
to quantify the error incurred by the ROM; this is critical for certification.

The present work led to numerous tangible outcomes. Specifically, the work has led to three peer
reviewed journal publications (one is in revision at the time of writing this document), as well as four
conference presentations (three additional presentations were canceled due to COVID-19). Additionally,
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the present work has led to the development of the windowed least-squares ROM within Sandia's open-
source reduced-order modeling code, Pressio. The integration of WLS into Pressio promotes longevity
of the research and enables WLS to be applied to a wide class of problems encountered across national
labs.

The present work has additionally raised several questions that should be topics of future work. First,
one of the challenges encountered in this work was the computational cost of residual minimization
methods, such as WLS and LSPG, due to the fact that one has to compute the action of the Jacobian
transpose on a vector. In practice, this is a computationally expensive task, and is the bottleneck of
WLS and LSPG. In order to advance these methods, techniques for accelerating this step need to be
investigated. Second, in terms of the Adjoint Petrov—Galerkin model, future work should focus on the
selection of the stabilization parameter, 2. For systems with disparate scales, such as those encountered
in reacting flows, it has been observed that a scalar 2 may not be sufficient [40]. This is inline with results
from the variational multiscale community, where vector values of 2 are chosen for each equation.
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Abstract

This work proposes a windowed least-squares (WLS) approach for model-reduction of dynamical systems.
The proposed approach sequentially minimizes the time-continuous full-order-model residual within a
low-dimensional space—time trial subspace over time windows. The approach comprises a generalization
of existing model reduction approaches, as particular instances of the methodology recover Galerkin,
least-squares Petrov—Galerkin (LSPG), and space—time LSPG projection. In addition, the approach
addresses key deficiencies in existing model-reduction techniques, e.g., the dependence of LSPG and
space—time LSPG projection on the time discretization and the exponential growth in time exhibited by
a posteriori error bounds for both Galerkin and LSPG projection. We consider two types of space—time
trial subspaces within the proposed approach: one that reduces only the spatial dimension of the full-
order model, and one that reduces both the spatial and temporal dimensions of the full-order model.
For each type of trial subspace, we consider two different solution techniques: direct (i.e., discretize
then optimize) and indirect (i.e., optimize then discretize). Numerical experiments conducted using trial
subspaces characterized by spatial dimension reduction demonstrate that the WLS approach can yield
more accurate solutions with lower space—time residuals than Galerkin and LSPG projection.

1. Introduction

Simulating parameterized dynamical systems arises in many applications across science and engineer-
ing. In many contexts, executing a dynamical-system simulation at a single parameter instance—which
entails the numerical integration of a system of ordinary differential equations (ODEs) incurs an ex-
tremely large computational cost. This occurs, for example, when the state-space dimension is large
(e.g., due to fine spatial resolution when discretizing a partial differential equation) and/or when the
number of time instances is large (e.g., due to time-step limitations incurred by stability or accuracy
considerations). When the application is time critical or many query in nature, analysts must replace
such large-scale parameterized dynamical-system models (which we refer to as the full-order model) with
a low-cost approximation that makes the application tractable.

Projection-based reduced-order models (ROMs) comprise one such approximation strategy. First,
these techniques execute a computationally expensive offline stage that computes a low-dimensional trial
subspace on which the dynamical-system state can be well approximated (e.g., by computing state "snap-
shote at different time and parameter instances, by solving Lyapunov equations). Second, these methods
execute an inexpensive online stage during which they compute approximations to the dynamical-system
trajectory that reside on this trial subspace via, e.g., projection of the full-order model or residual mini-
mization.

Model reduction for linear-time-invariant systems (and other well structured dynamical systems) is
quite mature [7, 46, 48, 33], as system-theoretic properties (e.g., controllability, observability, asymptotic
stability, 9-12-optimality) can be readily quantified and accounted for; this often results in reduced-order
models that inherit such important properties. The primary challenge in developing reduced-order models
for general nonlinear dynamical systems is that such properties are difficult to assess quantitatively. As
a result, it is challenging to develop reduced-order models that preserve important dynamical-system
properties, which often results in methods that yield trajectories that are inaccurate, unstable, or violate
physical properties. To address this, researchers have pursued several directions that aim to imbue
reduced-order models for nonlinear dynamical systems with properties that can improve robustness and
accuracy. These efforts include residual-minimization approaches that equip the ROM solution with a
notion of optimality [19, 21, 41, 43, 42, 13, 14, 54, 16, 12, 1]; space—time approaches that lead to error
bounds that grow slowly in time [25, 26, 62, 68, 5]; "energy-basecr inner products that ensure non-
increasing entropy in the ROM solution [55, 36, 23]; basis-adaptation methods that improve the ROM's
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accuracy a posteriori [17, 51, 29], stabilizing subspace rotations that account for truncated modes a
priori [2], structure-preserving methods that enforce conservation [20] or (port-)Hamiltonian/Lagrangian
structure [39, 22, 6, 24, 31] in the ROM; and subgrid-scale modeling methods that aim to improve
accuracy by addressing the closure problem [59, 58, 35, 8, 15, 66, 67, 65, 60]. We note that these
techniques are often not mutually exclusive. Residual-minimizing and space-time approaches are the
most relevant classes of methods for the current work and comprise the focus of the following review.

Residual-minimization methods in model reduction compute the solution within a low-dimensional
trial subspace that minimizes the full-order-model residual.1 Researchers have developed such residual-
minimizing model-reduction methods for both static systems (i.e., systems without time-dependence)
[41, 43, 42, 13, 54, 16, 12] and dynamical systems [12, 14, 16, 21, 19, 18]. In the latter category,
Refs. [12, 14, 16, 21, 19] formulated the residual minimization problem for dynamical systems by sequen-
tially minimizing the time-discrete full-order-model residual (i.e., the residual arising after applying time
discretization) at each time instance on the time-discretization grid. This formulation is often referred
to as the least-squares Petrov-Galerkin (LSPG) method. Ref. [18] performed detailed analyses of this
formulation and examined its connections with Galerkin projection. Critically, this work demonstrated
that (1) under certain conditions, LSPG can be cast as a Petrov-Galerkin projection applied to the
time-continuous full-order-model residual, and (2) LSPG and Galerkin projection are equivalent in the
limit as the time step goes to zero (i.e., Galerkin projection minimizes the time-instantaneous full-order-
model residual). Numerous numerical experiments have demonstrated that LSPG often yields more
accurate and stable solutions than Galerkin [12, 18, 21, 16, 50]. The common intuitive explanation for
this improved performance is that, by minimizing the full-order-model residual over a finite time window
(rather than time instantaneously), LSPG computes solutions that are more accurate over a larger part
of the trajectory as compared to Galerkin.

However, LSPG has several notable shortcomings. First, LSPG exhibits a complex dependence on the
time discretization. In particular, changing the time step (At) modifies both the time window over which
LSPG minimizes the residual as well as the time-discretization error of the full-order model on which
LSPG is based. As LSPG and Galerkin projection are equivalent in the limit of At 0, the accuracy
of LSPG approaches the (sometimes poor) accuracy of Galerkin as the time step shrinks. For too-large
a time step the accuracy of LSPG also degrades. It is unclear if this is due to the time-discretization
error associated with enlarging the time step, or rather if it is due to the size of the window the residual
is being minimized over. As a consequence, LSPG often yields the smallest error for an intermediate
value of the time step (see, e.g., Ref. [18, Figure 9]); there is no known way to compute this optimal
time step a priori. Second, as the LSPG approach performs sequential residual minimization in time,
its a posteriori error bounds grow exponentially in time [18], and it is not equipped with any notion
of optimality over the entire time domain of interest. As a result, LSPG is not equipped with a priori
guarantees of accuracy or stability, even for linear time-invariant systems [12].

Researchers have pursued the development of space-time residual-minimization approaches [25, 26,
62, 68] to address the issues incurred by sequential residual minimization in time. Existing space-
time approaches differ from the classic LSPG and Galerkin approaches in (1) the definition of the
space-time trial subspace and (2) the definition of the residual minimization problem. First, space-
time approaches leverage a space-time trial basis that characterizes both the spatial and temporal
dependence of the state, classic "spatiaP model reduction approaches such as LSPG and Galerkin leverage
only a spatial trial basis that characterizes the spatial dependence of the state. Second, space-time
residual minimization approaches compute the entire space-time trajectory of the state (within the
low-dimensional space-time trial subspace) that minimizes the full-order-model residual over the entire
time domain; Galerkin and LSPG sequentially compute instances of the state that either minimize the
full-order model instantaneously (Galerkin) or over a time step (LSPG). The result of these differences
is that space-time approaches yield a system of algebraic equations defined over all space and time,
whose solution comprises a vector of (space-time) generalized coordinates; on the other hand, spatial-
projection-only approaches generally associate with systems of ODEs whose solutions comprise time-
dependent vectors of (spatial) generalized coordinates.

Space-time residual minimization approaches minimize the FOM residual over all of space and time
and, as a result, yield models that are equipped with a notion of space-time optimality and a priori
error bounds that grow more slowly in time. Further, space-time approaches reduce both the spatial and

1While we focus our review on residual-minimization approaches in the context of model reduction, we note that these
approaches are intimately related to least-squares finite element methods [10, 34].
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temporal dimensions of the full-order model, and thus promise cost savings over spatial-projection-only
approaches. However, space—time techniques also suffer from several limitations. First, the computational
cost of solving the algebraic system arising from space—time approaches scales cubically with the number
of space—time degrees of freedom; in contrast, the computational cost incurred by standard spatial-
projection-based ROMs is linear in the number of temporal degrees of freedom, as the attendant solvers
can leverage the lower-block triangular structure of the system arising from the sequential nature of
time evolution. As a result, solving the algebraic systems arising from space—time projection is generally
intractable without applying hyper-reduction in time [25, 26]. Second, space—time residual minimization
precludes future state prediction, as these methods employ space—time basis vectors defined over the
entire time domain of interest, which must have been included in the training simulations.

The objectives of this work are to overcome the shortcomings of existing residual-minimizing meth-
ods, and to provide a unifying framework from which existing methods can be assessed. In essence,
the proposed windowed least-squares (WLS) approach sequentially minimizes the FOM residual over a
sequence of arbitrarily defined time windows. The method is characterized by three notable aspects.
First, the method minimizes the time-continuous residual (i.e., that associated with the full-order model
ODE). By adopting a time-continuous viewpoint, the formulation decouples the underlying temporal
discretization scheme from the residual-minimization problem, thus addressing a key deficiency of both
LSPG and space—time LSPG. Critically, time-continuous residual minimization also exposes two differ-
ent solution methods: a discretize-then-optimize (i.e., direct) method, and an optimize-then-discretize
(i.e., indirect) method. Second, the method sequentially minimizes the residual over arbitrarily defined
time windows rather than sequentially minimizing the residual over time steps (as in LSPG) or over
the entire time domain (as in space—time residual-minimization methods). This equips the method with
additionally flexibility that enables it to explore more fine-grained tradeoffs between computational cost
and error. Finally, WLS is formulated for two kinds of space—time trial subspaces: one that associates
with spatial dimension reduction (as employed by traditional spatial-projection-based methods), and
one that associates with space—time dimension reduction (as employed by space—time methods). The
above attributes allow the WLS approach to be viewed as a generalization of existing model-reduction
methods, as Galerkin, LSPG, and space—time LSPG projection correspond to specific instances of the
formulation. Figure 1 depicts how the proposed WLS method provides a unifying framework from which
these existing approaches can be derived.

The WLS approach can be viewed as a hybrid space—time method and displays commonalities with
several related efforts. First, Ref. [12] briefly formulated a space—time least-squares ROM and connected
this formulation with optimal control; specifically it mentioned the optimize-then-discretize vs. discretize-
then-optimize approaches. This work did not fully develop this approach, eschewing it for sequential
residual minimization in time (i.e., LSPG). The present work thus formally develops and extends several
of the concepts put forth in Ref. [12]. Next, Ref. [26] developed a space—time residual minimization
formulation for model interpolation. The present work distinguishes itself from Ref. [26] in that (1)
this work also considers trial subspaces characterized by spatial dimension reduction only, and (2) we
minimize the time-continuous FOM residual over arbitrary time windows. We note that, similar to
the current work, Ref. [26] employs minimization of the time-continuous FOM residual as a starting
point; as such, this work shares some thematic similarities with Ref. [26]. Lastly, Ref. [25] develops a
space—time extension of LSPG projection that minimizes the time-discrete FOM residual over the entire
time domain. The present work distinguishes itself from Ref. [25] in that (1) this work minimizes the
time-continuous FOM residual, (2) this work minimizes this residual over arbitrary time windows, and
(3) this work also considers trial subspaces associated with spatial dimension reduction only.

In summary, specific contributions of this work include:

1. The windowed least-squares (WLS) approach for dynamical-system model reduction. The approach
sequentially minimizes the time-continuous full-order-model residual over arbitrary time windows.

2. Support of two space—time trial subspaces: one that associates with spatial dimension reduction and
one that associates with spatial and temporal dimension reduction. The former case is of particular
interest in the WLS context, as the stationary conditions are derived via the Euler—Lagrange
equations and comprise a coupled two-point Hamiltonian boundary value problem containing a
forward and backward system. The forward system, which is forced by an auxiliary costate, evolves
the (spatial) generalized coordinates of the ROM in time. The backward system, which is forced
by the time-continuous FOM residual evaluated about the ROM state, governs the dynamics of
the cost ate.
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3. Derivation of two solution techniques: discretize then optimize (i.e., direct) and optimize then
discretize (i.e., indirect).

4. Remarks and derivations of conditions under which the WLS approach recovers Galerkin, LSPG,
and space—time LSPG.

5. Error analysis of the WLS approach using trial subspaces associated with spatial dimension re-
duction. This analysis demonstrates that, over a given window, the WLS ROMs error is bounded
a priori by a combination of the error at the start of the window and the integrated FOM ODE
residual evaluated at the FOM state projected onto the trial subspace.

6. Numerical experiments for trial subspaces associated with spatial dimension reduction, which
demonstrate two key findings:

• Minimizing the residual over a larger time window leads to more stable solutions with lower
space—time residuals norms.

• Minimizing the residual over a larger time window does not necessarily lead to a more accurate
trajectory (as measured in the space—time £2-norm of the solution). Instead, minimizing the
residual over an intermediate-sized time window leads to the smallest trajectory error.

The paper proceeds as follows: Section 2 outlines the mathematical setting for the full-order model,
along with Galerkin, LSPG, and space—time LSPG projection. Section 3 outlines the proposed WLS
approach. Section 4 outlines numerical techniques for solving WLS ROMs, including both direct and
indirect methods. Section 5 provides equivalence conditions and error analysis for WLS ROMs. Section 6
presents numerical experiments. Section 7 provides conclusions and perspectives. We denote vector-
valued functions with italicized bold symbols (e.g., x), vectors with standard bold symbols (e.g., x),
matrices with capital bold symbols (e.g., X [x1 • • • xd ), and spaces with calligraphic symbols
(e.g., X). We additionally denote differentiation of a time-dependent function with respect to time with
the • operator.

2. Mathematical formulation

We begin by providing the formulation for the full-order model, followed by a description of standard
model-reduction methods classified according to the type of trial subspace they employ.

2.1. Full-order model

We consider the full-order model to be a dynamical system expressed as a system of ordinary differ-
ential equations (ODEs)

(t) = f (x (t), t), x(0) = xo , t E [0, T], (2.1)

where x : [0, T] NN with x : T 1- 0 C (T) and dx/dT denotes the state implicitly defined as the
solution to initial value problem (2.1), T E R± denotes the final time, x0 E NN denotes the initial
condition, and f : RN x [0, T] —> RN with (y , T) 1--> f (y , T) denotes the velocity, which is possibly
nonlinear in its first argument. For subsequent exposition, we introduce T to denote the set of (sufficiently
smooth) real-valued functions acting on the time domain (i.e., 7- = If I f : [0, T] R}); the state can
be expressed equivalently as x E NN 0 T. We refer to the initial value problem defined in Eq. (2.1)
as the "full-order model" (FOM) ODE. We note that although the problem of interest described in the
introduction corresponds to a parameterized dynamical system, we suppress dependence of the FOM
ODE (2.1) on such parameters for notational convenience, as this work focuses on devising a model-
reduction approach applicable to a specific parameter instance.

Directly solving the FOM ODE (2.1) is computationally expensive if either the state-space dimension
N is large, or if the time-interval length T is large relative to the time step required to numerically
integrate Eq. (2.1). For time-critical or many-query applications, it is essential to replace the FOM
ODE (2.1) with a strategy that enables an approximate trajectory to be computed at lower computational
cost. Projection-based ROMs constitute one such promising approach.
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2.2. Reduced-order models
Projection-based ROMs generate approximate solutions to the FOM ODE (2.1) by approximating

the state in a low-dimensional trial subspace. Two types of space—time trial subspaces are commonly
used for this purpose:2

1. Subspaces that reduce only the spatial dimension of the full-order model (S-reduction). These trial
subspaces are characterized by a spatial projection operator, associate with a basis that represents
the spatial dependence of the state, and are employed in classic model reduction approaches, e.g.,
Galerkin and LSPG.

2. Subspaces that reduce both the spatial and temporal dimensions of the full-order model (ST-reduction).
These trial subspaces are characterized by a space—time projection operator, associate with a basis
that represents the spatial and temporal dependence of the state, and are employed in space—time
model reduction approaches (e.g., space—time Galerkin [5], space—time LSPG [25]).

We now describe these two types of space—time trial subspaces and their application to the Galerkin,
LSPG, and space—time LSPG approaches.

2.3. S-reduction trial subspaces
At a given time instance t E [0, T], S-reduction trial subspaces approximate the FOM ODE solution

as (t) x(t), which is enforced to reside in an affine spatial trial subspace of dimension K < N such
that "o"c(t) E Xref +V C RN, where dim(V) = K and xref E RN denotes the reference state, which is often
taken to be the initial condition (i.e., Xref = x0). Here, the trial subspace V is spanned by an orthogonal
basis such that V = Ran(V) with V [v1 • • • Vic] E VK(rN), where Vic (RN) denotes the compact
Stiefel manifold (i.e., VK (RN) := NxK I XTX = I}). The basis vectors vi, i = 1 K are
typically constructed using state snapshots, e.g., via proper orthogonal decomposition (POD) [9], the
reduced-basis method [52, 64, 63, 49, 56]. Thus, at any time instance t E [0, 1], ROMs that employ the
S-reduction trial subspace approximate the FOM ODE solution as

x (t) ti X (t) = (t) + Xref, (2.2)

where E RK T with : T H '06(7) denotes the generalized coordinates. From the space—time
perspective, this is equivalent to approximating the FOM ODE solution trajectory x E RN T with
"o-c E STs, where

STs := V 0 T + xref 0 C RN T, (2.3)

with E T defined as : T H 1.
Substituting the approximation (2.2) into the FOM ODE (2.1) and performing orthogonal £2-projection

of the initial condition onto the trial subspace yields the overdetermined system of ODEs

V (t) = f (V X (t) + ref, t), (0) = [V] 7' (x0 — xref) , t E [0, T], (2.4)

where X dXI dr. Because Eq. (2.4) is overdetermined, a solution may not exist. Typically, either
Galerkin or least-squares Petrov—Galerkin projection is employed to reduce the number of equations
such that a unique solution exists. We now describe these two methods.

2.3.1. Galerkin projection
The Galerkin approach reduces the number of equations in Eq. (2.4) by enforcing orthogonality of the

residual to the spatial trial subspace in the (semi-)inner product induced by the positive (semi-)definite
N x N matrix A [W]TW (commonly set to A = I), i.e.,

6CG(t) = 1\4-1VT A f (V XG(t) + )(refit), XG(0) = [V]T(x0 — xref), t E [0, T], (2.5)

where M VTAV denotes the K x K positive definite mass matrix. As demonstrated in Ref. [18],
the Galerkin approach can be viewed alternatively as a residual-minimization method, as the Galerkin
ODE (2.5) is equivalent to

XG(t) = arg f (VXG (t) + Xref, t) 11A, X(0) = [V]T(x0 — )(ref), t E [0, T], (2.6)
ÝERK

where llx A N/XTAX. Thus, the computed velocity 'G(t) minimizes the FOM ODE residual evaluated
at the state 17. G(t) + )(ref and time instance t over the spatial trial subspace V.

2For both spatial and space—time ROMs of dynamical systems, all trial subspaces are, strictly speaking, space—time
subspaces.
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2.3.2. Least-squares Petrov—Galerkin projection
Despite its time-instantaneous residual-minimization optimality property (2.6), the Galerkin approach

can yield inaccurate solutions, particularly if the velocity is not self-adjoint or is nonlinear. Least-squares
Petrov—Galerkin (LSPG) [18, 16, 21, 14, 12] was developed as an alternative method that exhibits several
advantages over the Galerkin approach. Rather than minimize the (time-continuous) FOM ODE residual
at a time instance (as in Galerkin), LSPG minimizes the (time-discrete) FOM OAE residual (i.e., the
residual arising after applying time discretization to the FOM ODE) over a time step. We now describe
the LSPG approach in the case of linear multistep methods; Ref. [18] also presents LSPG for Runge—
Kutta schemes.

Without loss of generality, we introduce a uniform time grid characterized by time step At and time
instances V' = nAt, n = 0, , Nt. Applying a linear multistep method to discretize the FOM ODE (2.1)
with this time grid yields the FOM OAE, which computes the sequence of discrete solutions xn(r-z..- x(tn)),
n = 1, . . . , Nt as the implicit solution to the system of algebraic equations

rn(xn; xn—1, xn—kn = 0, n = 1, , Nt, (2.7)

with the initial condition x° = xo. In the above, kn denotes the number of steps employed by the scheme
at the nth time instance and rn denotes the FOM OAE residual defined as

kn

rn (yn yn —1 yn—kn 1 V ar.t,rn

At 3
j=0

RN 0 Rien+1 RN.

k

— E137.f(Yn—i

j=0

Here, ar; , E R, j = 0, , kn are coefficients that define the linear multistep method at the nth time
instance.

At each time instance on the time grid, LSPG substitutes the S-reduction trial subspace approxima-
tion (2.2) into the FOM OAE (2.7) and minimizes the residual, i.e., LSPG sequentially computes the
solutions xn, n = 1, , Nt that satisfy

xL = arg min Ilwrn(y; )2, n = 1, , Nt,
YEV-Fxref

where W E Rnsx N with K < ns < N, is a weighting matrix that can be used, e.g., to enable hyper-
reduction by requiring it to have a small number of nonzero columns.

As described in the introduction, although numerical experiments have demonstrated that LSPG
often yields more accurate and stable solutions than Galerkin [12, 18, 21, 16, 50], LSPG still suffers from
several shortcomings. In particular, LSPG suffers from its complex dependence on the time discretization,
exponentially growing error bounds, and lack of optimality for the trajectory defined over the entire time
domain.

2.4. ST-reduction trial spaces and space—time ROMs

Space—time projection methods that employ ST-reduction trial spaces [25, 26, 62, 68, 5, 12] aim to
overcome the latter two shortcomings of LSPG. Because these methods employ ST-reduction trial spaces,
they reduce both the spatial and temporal dimensions of the full-order model; further, they yield error
bounds that grow more slowly in time and their trajectories exhibit an optimality property over the
entire time domain.

ST-reduction trial subspaces approximate the FOM ODE solution trajectory x E RN T with an
approximation that resides in an affine space—time trial subspace of dimension KST < N, i.e., E STST
with dim(STsT) = KST, where

STST := Ran(II) + xo 0 C T. (2.8)

Here II E RN KST T, with II : T H II(r) and II(0) = 0 denotes the space—time trial basis. Thus, at
any time instance t E [0, T], ROMs that employ the ST-reduction trial subspace approximate the FOM
ODE solution as

x(t) Re, (t) = Mt* + 3C0 (2.9)

where x E RKST denotes the space—time generalized coordinates. Critically, comparing the approxi-
mations arising from S-reduction and ST-reduction trial subspaces in Eqs. (2.2) and (2.9), respectively,
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highlights that the former approximation associates with time-dependent generalized coordinates, while
the latter approximation associates with a time-dependent basis matrix.

Substituting the approximation (2.9) into the FOM ODE (2.1) yields

11 (t)x = f (II (t) + xo, t), t E [0, i], (2.10)

where ri drI/dT. We note that the initial conditions are automatically satisfied from the definition of
the ST-reduction trial subspace.

Space—time methods reduce the number of equations in (2.10) to ensure a unique solution exists.
We now outline one such method: space—time least-squares Petrov—Galerkin (ST-LSPG) [25]. While
the space—time Galerkin method [5] is another alternative, it does not associate with any residual-
minimization principle, and thus we do not discuss it further.

2.4.1. Space—time LSPG projection

Analogously to LSPG, space—time LSPG [25] minimizes the (time-discrete) FOM OAE residual, but
does so using the ST-reduction subspace and simultaneously minimizes this residual over all Nt time
instances. We first introduce the full space—time FOM OAE residual for linear multistep methods as

ri(yi; xo)

f : (3r1, • • • ,3rNt ;3(0) 1—

N ® 11:

[rNt (yNt ;yNt-1, . . . , yNt—kNt )

Nt+1 _>. RN Nt ,

and define the counterpart function acting on space—time generalized coordinates:

r : (y; xo) 1-->

: RKST x 11:

1'1 (11(t1) + )(ref; xo)

rNt )(II(tN t y + xref; 1-1(tNt- ) ref, ... , H-k 
)
y 
+ Xref)

1 yr + xet 
Nt

_

RNNt .

ST-LSPG computes the space—time generalized coordinates that minimize the space—time FOM OAE
residual:

WST/÷' Cri 3(0)1 ILST-LSPG = arg minll (2.11)
< Nk NEI: is sT

x N Nt , with ICST < nstwhere WST E Rnst a space—time weighting matrix that can be chosen,
e.g., to enable hyper-reduction.

ST-LSPG overcomes two of the primary shortcomings of LSPG. In particular, it leads to error bounds
that grow sub-quadratically in time rather than exponentially in time, and it generates entire trajectories
that associate with an optimality property over the entire time domain [25]. However, it is subject to
several challenges. First, the computational cost of solving Eq. (2.11) scales cubically with the number of
space—time degrees of freedom KST. This cost is due to the fact that ST-LSPG yields dense systems that
do not expose any natural mechanism for exploiting the sequential nature of time evolution. Second, it
is unclear how these methods can be employed for future state prediction, as the space—time trial basis
1-1 must be defined over the entire time interval of interest [0, T]. Third, ST-LSPG is still strongly tied
to the time discretization employed for the full-order model, as it minimizes the (time-discrete) FOM
OAE residual over all time instances.

2. 5 . Outstanding challenges

This work seeks to overcome the limitations of existing residual-minimizing model-reduction methods,
and to provide a unifying framework from which existing methods can be assessed. Specifically, we look
to overcome the complex dependence of LSPG on the time discretization, exponential time growth of
the error bounds for Galerkin and LSPG, the cubic dependence of the computational cost of ST-LSPG
on the number of degrees of freedom, and the lack of ability for ST-LSPG to perform prediction in time.
We now describe the proposed windowed least-squares approach for this purpose.
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Figure 2: Partitioning of the time domain into time windows.

3. Windowed least-squares approach

This section outlines the proposed windowed least-squares (WLS) approach. In contrast to (1)
Galerkin projection, which minimizes the (time-continuous) FOM ODE residual at a time instance,
(2) LSPG projection, which minimizes the (time-discrete) FOM OAE residual over a time step, and
(3) ST-LSPG projection, which minimizes the FOM OAE residual over the entire time interval, the
proposed WLS approach sequentially minimizes the FOM ODE residual over arbitrarily defined time
windows. The formulation is compatible with both S-reduction and ST-reduction trial subspaces. In this
section, we start by outlining the WLS formulation for a general space—time trial subspace. We then
examine the S-reduction trial subspace in this context, followed by the ST-reduction trial subspace. In
each case, we derive the stationary conditions associated with the residual-minimization problems.

ATAT,,'

3.1. Windowed least-squares for general space—time trial subspaces
We begin by introducing a (potentially nonuniform) partition of the time domain [0, T] into Ni„ non-

overlapping windows [C, ty] C [0, T] of length ATn := ty — tr.:, n = 1, ... , Nu, such that tis- = 0, t.ifv'' = T,

and C+1 = ty, n = 1, ... ,1\r,u, — 1; Fig. 2 depicts such a partitioning. Over the nth time window, we
approximate the FOM ODE solution as -Xn (t) :-.:_-,. x(t), t E [C, el], which is enforced to reside in the nth
space—time trial subspace STn such that

"71 E STn c l" ® Tn, n = 1, ... , Nw, (3.1)

where Tn denotes the set of (sufficiently smooth) real-valued functions acting on [tsn, VI] (i.e., Tn =
{f I f : [t sn , VI] —> R}). For notational purposes, we additionally define the spatial trial subspaces at the
start of each window as

Bn := spanay(tn 1 y E ST21) C RN, n = 1, ... ,Nu„ (3.2)

such that "n(tns ) E Bn . To outline WLS, we now define the objective functional over the nth window as

,7n : y i- - 
1 [(t) — f(y(t), tflT An [0) - f(y(t), t)] dt ,
r
2 v.:

: RN 0 Tn —> R+,

(3.3)

[Wri]Twn 
E 

NxNwhere An r: denotes a symmetric positive semi-definite matrix that can enable
hyper-reduction, for example.

The WLS approach sequentially computes approximate solutions "e E STn, n = 1, ... , Nw, where
"'n is the solution to the minimization problem

minimize Jn(y),
yEST'

{ pn 4- n-1 (t7-1))
subject to y(tn =

Pn(xo)

n = 2, ... , N,,,,,

n = 1,

(3.4)

where Pn : RN —> /3n is a (spatial) projection operator onto the start of the nth trial space (e.g.,
.0-orthogonal projection operator).

We now define the trial subspaces STn considered in this work. In particular, we introduce S-
reduction trial subspaces and ST-reduction trial subspaces tailored for this context. We leave further
investigation into other approaches, such as nonlinear trial manifolds [40], as a subject for future work.
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3.2. S-reduction trial subspaces

In this context, the S-reduction trial subspace over the nth time window approximates the FOM
ODE solution trajectory x(t), t E [t ,t7] with "Xn E Sn, where

STg' := Vn Tn X:.'ef 0 On C RN Tn. (3.5)

Here, the spatial trial subspaces Vn C RN, n = 1, . . . , Aru, satisfy Vn := Ran(Vn) with Vn [VI' • • • vricd E
V K.(RN), the reference states xi.nef ErN,n= 1, ... ,N,u, provide the affine transformation, and On E Tn
is defined as On : T H 1. Thus, at any time instance t E [tn, ,t7], the S-reduction trial subspace approxi-
mates the FOM ODE solution as

x(t) n (t) = Vri n (t) Xrnef, (3.6)

where 'Oen E Tn with "e : T H xn (T) denotes the generalized coordinates over the nth time
window.

Setting sr STrsi in the WLS minimization problem (3.4) and setting Pm to the 0-orthogonal
projection operator implies that WLS with S-reduction space—time trial subspaces sequentially computes
solutions V2 n =1, ... ,1\r,i, that satisfy

minimize Jn(Vri + xrnef on),
ERKn ®Tn

nv-n]T (vn-1 tn-1, 1— 3crrief)
subject to (tns) = f

[L-v1]T (xo 34ef)
n = 2, ... , N„,„

n = 1.

(3.7)

3.2.1. Stationary conditions and the Euler—Lagrange equations

We derive stationary conditions for optimization problem (3.7) via the Euler—Lagrange equations
from the calculus of variations. To begin, we define the integrand appearing in the objective function
Jm defined in Eq. (3.3) in terms of the generalized coordinates induced by the S-reduction subspace as

2-n : T 
2

) H —
1 
[Vnir — f (VnST X?„lef, T)]

T 
An — f(VnSr' x7r/ef, T)]

: x x [t7:, ty] R.

We also define the quantities3

T: *11, T) [a wT), iy(T),T)1 ,

:RI(' Tn x Tn x [esi, efi] RICn,

ain
Zy : ) [ w (71, /6 (T),T)] ,

: Tn x Ricn Tn x [es , ef]

(3.8)

(3.9)

(3.10)

Using this notation, the Euler—Lagrange equations (see Appendix C for the derivation) over the nth time
window for t E [t LI ,tnf] are given by

I; 4n , k ,t) — i,i 4n , r i ,t) = 0,

{yr1T (-vn—ln-1(t7-1) + xrne—fl

xn (C) = [V1F (X0 — Xrlef)

3We use numerator layout for the scalar-by-vector gradients.

— xi?ef) n = 2, ... , N,„„

n =1,
(3.11)
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Appendix D provides the steps required to evaluate the terms in system (3.11); the resulting system can
be written as the following coupled forward—backward system for t E [t sn ,t7]:

ivink (0 — [vn]TAn

mnAn(t) [-vn]T

f(vnvi (0 + )erief,

(v-nahrt
) 
't‘ 

34-1,f,t)]
ay

= 1w-5,nm,

AnynAn (0 = —[vnr [Lf (vn n (0 +
Oy

0] T

(3.12)

(3.13)

An - Vn [MT [Vn]TAn) (Vnk(t) — f(vn n (0 + 0),

{[v-n]T (v-n -1 ,, n-1 (tnf,-1) + 3c, T. 1;,-e )eref) n = 2, ... , N,„,
(tn =

(Xo — xref) n = 1,
(3.14)

An(q) = o,

where

(3.15)

An y (T) [win] -1 [-vn]TAn fcvn (7) 3ci.ef, 7),

: [t7; , ty]
(3.16)

is the adjoint or "costate variable with An dAn/c/T, and Mn [vri]TAn-vn is a mass matrix.

Eq. (3.12) is equivalent to a Galerkin reduced-order model forced by the costate variable A
n 
. Eq. (3.13)

is typically referred to as the adjoint equation, which is linear in the costate and is forced by the residual.
We note that both ODEs (3.12) and (3.13) can be equipped with hyper-reduction, e.g., via collocation,
(discrete) empirical interpolation, Gappy POD [30, 3, 28]. The state—costate coupled system (3.12)—
(3.15) can be interpreted as an "optimally controlled" ROM, wherein the adjoint equation controls the
forward model by enforcing the minimum residual condition over the time window.

We note that in the case An = I, the system simplifies to

xn(t) — [vn]T f (vnvi (0 + 4ef, = An (t)

in (t) [Vrir [—Dayf (V n n(t) t)] Vn An (t) =

[Vn]T [ 
03r 
(Vn (t) Xlrlef,t)] (I — vn [vnr) f(-vn n (0 + xTrief,

{fly-TIT (v-n-1 .• ri-1(tri 
e-l) X'r/f) n = 2, ... , AT,„„

'T )(es)) = L
[V 1]T (Xo — xrlef) n = 1,

Stn(q) = O.

3.2.2. Formulation as an optimal-control problem of Lagrange type

The stationary conditions for WLS with S-reduction trial subspaces (3.12)—(3.15) can be alternatively
formulated as a Lagrange problem from optimal control. To this end, recall the dynamics of the Galerkin
ROM over t E [tn, , ty],

[v]TANT G(0 — rviTAf(v- G + xref, t) = O.

We introduce now a controller ie E K Tn and pose the problem of finding a controller that minimizes
the residual over the time window and forces the dynamics as

[-vn]TAnynk(t) [vri]i'Anf (vn n(t) xref, t) = fin (t). (3.17)

We now demonstrate how to compute this controller. Before doing so, we note that (3.17) displays
commonalities with subgrid-scale methods [58, 35, 15, 50, 67, 65, 60], which add an additional term to
the reduced-order model in order to account for truncated states.

We begin by defining a Lagrangian

Ln : (V , T) H 2[vn ([Mn]-1[Vn]TAnf (VnSi xref, T) [Mn]-1Sr) — f (Vn Sr + xref, T)] An

: X RIC' X [trsi , ty]

[Vn ([Mn]-1[Vn
]T

fAn (vmSr

R±,

)42,f, T) [Mn]-1ir) - f(vnSr XTrief, 7)] ,
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where we have used k(t) = [Mn] —1 [Vn]TAn f (Vn5cri (t) + xrnef, t) + [Mn]-1itn (t) from Eq. (3.17). Note
that this Lagrangian measures the same residual as Eq. (3.8). The WLS approach with S-reduction trial
subspaces can be formulated as an optimal-control method that sequentially computes the controllers

Tn, n = 1, . . . , Nu, that satisfyn e

tn
minimize
ERK' 0T' vs,

{subject to

Gn (t), v (t), t) dt

[V n]T AnV n (t) — [V n]T An f (V n V 2 (t) 3Crief, t) = (t) t E [trsi ty] (3.18)

{ae
n(tr) = 

[Vn]T(Vn-1n-1(t7
si

-1) + xrrieV — kref) n= 2, ... Nu„

[V1]T(xo — xref) n = 1.

The solution to the system (3.18) is equivalent of that defined by (3.7). This can be demonstrated via the
Pontryagin Maximum Principle (PMP) [37]. To this end, we introduce the Lagrange multiplier (costate)
vn E RKn Tn and define the Hamiltonian

7in 1_>. [[Mn] [v-n
]T
Anf cvnsi. 4ef, + [MTH rn (sr, r),

(3.19)

: ~Kn X RI° X RIC' X [t7s1, el] R.

The Pontryagin Maximum Principle states that solutions of the optimization problem (3.18) must satisfy
the following conditions over the nth window,

aRn
(t) = a it (t), 1)n (t), fin (t) t),

aRn
i/n(t) = 

aSr 
(t), vn (t), un (t), t),

ai> 
(n(t), fin (t), (t), t) = 0 ,

ivn]T (v-n-1 (t7 e—1) 3crn71
= [

v-1]T 
(x0 xrlef)

xrnef) n = 2, ... , N„„

n = 1,

(t7) = 0.

Evaluation of the required gradients (Appendix E) yields the system to be solved over the nth window
for t E [V,/,t7],

Mnk (t) — [vn]TAnf(vnn(t) + xref, t) = itn (t),

Of Of
(t) + [V n]T Lwr (V 1 VI (t) t)] AnVn[Mn]-1i/n(t) = [Vn]T (Vn e(t) 34ef, t)]

An — Vn [M7]-1 [Vn]TAn) (Vnk (t) — f (Vn n (t) + x;!'ef, t)),

(t) = —Vn (t),

rvri]T (-vm-1V2-1(t7-1) ,crneT1
(C) = [L17-1]T (xo xref)

— xrnef,1 n = 2, ... , Nu„

n = 1,

(3.20)

1:72 (q) = O.

Setting itn = Mn5tn and vn = —Mn5tn results in equivalence between the system (3.20) and the
system (3.12)—(3.15). Thus, WLS with S-reduction trial subspaces can be formulated as an optimal
control problem: WLS computes a controller that modifies the Galerkin ROM to minimize the residual
over the time window. The WLS method can additionally be interpreted as a subgrid-scale modeling
technique that constructs a residual-minimizing subgrid-scale model.

Remark 3.1. The Euler—Lagrange equations comprise a Hamiltonian system. This imbues WLS with
S-reduction trial subspaces with certain properties; e.g., for autonomous systems the Hamiltonian (3.19)
is conserved.

12



3.3. ST-reduction trial spaces

The ST-reduction trial subspace over the nth time window approximates the FOM ODE solution
trajectory x E rN OT with ae E STnsT, where

SnT, := Ran(11n) + Xsnt 0 On C RN 0 T. . (3.21)

Here rin E RN.K3,,, ® Tn, n = 1, ... , N,„, with Hn : T I-- 11n(T) and "In (tsn) = 0 is the space—
time trial basis matrix function and xIsit e RN, n = 1, . . . , N,,,, provides the affine transformation. To
enforce the initial condition and ensure solution continuity across time windows, we set x!.t = xo and
.„,.n 

—
_ - n-1 ( 

,f• 
n-1

X t ) for n = 2, ... , Nu,. At any time instance t E [t sn , eft] , the ST-reduction trial subspace—st 
approximates the FOM ODE solution as

Xn (t) ,',' X̂n (t) = lln (t)xn + x t , (3.22)

where 3 71 E Riqr are the space—time generalized coordinates over the nth window. Setting Sri <— SriST
in the WLS minimization problem (3.4) implies that WLS with ST-reduction trial subspaces sequentially

computes solutions cn, n = 1, ... , Aru, that satisfy

minimize Jn (Irk + x7s1 ® On).
i,' ElizKgT

(3.23)

3.3.1. Stationary conditions

The key difference between ST-reduction and S-reduction trial subspaces is as follows: generalized
coordinates for ST-reduction trial subspaces comprise a vector in Rick while generalized coordinates for
the S-reduction trial subspaces comprise a time-dependent vector in NKr' OT n . Thus, in the ST-reduction
case, the optimization problem is no longer minimizing a functional with respect to a (time-dependent)
function, but is minimizing a function with respect to a vector. As such, the first-order optimality
conditions can be derived using standard calculus. Differentiating the objective function with respect to
the generalized coordinates and setting the result equal to zero yields

L

Thus, for ST-reduction trial subspaces, the stationary conditions comprise a system of algebraic equa-
tions, as opposed to a system of differential equations as with S-reduction trial subspaces.

T

[tin (t)T — lin (t)T [a 
ay 

 (tin (t)fcn + x7s2t, t)] ] An (tin (t)xn — f (IIn (t)xn + Kit , t)) dt = 0• (3.24)

3.4. WLS summary

This section outlined the WLS approach for model reduction. In summary, WLS sequentially mini-
mizes the time continuous FOM ODE residual within the range of a space—time trial subspace over time
windows; i.e., WLS sequentially computes approximate solutions V2 E STn , n = 1, ... , Nu, that comprise
solutions to the optimization problem (3.4). For S-reduction trial subspaces, the stationary conditions
for the residual minimization problem can be derived via the Euler—Lagrange equations and yield the
system (3.12)—(3.15) over the nth window for t E [t sn , eft] . WLS with S-reduction trial subspaces can be
alternatively interpreted as a Lagrange problem from optimal control: the Galerkin method is forced
by a controller that enforces the residual minimization property. Section 3.3 additionally considered
ST-reduction trial subspaces. For ST-reduction trial subspaces, in where the generalized coordinates are
no longer functions, the stationary conditions correspond to the system of algebraic equations (3.24).

4. Numerical solution techniques

We now consider numerical-solution techniques for the WLS approach. We focus primarily on direct
(i.e., discretize-then-optimize) and indirect (i.e., optimize-then-discretize) methods for S-reduction trial
subspaces, and then briefly outline direct and indirect methods for ST-reduction trial subspaces.
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4.1. S-reduction: direct and indirect methods

WLS with S-reduction trial subspaces can be viewed as an optimal-control problem. Numerical so-
lution techniques for optimal-control problems can be classified as either direct or indirect methods [27].
Rather than working with the first-order optimality conditions (3.12)—(3.15), direct methods "directly"
solve the optimization problem (3.4) by first numerically discretizing the objective functional and "tran-
scribine the infinite-dimensional problem into a finite-dimensional problem. Direct approaches thus
"discretize then optimize". In contrast, indirect methods compute solutions to the Euler—Lagrange
equations (3.12)—(3.15) (which comprise the first-order optimality conditions). Thus, indirect methods
"optimize then discretize," and solve the optimization problem "indirectly." A variety of both discretiza-
tion and solution techniques are possible for both direct and indirect methods. Collocation methods,
finite-element methods, spectral methods, and shooting methods are all examples of possible solution
techniques.

In the present context, we investigate both direct and indirect methods to solve WLS with S-reduction
trial subspaces. In particular, we consider:

• Direct methods (discretize then optimize): A direct approach that leverages linear multistep meth-
ods to directly solve the optimization problem (3.7). Section 4.2 outlines this approach.

• Indirect methods (optimize then discretize): An indirect approach that leverages the forward—
backward sweep algorithm to solve the Euler—Lagrange equations (3.12)—(3.15). Section 4.3 outlines
this technique.

We note that a variety of other approaches exist, and their investigation comprises the subject of future
work.

4.2. S-reduction trial subspaces: direct solution approach

Direct approaches solve optimization problem (3.4) by "transcribine the infinite-dimensional opti-
mization problem into a finite-dimensional one by discretizing the state and objective functional in time.
The minimization problem is then reformulated as a (non)linear optimization problem. A variety of direct
solution approaches exist, including collocation approaches, spectral methods, and genetic algorithms.
In the context of S-reduction trial subspaces, the most straightforward direct solution approach consists
of the following steps: (1) numerically discretize the FOM ODE (and hence the integrand of the objective
function in problem (3.7)) and (2) select a numerical quadrature rule to evaluate the integral defining

the objective function in (3.7). To this end, we define time grids {,n n,i} [rs,t7], n = 1, . . . , Nu,

that satisfy tsn = r" < • • • < Tri,Nrn = trj. Figure 3 depicts such a discretization. For the purposes of
indexing between different windows, we additionally define a function:

0 : (n, i)

(n, i)

(n, i)

0(n — 1, AT-1- i)

n = 1, i= 0,

n > 1, i > 0,

n > 1, i < O.

We now outline the direct solution approach for linear-multistep schemes; the formulation for other
time-integration methods (e.g., Runge—Kutta) follows closely.

4.2.1. Linear multistep schemes

Linear multistep schemes approximate the solution at time instance rn,i using the previous kn,i time
instances, where le,' denotes the number of time steps employed by the scheme at the ith time instance
of the nth window. Employing such a method to discretize the FOM ODE yields the sequence of FOM
OAEs defined over the nth time window

rn'i(Xn'i; Xf9(n'i-1),
B(n
 = 0,

along with the initial condition x" = xo. Here, x(rm,i))
residual over the ith time instance of the nth window defined as

i = 1, . , N;)

11: and rn,i denotes the FOM OAE

) AH+  tn,i — E Or.° f (3ri—j
rn,i ; (yi ; ; ; yi—k"

3
j=0 j=0

RN 0 RIcn'i+1 _> RN.

TO(n,i—j)),
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Figure 3: Depiction of the NT + 1 time instances over each window. In the figure, N,;.1' = 2 for all n.

Here, Atn'i := Tn'i — Tn'2-1 denotes the time step, and cel!"2 
3 

E R denote coefficients that define
3 

the specific type of multistep scheme at the ith time instance of the nth window. Employing a linear
multistep method allows the objective functional (3.3) to be replaced with the objective function

Nn

(3,1, yN7 ;y0 • y IC'" 1+1.) H+ 1 \' , n,i • yi-k )AT An rn,i i-1 (3r ;

2 " • ,

RN ® RN.;.+e,1 R

where -y" E R± are quadrature weights.
WLS with the direct approach and a linear multistep method sequentially computes the solutions

*To n = 1, , Nw that satisfy

minimize 4(3,1 Y 
N' • -0(n

' 
0) -0(n

' ) 
—kn'l-FO\

, • • • , ; x , • • • , x ,
(y1,...,yN43")E(V-Fxl.'ef)ORN43'

with the initial condition ic1,° = Vn [vn]T (x0 — xref) xrrief.
Equivalently, WLS with the direct approach and a linear multistep method sequentially computes

the generalized coordinates 30,1 n = 1, , Nw with 3in'i(C-Z--% oP(Tn'i)) E RIC' that satisfy

4(17-7,,s,•1 „rnef,...,v-nsyr _rn 0(n,0) ,RO(n,—kn'1+1)minimize ef, ) • (4.1)
eARN,

The optimization problem takes the form of a weighted least-squares problem. We emphasize that op-
timization problem (4.1) associates with an S-reduction trial subspace characterized by a reduction in
spatial complexity, but no reduction in temporal complexity.

The minimization problem (4.1) requires specification of the quadrature weights (and hence the
integration scheme used to discretize the objective functional). Typically, the same integration scheme
used to discretize the FOM ODE is employed for consistency [53]; e.g., if a backward Euler method is
used to discretize the FOM ODE, then a backward Euler method is the used to numerically integrate
the objective functional.

Remark 4.1. For the limiting case where Np = 1, n = 1, . . . , Nw such that the window size is equivalent
to the time step (i.e., ,A.Tn = Tn'l 7.92,0) uniform quadrature weights are used, a uniform trial space
is employed (i.e., Vfl = V and xnref = xref, n = 1, ... ,Nw), the weighting matrices are taken to be

W" = W ,n = 1, , Nw, and the time instances satisfy Tn'l = tn, n = 1, . . . , Nw, then 50'1 =
n = 1, , Nw and WLS with S-reduction trial subspaces solved via the direct approach recovers the
LSPG approach.

4.2.2. Solution to the least-squares problem through the Gauss—Newton method

Problem (4.1) corresponds to a discrete least-squares problem, which is nonlinear if the full-order-
model velocity f is nonlinear in its first argument. A variety of algorithms exist for solving nonlinear
least-squares problems, including the Gauss—Newton method, and the Levenberg—Marquardt method.
The numerical experiments presented in this work consider nonlinear dynamical systems and are solved
via the Gauss—Newton method; as such, we outline this approach here.
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Defining a "vectorization" function

v (y1, yrn) [[y1T [yrn]T]

T 
 ,

: RP ® Rpm,

the vectorized generalized coordinates over the nth time window are defined as

-n
nNn

X := 7.1(Xn'1,

We now define the weighted space—time residual over the entire window as

=n =
r : y 1-->•

wnrn,l(v-nsil xrnef; icO(n,0)

\tYn2'N4-'  wnrn,AT (vnsilS4' xrnef; -vnÿlVyn -1 + xrnef, _L
."` _refl 

where y v(ý1, , sin and, for i < 0,

{ie(n'i)v 
y (xo xr1 ef)

We note that

n = 2, ... ,

n = 1.

er'n,1 -71,Nn -61(n 0)
•••X T;x XO(n'-k""1+1)) 

T [=n

= [f ) r (Tc )]

(4.2)

Using these definitions, Algorithm 1 presents the standard Gauss—Newton method. Each Gauss—Newton
iteration consists of three fundamental steps: (1) compute the FOM OAE residual given the current
guess, (2) compute the Jacobian of the residual over the time window, and (3) solve the linear least-
squares problem and update the guess.

The practical implementation of the Gauss—Newton algorithm requires an efficient method for 
,

com-

puting the Jacobian of the residual over the time window ar/ay. For this purpose, we can leverage
the fact that this Jacobian is a block lower triangular matrix with the following sparsity pattern (for
kn'T = = Nyn):

where each block comprises an N x Kn dense matrix. In particular, solution techniques can leverage this
structure, e.g., to efficiently compute Jacobian—vector products. Another consequence of this sparsity
pattern is that the normal equations arising at each Gauss—Newton iteration comprise a banded block
system that can also be exploited.

Remark 4.2. (Acceleration of the Gauss—Newton Method)
The principal cost of a Gauss—Newton method is often the formation of the Jacobian matrix. A variety of
techniques aimed at reducing this computational burden exist; Jacobian-free Newton—Krylov methods [38],
Broyden's method [11] (as explored in Ref. [16], Appendix A), and frozen Jacobian approximations are
several such examples. Further, the space—time formulation introduces an extra dimension for paralleliza-
tion that can be exploited to future reduce the wall time. The investigation of these additional, potentially
more efficient, solution algorithms is a topic of future work.
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Algorithm 1: S-reduction trial subspace: algorithm for the direct solution technique with the
Gauss-Newton method and a linear multistep method over the nth window

Input : tolerance, E; initial guess, -' z,13
n,1 

, • • • , IcOl'N"-'
- n=

problem, xOutput: Solution to least squares
Online Steps:
converged false
n

/ n,1 n,N,,_n )
X0 7,1pC0 , . . . , X0

k 0
while not converged do

- n
r <— r (xk)

8,.
J <—  (xk

n
)

ay

if 11.17'112 < c then
converged <— true

,‘ n ,, n
Return: X = Xk+1

else
,, ri

Compute AR that minimizes
- n - n

a linesearch(AR ,Rk )
- n . n . n
Xk+1 <-- Xk + aAx

end
k <— k + 1

end

> Set convergence checker

> Assemble generalized coordinates over window
> Set counter

> Compute weighted residual over window

> Compute weighted residual-Jacobian over window

> Check and set convergence based on gradient norm

> Return converged solution

,,,,
IIJAR + rH > Solve the linear least-squares problem

> Compute a based on a line search, or set to 1

> Update guess to the state

4.3. S-reduction trial subspaces: indirect solution approach

In contrast to the direct approach, indirect methods "indirectly" solve the minimization problem (3.4)
by solving the Euler-Lagrange equations (3.12)-(3.13) associated with stationarity. This system com-
prises a coupled two-point boundary value problem. Several techniques have been devised to solve such
problems, including shooting methods, multiple shooting methods [47], and the forward-backward sweep
method [44] (FBSM). This work explores using the FBSM.

4.3.1. Forward-backward sweep method (FBSM)

Until convergence, the FBSM alternates between solving the system (3.12) forward in time given a
fixed value of the costate, and solving the adjoint equation (3.13) backward in time given a fixed value
for the generalized coordinates. Typically, the system (3.12) is solved first given an initial guess for
the costate. Algorithm 2 outlines the algorithm, which contains three parameters: the relaxation factor
p < 1, the growth factor 01 > 1, and the decay factor 1P2 > 1. The relaxation factor controls the rate
at which the costate seen by (3.12) is updated. The closer p is to unity, the faster the algorithm will
converge. For large window sizes, however, a large a value of p can lead to an unstable iterative process.
In practice, a line search is used to compute an acceptable value for the relaxation factor p. The line
search presented in Algorithm 2 adapts the relaxation factor according to the objective. Convergence
properties of the FBSM method are presented in Ref. [45], which shows that the algorithm will converge
for a sufficiently small value of p.

4.3.2. Considerations for the numerically solving the forward and backward systems

The FBSM requires solving the forward (3.12) and backward (3.13) systems, both of which are defined
at the time-continuous level. The numerical implementation of the FBSM requires two main ingredients:
(1) temporal discretization schemes for the forward and backward problems and (2) an efficient method
for computing terms involving the transpose of the Jacobian of the velocity.

This work employs linear multistep schemes for time discretization of the forward and backward
problems As described in Section 4.2.1, temporal discretization is achieved by introducing N,12' + 1 time
instances over each time window.

The second ingredient, namely devising an efficient method for computing terms involving the trans-
pose of the Jacobian of the velocity, can be challenging if one does not have explicit access to this
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Algorithm 2: S-reduction trial subspace: algorithm for the FBSM over the nth window.

Input : tolerance, E; relaxation factor, p < 1; growth factor, 01 > 1; decay factor, 02 > 1; initial
guess for state - c,n; initial guess for costate un

Output: Stationary point,
Online Steps:
Compute satisfying Mnkii(t) - [Vn]TArif(V-4(t) + 3c;:ief, t) = (t)
i 1
while E < f l*i(t) — "jcin 1(t)112dt do- z

a
Compute A

n 
satisfying MnAn(t) [Vn]T [(tr (Vn Ci(t) + )(Tref, t)] AnVnAm(t) =

Solve (3.12)
t> Set counter

- [[Vm]T [/37a (VmX7(t)-EXTrtef, t)] An (I - vri [Mn]- 1 yr/ TAn) (vn thrzi (t) f (v n (t)-FX4 t))

r> Solve (3.13) to obtain guess to costate
fin pfin + (1 - p)An D Weighted update to costate
i i 1 i> Update counter
Compute ".4 satisfying MnX 7(0 [Vm]T AnI (V OFil (t) t) = mnfin(t) D Solve (3.12)
if jn(vw xne, 0 on) < jn(vn ,Xi n + X!,./ef 0 On) then

p min(p'01, 1) Grow the relaxation factor
else

p Shrink the relaxation factor
"th12 0'67-1 Reset state to value at previous iteration

end
end
Return converged solution, "icm = xi

Jacobian or it is too costly to compute. We discuss two methods that can be used to evaluate such terms
that appear in the forward system (3.13):

1. Jacobian-free approximation: A non-intrusive way to evaluate these terms is to recognize that all
terms including the transpose of the Jacobian of the velocity are left multiplied by the transpose
of the spatial trial basis; this can be manipulated as

[V1Trf (VIVI ) Xrrief ,t)] = [-
0 f
(V n (t) + 34ief, t)Vn]T ,ay ay

which exposes the ability to approximate rows of this matrix via finite differences, e.g., via forward
differences as

— (Vn (t) + xrrief, t)vrii - (f (Vn (t) + + Evrii , t) - f (Vn m (t) XiMef,t)) i = 1, . . . Km ,ay 

which requires Kn + 1 evaluations of the velocity.

2. Automatic differentiation: A more intrusive, but exact method for computing these terms is
through automatic differentiation (AD), which evaluate derivatives of functions (e.g., Jacobians,
vector-Jacobian products) in a numerically exact manner by recursively applying the chain rule.
The numerical examples presented later in this work leverage AD. The principal drawback of this
approach is its intrusiveness, which may prevent them from practical application, e.g., in legacy
codes.

Remark 4.3. (Acceleration of Indirect Methods) The FBSM is a simple iterative method for solving the
coupled two-point boundary value problem. For large time windows, however, the FBSM may require many
forward-backward iterations for convergence. More sophisticated solution techniques, such as a multiple
FBSM method or multiple shooting methods, can reduce this cost in principle. Analyzing additional
solution techniques is the subject of future work.
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4.4. ST-reduction trial subspaces: direct and indirect methods
We now consider ST-reduction trial subspaces. Because the optimization variables (i.e., the general-

ized coordinates) in this case are already finite dimensional, solvers for this type of trial subspace need
only develop a finite-dimensional representation of the objective functional in problem (3.23). We de-
scribe two techniques for this purpose: a direct method that operates on the FOM OAE and an indirect
method that operates on the FOM ODE.

4.5. ST-reduction trial subspaces: direct solution approach

The direct solution technique seeks to minimize the fully discrete objective function associated with
the FOM OAE. We consider linear multistep methods and leverage the discretization introduced in
Section 4.2. For notational simplicity, we define an index-mapping function that is equivalent to the
mapping function 0, but outputs only the first argument:

n

{ n 

n = 1, i = 0,

9* : (n, i--> ) n > 1, i > 0,

0* (n — 1, Np-1 + i) n > 1, i < O.

WLS with an ST-reduction trial subspace and the direct approach sequentially computes the generalized
coordinates Tc , n = 1, , Nw that satisfy

minimize 4(11n Xrsit lin(Tn'N4 Xrsit;
ire Kg,

(9*(n,C) (T0(n,0)), 61*(n,—kn'l+1)(1_0(n,—Vh1+1))).
(4.3)

The boundary conditions are automatically satisfied through the definition of the ST-reduction trial
subspace. Assuming Rank(Wn)Ni? > KrsiT, the minimization problem (4.3) again yields a least-squares
problem.

Remark 4.4. Comparing optimization problems (4.1) and (4.3) reveals that WLS with the direct solution
approach minimizes the same objective function in the case of both ST-reduction and S-reduction trial
subspaces.

Remark 4.5. For the limiting case where one window comprises the entire domain (i.e., AT1 T),
uniform quadrature weights are used, the trial subspace is set to be ST1sT = STST, the weighting matrix

W ST = diag(W1), and Ni1 = Nt time instances are employed that satisfy 7-1,i = e, i= 1,...,Nt, then
x = XST-LSPG and direct WLS with an ST-reduction trial subspace recovers ST-LSPG.

Remark 4.6. To enable equivalence in the case for a general ST-LSPG weighting matrix W ST, the
weighting matrix Al must be time dependent matrix-valued, which associates the objective function (4.3)
with a modified space—time norm. For notational simplicity, we do not consider this case in the current
manuscript.

4.6. ST-reduction trial subspaces: indirect solution approach

As opposed to the direct approach, the indirect approach directly minimizes the continuous objective
function (3.23) and sequentially computes solutions Tc , n = 1, . . . , N„, that satisfy

minimize J n (1In + xrsit 0 On).
j=,ER-FcgT

(4.4)

Numerically solving the minimization problem requires the introduction of a quadrature rule for dis-
cretization of the integral. To this end, we introduce NIT > ceil(KgT/rank(Wn)) quadrature points

over the nth window, {x7siDnr C [tns , f n = 1, . . . , Nw. Leveraging these quadrature points, WLS

with the indirect method and an ST-reduction trial subspace computes the generalized coordinates 'cn,
n = 1, , Nw that satisfy

minimize fsla, @Ink' + Kit 0 On),
krelecgT

(4.5)
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where the discrete objective function is given by

NnST T
2E Cn'i kxST) f (y (xs,';‘) xrsIP An [(X;';.) - f (y (Ap , xsW, )] ,

i=i

: RN Tn R±,

and (Th'i E R+, i = 1, are quadrature weights over the nth time window. The optimization
problem (4.5) again comprises a least-squares problem.

Remark 4.7. WLS with ST-reduction trial subspaces solved via the indirect approach naturally achieves
"collocation" in time as the full-order model residual needs to be queried at only the quadrature points.

Remark 4.8. For the limiting case where one window comprises the entire domain (i.e., ATI- T),

the trial subspace is set to the span of full solution trajectories, ST1ST = span{xi} ilc_sr (where xi are
obtained, e.g., from training simulations at different parameter instances), and the weighting matrix is
set to A1 = I, WLS with ST-reduction trial subspaces and the indirect approach closely resembles the
model reduction procedure proposed in Ref. 1-26.1; the approaches differ only in that Ref 1-26.7 imposes the

Ki
constraint Ey xi = 1 in the associated minimization problem.

4.7. ST-reduction trial subspaces: summary
ST-reduction trial subspaces yield a series of space—time systems of algebraic equations over each

window. As a variety of work has examined space—time reduced-order models with ST-reduction trial
subspaces, a detailed exposition of solution techniques for these systems is not pursued here. It is
sufficient to say that WLS with ST-reduction trial subspaces yields a series of dense systems to be solved
over each window.

5. Analysis

This section provides theoretical analyses of the WLS approach. First, we demonstrate equivalence
conditions between WLS with (uniform) S-reduction trial subspaces and the Galerkin ROM in the limit
AT' —> O. Next, we derive a priori error bounds for autonomous systems.

5.1. Equivalence conditions

Theorem 5.1. (Galerkin equivalence) For sequential minimization over infinitesimal time windows and
uniform S-reduction trial spaces, i.e., Vn = V and xnref = )(ref, n = 1, . . . , Nu„ the WLS approach (weakly)
recovers Galerkin projection.

Proof. The WLS approach with uniform S-reduction subspaces comprises solving the following sequence
of minimization problems for "ion, n = 1, , Arw,

minimize Jn(AT 2J + Xref ® On),
"ERK07-'

(tnf, -1)

subject to "(tsrt) =
[N]T ()Co - Xref)

n = 2, ... , Nu,

n =1.

(5.1)

Following the derivation of the Euler—Lagrange equations presented in Appendix C leads to Eq. (C.5).
Setting a = b = t f, and / = /Th in Eq. (C.5) yields the sequence of systems to be solved for (and,

implicitly, " 7/) over t E t.7]:

I
t' cv-rn

nf (0* 4n (t) onn (0 — —cdit Ce(t), km, 0) lin (t))dt+

i(q), "e(trfi), ty)) nTh(q) = o, (5.2)
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for all functions Tr : el] that satisfy nn(C) = 0, with the boundary conditions

(ty 1) n = 2, ... , Nw,
xn (C) = [V]T (X0 — X„f) n = 1.

To examine what happens for infinitesimal time windows, we take a uniform window size and let ty
tsn +(, n = 1, , Nu, such that tn, = ((n — 1) and tri = (n, n = 1, , Nw. Taking the limit ( 0+ and
noting that If is an arbitrary function, we obtain the following sequence of problems for n = 1, , Nw:

(((n — 1)) = fl-i(((n — 1)) n = 2'***'Nw'
[VF (xo — Xref) n = 1, [

(9in

where the first term in Eq. (5.2) has vanished, as lim(,0+
nn
_1) h(t)dt = 0 for any continuous function

h. Noting that the derivative evaluates to

we have

((n), ki (0), 0)1 = 0,

[0In
av (X (0) k (0), (n)] = VTAVk' (0) — VTA f (Wn (0) + Xref, (n),

VTAVen((n) — VTAf (VV1(0) Xref, (71) = 0, n = 1, ...,Nw,

with the boundary conditions V't MTh — 1)) = n 1 (((n - 1)) for n = 2, ... Nu, and ab1(0) = [V]T(xo —
xref). In the limit of ( 0+ (and hence Nw oo) this is a (weak) statement of the Galerkin ROM. 1=1

5.2. A priori error bounds

We now derive a priori error bounds for S-reduction trial subspaces in the case that no weighting
matrix is employed (i.e., A = I). We denote the error in the WLS ROM solution over the nth window
as

en :T (T) - fl(T),

: [t , trjel] RN ,

n = 1, , Nu,. Additionally, we denote 'crei2, n = 1, , Nw to be the 0-optimal solution over the nth
window

n ,act2 = arg min
yesTn trs, 

lly(t) x ,t)llYt•

We employ the following assumptions.

• A1: The residual is Lipshitz continuous in the first argument, i.e., there exists > 0 such that

llr(w,r) r(y,r)112 < kllw(r) y(r)112, Vw, y E RN T,T E [0, 7],

where

r : (y, (T) — f(y(r),T),

N T x [O,T] RN .

• A2: The velocity is Lipshitz continuous in its first argument, i.e., there exists F > 0 such that

Ilf(wo-) — f(y, 7)112 < rIlw — y112, Vw, y E RN , T E [0, T].

• A3: The integrated residual is inverse Lipshitz continuous in its first argument over each time
window, i.e., there exist an > 0, n = 1, , Nw such that

nf llw (t) - 0)112dt an llr(w,t) — r(y,t)112dt, Vw,y E t.„
where STn,, = E 7-71 1D(C) = x(t7s1)}.
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• A4: The FOM solution at the start of each time window lies within the range of the trial subspace,
i.e.,

xn(C) E Vn + xrrief, n = 1, , Nu,.

Theorem 5.2. (A priori error bounds) Under Assumptions A 1-A4, the error in the solution computed
by the WLS ROM approach with S-reduction trial subspaces over the nth window is bounded as

tn eATn(k+F) _1) tn

Ilen(0112dt < llen(C)II2   + I 0.472,0112dt.ft, F
(5.3)

Proof. To obtain an error bound over the nth window, we must account for the fact that the initial
conditions into the nth window can be incorrect. To this end, we define new quantities cn,„ n = 1, . . . , Nw,
where "e* is the solution to the minimization problem

minimize JTh(y),
yeSTn

subject to y(tns ) = x (tns) .
(5.4)

Note that minimization problem (5.4) is equivalent to the WLS minimization problem (3.4), but uses

the FOM solution for the initial conditions. Additionally, define A:, n = 1, . , Nu, to be the costate
solution associated with optimization problem (5.4). The error in the solution obtained by the WLS
ROM over the nth window at time t E [t sn VI] can be written as

l*n(t) — x(t)112 = Pn(t) '*/(t) */(t) x(t)112.

Applying triangle inequality yields

Pn(t) — x(t)112 P*(t) x(0112.

Integrating over the nth window and using the definition of the error yields

t- t- t-
jo 11 en (t)I12dt

f 
(

Pnit) 
n 
'*(t)112dt l**(t) — x(t)112dt.

Applying Assumption A3 and r (x , t) = 0, Vt E [0, T] yields

it's"

t' t"
Ilen(t)112dt < f Il  -&'7(t)I12dt + an f 0112dt .

Leveraging the residual-minimization property of WLS and noting that 42 (Ps) = xn (els) by Assumption
A4, we have

tf llr 0112dt < f 0.472, 0112dt.
f tr sL

This leads to the following expression for the error over the nth window,

tfnllen(0112dt vi(t) — 4(0112dt + L 11r4b 0112dt. (5.5)

We now derive an upper bound for tjf  11 -&n (t) - '&n* (t) 112dt. Defining en* = — n = 1, . . . , Nu„ where

ek are the generalized coordinates of -&n* (i.e., -&n* (t) = n (t) xrnef), the differential equation for en*
is given by

= [vn]T [f(vnn(t) + Xref t) — f (V r (t) Xref, t)] + An (t) — A: (t)

for t E [rs', el] and with the initial condition en* (t7:). We have used the notation e7*7 denddr. Taking
the norm of both sides and applying triangle inequality yields

11&:(t)112 Il[f (vn (t) Xref,t) f (\in (t) t)]ll2 II ATh(t) A:(0112,
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with the initial condition Ile:(trs`)I12. We note we have used Vn 1l2 = 1. Using the definition of the
costate (3.16) yields

fe:(0112 1l[f(V' n(t)-F xref,t) - f(VnT:(t) kref,0112 +11[Vn]T(r( n,t) - 0)112.

Employing assumptions Al-A2 yields the bound

lk(t)112 (r + K)11e:(0112.

We use the fact that dlle:112/dT < 11er:112 to get

cillde-112)(0 < + K)Iler*i(0112-

The above is a linear homogeneous equation for the bound of 11e:112 and has the solution for t E [tn, ,t7f1]

11 er:(t) 112 Iler:(tn 11
2e(k+r)(t-C).

Noting that lle:(t7.5/)112 = Ilen(e81)112 we get the bound

ftn / 

lc ± r
_AT' (tc+r) — 1 

lle:(0112dt llen(t.r:)112( ). (5.6)
L

Substituting bound (5.6) into bound (5.5) and noting that 1*n - fl'* ll2 = 11 "n — x*
n

112 gives the upper
bound

1
tn ( eAINK-Fr) — 1 \ t'f f

llen(0112dt Ilen(C)112  I) + an f 11r(e2,
7, lc ± r v: 

0112dt.

111

Corollary 5.2.1. For the case of one time window AT1 = T, then under Assumptions A3-A4 the error
in the solution computed by the WLS ROM approach with S-reduction trial subspaces is bounded as

lle1(t)112dt < al f 0'41210112dt.

Proof. Setting n = 1 in (5.3) with the time intervals Ps- = 0, tif = T, noting that the initial conditions
are known and employing Assumption A4 yields the desired result. 1=1

5.3. Discussion

Theorem 5.2 provides a priori bounds on the integrated normed error for WLS employing S-reduction
trial subspaces. We make several observations. First, it is observed WLS is subject to recursive error
bounds (through the first term on the RHS in the upper bound (5.3)). As the number of time windows
grows, so does the recursive growth of error. Second, we observe that when a single window spans the
entire domain, the error in the WLS with S-reduction trial subspaces is bounded a priori by the residual
of the 0-orthogonal projection of the FOM solution.

6. Numerical experiments

We now analyze the performance of WLS ROMs leveraging S-reduction trial subspaces on two bench-
mark problems: the Sod shock tube and compressible flow in a cavity. In each experiment, we compare
WLS ROMs to the Galerkin and LSPG ROMs. The purpose of the numerical experiments is to assess
the impact of minimizing the residual over an arbitrarily sized time window on the solution accuracy.
We additionally assess the impact of the time step and time scheme on WLS. In both experiments, the
spatial basis is equivalent for each time window, e.g., Vn V, n = 1, , Nu,. We also note that both
experiments are designed to test the reproductive ability of the ROMs. We do not consider future state
prediction and prediction at new parameter instances as these problems introduce factors that confound
the solution accuracy with the solution methodology (e.g., accuracy of the basis).
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6.1. Sod shock tube

We first consider reduced-order models of the Sod shock tube problem, which is governed by the
compressible Euler equations in one dimension,

Ou OF
pu . F = pu2 + p , (6.1)

Ox = u = 

pu

pE u(pE + p)

where u : S2 x [0, T] —> R3 comprise the density, x-momentum, and total energy, x E S2 := [0, 1] is the
spatial domain, and T =1 the final time. The problem setup is given by the initial conditions

x < 0.5 x < 0.5 x < 0.5
P = 

{1

0.125 x > 0.5
= 
{1

P 
0.1 x > 0.5

u = 
{0

0 x > 0.5

along with reflecting boundary conditions at x = 0 and x = 1.

6.1.1. Description of FOM and generation of S-reduction trial subspace

We solve the 1D compressible Euler equations with a finite volume method. We partition the domain
into 500 cells of uniform width and employ the Rusanov flux [57] at the cell interfaces. We employ
the Crank—Nicolson (CN) scheme, which is a linear multistep method defined by the coefficients ao =
1, al = —1, /30 = /31 = 1/2, for temporal integration. We evolve the FOM for t E [0.0, 1.0] at a time-
step of At = 0.002. We construct the S-reduction trial subspace by executing Algorithm 3 with inputs

Nskip = 2, Xref = O, K = 46. The resulting trial subspace corresponds to an energy criterion of 99.99%.

6.1.2. Description of reduced-order models

We consider reduced-order models based on Galerkin projection, LSPG projection, and the WLS
approach. No hyper-reduction is considered in this example, i.e., An = I, n = 1, , N. Details on the
implementation of the different reduced-order models is as follows:

• Galerkin ROM: We obtain the Galerkin ROM through Galerkin projection of the FOM and evolve
the Galerkin ROM in time with the CN time scheme at a constant time step of At = 0.002.

• LSPG ROM: We construct the LSPG ROM on top of the FOM discretization leveraging the CN
time scheme as previously described. Unless noted otherwise, we employ a constant time step size
of At = 0.002 for the LSPG ROM. We solve the nonlinear least-squares problem arising at each
time instance via the Gauss—Newton method, and solve the linear least-squares problems arising
at each Gauss—Newton iteration via the normal equations. We deem the Gauss—Newton iteration
converged when the gradient norm is less than 10-4. We compute all Jacobians via automatic
differentiation [61].

• WLS ROM: We consider WLS ROMs solved via the direct and indirect methods with two different
solution techniques:

Direct method: We consider WLS ROMs solved via the direct method for both the same
CN discretization employed in the FOM and LSPG, as well as for the second-order explicit
Adams Bashforth (AB2) discretization using a constant time step of At = 0.0005. We solve
the nonlinear least-squares problem arising over each window with the Gauss—Newton method,
and solve the linear least-squares problems arising at each Gauss—Newton iteration via the
normal equations. We again compute all Jacobians via automatic differentiation, and deem
the Gauss—Newton algorithm converged when the gradient norm is less than 10-4 (i.e., we use
the parameter E = 10-4 in Algorithm 1). Critically, we note that we assemble the (sparse)
Jacobian matrix over a window by computing local (dense) Jacobians. We store the Jacobian
matrix over a window in a compressed sparse row format. We employ uniform quadrature
weights for evaluating the integral in (3.7).

Indirect method: We consider two WLS ROMs solved via the indirect method. The first uses
the same CN discretization at at time step of At = 0.002, while the second uses the AB2
discretization using a time step of At = 0.0005. We solve the coupled two-point boundary
problem via the forward—backward sweep method, and compute the action of the Jacobian
transpose on vectors via automatic differentiation. We use parameters € = 10-6, 01 = 1.1,
and 02 = 2 in Algorithm 2.
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Figure 4: Density profiles at various time instances.
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6.1.3. Numerical results

We first assess the impact of the window size on the performance of the WLS ROMs. We consider a
set of WLS ROMs that minimize the residual over windows of constant size AT' AT = .002, 0.004
,0.008, 0.02, 0.04, 0.10, 0.20, 1.0. We additionally consider the standard Galerkin and LSPG ROMs. We
first show results for WLS ROMs using the direct method with CN time discretization; a comparison
of different time-marching methods and direct/indirect solution techniques will be provided later in this
section. First, Figure 4 presents the density solutions produced by the various ROMs at t = 0.5 and 1.0.
Figure 5 shows x — t diagrams for the same density solutions. From Figures 4 and 5, we observe that the
LSPG and Galerkin ROMs accurately characterize the system: they correctly track the shock location,
expansion waves, etc. We observe both predictions, however, to be highly oscillatory. These oscillations
are not physical and can lead to numerical instabilities; e.g., due to negative pressure. We observe the
WLS ROMs to produce less oscillatory solutions than both the Galerkin and LSPG ROMs. Critically,
we see that the solution becomes less oscillatory as the window size over which the residual is minimized
grows. The solution displays no oscillations when the residual is minimized over the entire space—time
domain.

Next, Figure 6 shows space—time state errors and the objective function (3.3) (i.e., the space—time
residual norm) over t E [0, 1] for the various ROMs. Most notably, we observe that increasing the window
size over which the residual is minimized does not lead to a monotonic decrease in the space—time error as
measured in the .e2-norm (we refer to this as the .e2-error). As expected, increasing the window size does
lead to a monotonic decrease in the space—time residual, however. We additionally note that, although
the space—time .0-error of the projected FOM solution is significantly lower than that of the various
ROM solutions, the space—time residual norm of the projected FOM solution is higher than all ROMs.
Thus, although the projected FOM solution is more accurate in the 0-norm, it does not satisfy the
governing equations as well the ROM solutions.

We now examine the comparative performance of the direct and indirect solution techniques for the
WLS ROMs using various time discretization techniques. Figure 7 shows the same space—time £2-errors
and residual norms as in Figure 6, but this time results are shown for the various WLS ROMs. In both
Figures 9a and 9b, we observe that the WLS method is relatively insensitive to the solution technique
(direct vs indirect) and underlying discretization scheme, although some minor differences are observed.
In particular, ROMs using the second order explicit AB2 scheme with a time step of At = 0.0005
provide similar results to the ROMs using the second-order CN scheme at a time step of At = 0.002. All
methods display similar dependence on the window size: the optimal 0-error occurs when the window
size is AT = 0.1, and the residual decreases monotonically as the window size grows.

Next, Figure 8 provides the CPU wall-clock times for the various WLS ROMs. We observe that
the computational cost of all methods grows as the window size is increased. For indirect methods, this
increase in cost is due to the fact that, as the window size grows, more iterations of the FBSM are required
for convergence. For direct methods, the increase in cost is due to (1) the cost associated with forming and
solving the normal equations at each Gauss—Newton iteration and (2) the increased number of Gauss-
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Figure 6: Integrated performance metrics of the Galerkin, LSPG, and WLS ROMs. Note that the Galerkin and LSPG
ROMs do not depend on the window size.
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Figure 8: Comparison of wall-clock times of the direct and indirect WLS ROMs as a function of window size.

Newton iterations required for convergence. We observe the cost of the FBSM method to increase
more rapidly than the direct methods. Encouragingly, WLS ROMs based on the CN discretization
minimizing the full space—time residual (comprising 500 time instances) only cost approximately one order
of magnitude more than the case where the residual is minimized over a single time step (i.e., LSPG).
Also of interest is the fact that the direct method utilizing the AB2 time-discretization scheme costs
only slightly more per a given window size than the direct method utilizing the CN time discretization.
This is despite the fact that AB2 is evolved at a time step of At = 0.0005, while CN uses At = 0.002;
thus AB2 contains 4 times more temporal degrees of freedom than CN. Finally, we emphasize that the
results presented here are for standard algorithms (e.g., Gauss—Newton and the FBSM). As mentioned
in Remarks 4.2 and 4.3, we expect that the computational cost of both indirect and direct methods can
be decreased through the use and/or development of algorithms tailored to the windowed minimization
problem.

Finally, we study the impact of the time step on the WLS ROM results. We examine WLS ROMs
that use a window size of AT = 0.1, with time steps At = 0.001, 0.002, 0.005, 0.01, 0.05, 0.1 (i.e., 100,
50, 20, 10, 2, and 1 time instances per window). We additionally consider LSPG ROMs leveraging the
same set of time steps. To assess time step convergence, we compare results to a new full-order model,
which is as described in Section 6.1.1 but uses a fine time step of At = 10'. Figure 9 shows the £2-error
and residual norm of the various ROMs. We observe that the £2-error and residual norm of the WLS
ROMs decrease and converge as the time step decreases. This is in direct contrast to the LSPG ROMs,
in where the 0-error and residual norm display a complex dependence on the time step. This result
demonstrates that WLS overcomes the time-step dependence inherit to the LSPG approach. Lastly,
Figure 10 shows the relative wall-clock times of the WLS ROMs with respect to the LSPG ROMs. It is
seen that for all time steps considered, the WLS ROMs are less than 6x the cost of LSPG; this is despite
the window sizes comprising up to 100 time instances.

6.1.4. Summary of numerical results for the Sod shock tube

The key observations from the results of the first numerical example are:

1. Increasing the window size over which the residual is minimized led to more physically relevant
solutions. Specifically, we observed that as the window size over which the residual was minimized
grew, WLS led to less oscillatory solutions.

2. Increasing the window size over which the residual is minimized does not necessary lead to a lower
space—time error as measured by the £2-norm. We observed that minimizing the residual over an
intermediary window size led to the lowest space—time error in the £2-norm.

3. WLS displays time-step convergence: both the 0-error and residual norm decreased and displayed
time-step convergence as the time step decreased. This is in contrast to LSPG.

4. For all examples considered, in where the windows comprised up to 2000 time instances, WLS with
the direct method is between lx and 10x the cost of the LSPG. The direct method was observed
to be slightly more efficient and robust than the indirect method.
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Figure 9: Performance metrics of the Galerkin, LSPG, and WLS ROMs.
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Figure 10: Comparison of wall-clock times of the WLS ROMs to LSPG ROMs as a function of the time step. WLS ROMs
have a fixed window size of AT = 0.1.
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6.2. Cavity flow

The next numerical example considers collocated ROMs4 of a viscous, compressible flow in a two-
dimensional cavity. The flow is described by the two-dimensional compressible Navier-Stokes equations,

au

+ 
(F(u) — Fv(u, Vu)) = 0, (6.2)

where u : [0, x S2 —> R4 comprise the density, x1 and x2 momentum, and total energy. The terms F
and Ft, are the inviscid and viscous fluxes, respectively. For a two-dimensional flow, the state vector and
inviscid fluxes are

u =

p
pui

F1 =

pul
puT. + p

F2 =

pu2
pui u2

•pu2
pE

' puiu2
ui(E p)

pg4+ p

u2(E +13)

The viscous fluxes are given by

Fv,
T12

0

= 
T11

aT
UjTjl + CP Pr axi

Fv2 =

0

T21

T22

+ 
µ aT 

ujrj2  C,,,-, r- a{ , r vx2

where µ E R+ is the dynamic viscosity, Pr = 0.72 is the Prandtl number, T : N+ the temperature,
and cp E R+ the heat capacity ratio. We assume a Newtonian fluid, which leads to a viscous stress
tensor of the form

rii = 2p,Sii,

where
1 ani \ 1 auk x

sij — 2 ax3 ) 3 ax, u"

We close the Navier—Stokes equations with a constitutive relationship for a calorically perfect gas,

p =( Y— 1)(pE — 2puT — 2puD,

where 7 = 1.4 is the heat-capacity ratio.
Figure 11 depicts the domain 52 and flow conditions. The Reynolds number is defined as Re =

poollvo0112L/p, with a characteristic length set at L =1 and v = [ui u2]T, the speed of sound is defined
by aoo = V7pool poo, and oo subscripts refer to free-stream conditions. We employ free-stream boundary
conditions at the inlet, outlet, and top wall of the cavity. We enforce no-slip boundary conditions on the
bottom wall of the cavity.

6.2.1. Description of FOM and generation of S-reduction trial subspace
The full-order model comprises a discontinuous-Galerkin discretization. We obtain the discretization

by partitioning the domain into 100 elements in the flow direction and 40 elements in the wall-normal di-
rection. The discretization represents the solution to third order over each element using tensor product
polynomials of order p = 2, resulting in 36000 unknowns for each conserved variable. Spatial discretiza-
tion via the discontinuous Galerkin method yields a dynamical system of the form

dx

dt = MD—LfpG(x),

where MDG E RNXN is the (block diagonal) DG mass matrix and f DG : RN —> RN is the DG velocity
operator containing surface and volume integrals. By the definition of the FOM (2.1), the dynamical
system velocity is f = Aciof DG. Figure 12 shows the computational mesh. The DG method uses the
Rusanov flux at the cell interfaces [57] and uses the first form of Bassi and Rebay [4] for the viscous fluxes.

4Collocation is a form of hyper-reduction which requires sampling the full-order model at only select grid points.
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Basis # Trial Basis Dimension (K) Energy Criterion Sample Points (ns)
1 136 95.0% 1603
2 193 97.0% 1603

Table 1: Summary of the various basis sizes employed in the cavity flow example.

Time integration is performed via a third-order strong stability preserving Runge-Kutta method [32] with
a time step of At = 0.001.

The reduced-order models leverage POD to construct the S-reduction trial basis and use q-sampling [28]
based on snapshots of the FOM velocity to select the sampling points (and as a result the weighting
matrix A); we use a constant weighting matrix across all windows, e.g., A' A, n = 1, , N. The
process used to construct the initial conditions, trial subspaces, and weighting matrices for the ROMs is
as follows:

1. Initialize the FOM with uniform free-stream conditions.
2. Evolve the FOM for t E [0,400].
3. Reset the time coordinate, 0 t, and execute Algorithm 3 with Xref = 0, Nskip = 100 and
K = {136, 193} over t [0, 100] to construct two trial subspaces comprising 95% and 97% of
the snapshot energy, respectively.

4. Execute Algorithm 4 with Nskip = 100, n, = 129 to obtain the sampling point matrix of dimension
W {0,1}1603xN.

Figure 13 shows the resulting sample mesh used in the ROM simulations. To depict the nature of the
flow, Figure 14 shows snapshots of the vorticity field generated by the FOM for several time instances
used in training.

6.2.2. Description of reduced-order models

We consider collocated ROMs based on the Galerkin, least-squares Petrov—Galerkin, and WLS ap-
proaches. Details on the implementation of the methods is as follows:

• Galerkin ROM with collocation: We consider a Galerkin ROM with collocation and evolve the
ROM in time with the CN time scheme at a time step of At = 0.1.

• LSPG ROM with collocation: We consider a collocated LSPG ROM, which is built on top of the
FOM discretization using the CN scheme for temporal discretization. We employ a time step of
At = 0.1. The implementation is the same as previously described.

• WLS ROMs with collocation: We consider WLS ROMs solved via the direct method. The ROMs
use the CN time discretization with a time step of At = 0.1. The implementation is the same as
previously described.

6.2.3. Numerical results
We first assess the performance of WLS ROMs with varying window sizes. To this end, we consider

WLS ROMs with uniform window sizes of AT' AT = 0.2, 0.5, 1.0, and 2.0, along with the Galerkin
and LSPG ROMs. We first consider results for basis #1 as described in Table 1. For all ROMs, we
evolve the solution for t [0, 100]. This comprises the same time interval used to construct the trial
subspace. First, Figure 15a depicts the evolution of the pressure at the bottom wall in the midpoint of the
computational domain, while Figure 15b depicts the evolution of the normalized .0-error of the various
reduced-order models. Both the collocated Galerkin and LSPG ROMs blow up/fail to converge within
the first several time units. The WLS ROM minimizing the residual over a window of size AT = 0.2
also fails to converge. The WLS ROMs that minimize the residual over window sizes of AT > 0.5 are
seen to all be stable and accurate; the pressure response is well characterized and the normalized state
errors are less than 10%. The most notable discrepancy between the WLS ROM and FOM solutions is
a phase difference.

Figure 16 shows the space—time error and objective function of the stable WLS ROMs. We observe
that growing the window size over which the residual is minimized leads to a lower space—time residual,
but not necessarily a lower .0-error. This result is consistent with the previous numerical example. Next,
Figure 21 shows the wall-clock times of the WLS ROMs for t E [0, 10] as compared to the LSPG ROM5.

5We note that LSPG failed to converge at t 16.0, so we focus on the first ten time units.
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Figure 11: Figure depicting geometry and flow conditions of the cavity flow problem.

Figure 12: Computational mesh employed in cavity flow simulations.
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Figure 13: Close up of computational mesh with highlighted collocation cells.
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(a) t = 0.0 (b) t = 4.0

•Il •111.1111
(c) t = 8.0 (d) t = 12.0

•Iimillill
(e) t = 16.0 (f) t = 20.0

Figure 14: Vorticity snapshots from the FOM simulation at various time instances.
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Figure 15: Comparison of the pressure profiles obtained at the midpoint of the bottom wall (top) and normalized t2-errors
(bottom) of various collocated ROMs to the full-order model solution.
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Figure 17: Wall-clock times of WLS ROMs with respect to the LSPG ROM.

2.0

As expected, increasing AT again leads to an increase in computational cost; minimizing the residual
over a window comprising 20 time instances yields a 2.5x increase in cost over LSPG.

Figure 18 shows vorticity fields for the FOM, LSPG ROM, and WLS ROMs with AT = 0.5, 1.0 for
the time instance t = 5.0. LSPG is observed to exhibit artificial oscillations; the Gauss-Newton method
fails to converge at t R.!, 16.0. The WLS ROMs at AT = 0.5, 1.0 are able to capture the important
features of the flow, including the points of flow separation at the start and end of the ramp, and remain
stable for the entire time interval.

Next, we assess the performance of the various ROMs for basis #2 as described in Table 1, which
comprises a richer spatial basis. Figure 19 shows the same pressure and error profiles as Figure 15, but
for the enriched basis. The LSPG and Galerkin ROMs blow up faster as compared to Figure 15; LSPG
fails to converge around t 8 (opposed to t 16), while Galerkin blows up almost immediately. The
WLS ROMs again yield improved performance: WLS ROMs minimizing the residual over window sizes
of AT > 0.5 are seen to all be stable and accurate; the pressure response is well characterized and the
normalized state errors are less than 5%. The WLS ROMs employing basis #2 yield more accurate
results than WLS ROMs employing basis #1.

Finally, Figure 21 shows the wall-clock times for t E [0, 4] of the WLS ROMs as compared to the
LSPG ROMs for basis #2. Increasing the window size again leads to an increase in computational cost.
Minimizing the residual over a window comprising 20 time instances yields a 3x increase in cost over
LSPG.
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Figure 18: Vorticity snapshots from the FOM and ROM simulations at t = 5.0.

7. Conclusions

This paper proposed the windowed least-squares (WLS) approach for model reduction of dynamical
systems. The approach sequentially minimizes the time-continuous full-order-model residual within a
low-dimensional space—time trial subspace over time windows. The approach was formulated for two
types of trial subspaces: one that reduces only the spatial dimension of the full-order model, and one
that reduces both the spatial and temporal dimensions of the full-order model. For each type of trial
subspace, we outlined two different solution techniques: direct (i.e., discretize then optimize) and indirect
(i.e., optimize then discretize). We showed that particular instances of the approach recover Galerkin,
least-squares Petrov—Galerkin (LSPG), and space—time LSPG projection. The case of S-reduction trial
subspaces is of particular interest in the WLS context: it was shown that indirect methods comprise
solving a coupled two-point Hamiltonian boundary value problem. The forward system, which is forced
by an auxiliary costate, evolves the (spatial) generalized coordinates of the ROM in time. The backward
system, which is forced by the time-continuous FOM residual evaluated about the ROM state, governs
the dynamics of the costate.

Numerical experiments of the compressible Euler and Navier—Stokes equations demonstrated the
utility in the proposed approach. The first numerical experiment, in where the Sod shock tube was
examined, demonstrated that WLS ROMs minimizing the residual over larger time windows yielded
solutions with lower space—time residuals. Increasing the window size over which the residual was mini-
mized, however, did not necessarily decrease the solution error in the £2-norm; we observed this to occur
over an intermediary window size. We additionally observed that the WLS approach overcomes the time-
discretization sensitivity that LSPG is subject to. The second numerical experiment, which examined
collocated ROMs of a compressible cavity flow, demonstrated the utility of the WLS formulation on a
more complex flow. In this experiment, WLS ROMs yielded predictions with relative errors less than
5 — 10%, while the Galerkin and LSPG ROMs failed to converge/blew up. Increasing the window size
over which the residual was minimized again led to a lower space—time residual, but not necessarily a
lower error in the .e2-norm.

The principal challenge encountered in the WLS formulation is the computational cost: increasing
the window size over which the residual is minimized leads to a higher computational cost. In the context
of the direct solution approach, this increased cost is due to the increased expense of forming and solving
the least-squares problem associated with larger window sizes. In the context of indirect methods, this
increased cost is a result of the increased number of iterations of the forward backward sweep method.
While numerical experiments demonstrated that the increase in computational cost is mild, future work
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Figure 19: Comparison of the pressure profiles obtained at the midpoint of the bottom wall (top) and normalized .0-errors
(bottom) of various collocated ROMs to the full-order model solution.
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37



3.00 -

2.75 -

2.50 -

'D 2.25 -

2.00 -

1.75 -

1.50 -

(6
11_5 1.25 -

-73
3 1.00 -

0.25 0.50 0.75 1.00 1.25 1.50

window size, T
1.75 2.00

Figure 21: Wall-clock times of WLS ROMs with respect to the LSPG ROM.

will target the development of new solution techniques tailored for the WLS approach.
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Appendix A Proper orthogonal decomposition

Algorithm 3 presents the algorithm for computing the trial basis via proper orthogonal decomposition.

Algorithm 3: Algorithm for generating POD Basis.

Input: Number of time-steps between snapshots NSkip; intercept xref; basis dimension K ;
Output: POD Basis V E Vic(rIV) ;

Steps:
1. Solve FOM OAE and collect solutions into snapshot matrix

S (Nski )= [X° — oor (Nt / Nskip)Nskip — Xrnedp : Xrn xlVskipef xrn Xflef 

2. Compute the thin singular value decomposition,

S (Nskip) = UEZT,

where U [u1 • • • ufloor(No/Nsk„)]
3. Truncate left singular vectors and to form the basis, V [ui uK]

38



Appendix B Selection of sampling points

To construct the sampling point matrix used for hyper-reduction in the second numerical experiment,
we employ q-sampling [28] and the sample mesh concept [21]. Algorithm 4 outlines the steps used in the
second numerical experiment to compute the sampling points.

Algorithm 4: Algorithm for generating the sampling matrix through q-sampling.

Input: Number of time-steps between snapshots Nskip, number of primal sampling points, ns ;

Output: Weighting matrix A [w]TINT c {0, l}IVXN

Steps:
1. Solve FOM OAE and collect velocity snapshots

F(Nskip) : = [f(x° ) f (xNskip . . . f (xii0Or(Nt /Nskip )Nskip )]

2. Compute the thin singular value decomposition,

F(Nskip) = UEZT,

where U [ui • • • ufloor(Nt/Nskip)]
3. Compute the QR factorization of UT with column pivoting,

with P* [P1 • • •

UTP* = QR

Pfloor(Nt/Nskip)] / Pi E {0, 1}N.

4. Select the first n, columns of P* to form the sampling point matrix[W]T E 10, lrxns.

5. Augment the sampling point matrix, W, with additional columns such that all unknowns are
computed at the mesh cells selected by Step 3. For the second numerical experiment, these
additional unknowns correspond to each conserved variable and quadrature point in the selected
cells.

Appendix C Derivation of the Euler—Lagrange equations

This section details the derivation of the Euler—Lagrange equations. To this end, we consider the
generic functional of the form,

bJ : (y, v) H E(y(t), v (t), t)dt, (C.1)

a

where 1 : M x RM X [a, b] r+ (for arbitrary M) with 1 : (y, v, T) H E(y, v, T). We now introduce
the function z : [a, b] Illm with z : T H z(T) along with dz / dr. We define this function to be
a stationary point of (C.1) (with z being the first argument and z being the second argument) subject
to the boundary condition z(a) = za. We additionally introduce an arbitrary function I/ : [a, b] Rm
with the boundary condition n(a) = 0 and define a variation from the stationary point by

: (7, 6) H z (T) + 670),
: [a, b] x R rm.

We note that z satisfies the same boundary condition z since ii(a) = O. We define a new function that
is equivalent to the function (C.1) evaluated at z in the first argument and c/./c/T in the second
argument,

b

Jo : f 6), .(t, 6), t)dt .
a

The objective is to now find z that makes ,76 stationary. This can be done by differentiating with respect
to 6 and setting the result to zero, i.e.,

(C.2)



Using the chain rule,

Noting that

b [al , • 
1cT5 (34 (€) = (z (t , €), z (t , 6), t ) (t, 6) + (.E(t , €), t) (t, €)dt .

a onr

(9E .9E

aS (t, *) = n(t) , aS (t .) = (t)
where / dr , we have

b

:116 (jo) (6) = f [gr  av (E(t , 6) , E (t , 6), t)ii(t)idt .

We integrate the second term by parts,

b

:16 (,75) (6) = f Lg. €), E (t , 6), t) — cit(Tfr (E(t , €) , (t , €), t))71(t)]dt+
a

;v(E(b, €),E(b , €), b) (b) , (C.3)

where we have used n(a) = O. Substituting Eq. (C.3) in the stationarity condition (C.2) yields

fa b [g (E(t , €) ,E (t , €) , t) r (t) — c( (aaf, (E(t, €) , E (t , 6), t))n(t)]dt +;v (E(b , €) ,E (b , €) , b) ii(b) = O. (C.4)

By construction, z(.) .(.; 0) and Z(.) 0), comprise a stationary point; thus, setting € = 0 in
Eq. (C.4) yields

Jb [al d (al .
— (z (t) z(t) t (t) — —

dt 
(z(t), z(t), t))77(t)]dt + —

av 
(z(b), z(b) (b) = O.

. ay " 
(C.5)

As is an arbitrary function, this equality requires

T[Taly (z(t), ,i(t), — [Lit (,Talv (z(t), i(t), 0)1 = o ,

z(a) = za, 
[—av 

(9/ 
(z(b), Z(b), = O.

(C.6)

Equation (C.6) is known as the Euler—Lagrange equation. It states that, for (z,Z) to define a stationary
point of J , then they must satisfy (C.6). It is emphasized that (C.6) is a necessary condition on (z,
to make J stationary, but it is not a sufficient condition. It is additionally noted that (C.6) provides
a stationary point of J, but the resulting stationary point could be a local minima, local maxima, or
saddle point.

Appendix D Evaluation of gradients in the Euler—Lagrange equations for WLS with S-
reduction trial subspaces

We now derive the specific form of the Euler—Lagrange equations for the WLS formulation with
S-reduction trial subspaces. Without loss of generality, we present the derivation for a single window
t E [O, T] with a constant basis V and weighting matrix A. To obtain the specific form of the Euler—
Lagrange equations for the WLS formulation, we need to evaluate the gradients in (C.6) for the integrand

: (S , V, 7-) H 
2 
—
1 
[V — f (VST + xref, 7-)] TA [VV — f (VST xref, T)] ,

RK x RK x [0, 7] —>
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To evaluate the gradients, we first expand I:

ICSr, V, 7) = 2 [Vir - f(vy + Xref, 7-)]T A [Vi% - f (vsr + Xref, 7)]

= 

2 I- -I 

Ivo TA 
[w] 

2 
[ 

4. )(ref, r)]T
A[w]

 _ T .
2 L vi A [f(Vy + xref, r)]

+ 2
 
[f (Vý + )(ref 7)] TA [f (Vý + xref 7-)] •

Since A is symmetric,

z(Si , V, T) = [Vir] TA [Vir] - [Vir] TA [f (NTST. + xref, T)] + [f (VS,' + xref, T)] TA [f + xref• 7)] •

(D.1)

For notational purposes, we write the above as,

/(k,i‘r•T) =ii(Si•i),T)+/2(k• • +Z(Sr•

where

/1 (Sr, r) = 2 [Vii] TA [Vir] ,

12(Sr, = - [Vir] TA [f (VS,' + Xref,T)],

13(Sr,ii, 7-) = 2 [f 
(Nrý + xref• 7)] TA [f (VSi + Xref, 7)] •

Constructing the Euler-Lagrange equations for this functional I requires evaluating the derivatives

and a. We start by evaluating g and go term by term.
Starting with Ii(y.,/ir), we see,

where it is noted that Zl 

aZl
aý = 0,

only depends on v. Working with thesreecfoo71)term:

aalsr2 = T A [f (Vk 

+ x

ay

- [Vir] TA -0Tr ([f(vy + Xref, T)])

= — [V V]
T 
A
a f ay
-ar

a f
= - [Vir] 

T 
A-ayrV

= -[-V]TVTA—
af

v,
ay

where we have suppressed the arguments of the Jacobian for simplicity; e.g., formally

For /3,

421 : (w, r) 
ay 
(w r).

ay 

[f (V-Si + xref, TA TA [f(VST + xref•
0413' aaST

= [f (VST xref, T)F A f
aY

ay ay.

= [f(NlY + Xref,T)F Ai° V.
ay

aT
ay

(D.2)

(D.3)

(D.4)
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This gives the final expression,

aZ T f a f
T.sr  — [V ir] A oyv + [f(vý + )(ref, 7)]TA-V.

We now evaluate a and again go term by term. Starting with /1,
aZl 
= 12- [Vi'r] A [Vil

av

= [isr]Tv-TANT.

Now working with the second term:

a/2 _ TA [f (VÝ + xref, 7)]

= VTA [f (Vÿ Xref, 7.)]

= [VT A f (NTÝ + xref, 7)]T

= [f (Vý Xref, TATAV.

Finally, for the last term,

(913 = 0,

where it is noted that 13 only depends on Sr. We thus have,

a/ ]TvTA—
v [f (Nrý + xref, ,7-)1T Av.

av

Combining all terms and evaluating at 4(0, (t), t),

a/ •
4 (t), t) — dt [a4, (t), (t), t)] = — (t)] TA [g(va, (t) + xref, 0]V +

[f (V (t) + xref, OF A [g (V (t) + xref, t)] V — (7-it [[(t)]TVTANT— [f (t) + Xref, t)FAV] = O.

To put this in a more recognizable form, we can pull out the common factor in the first two terms,

(t)]T — [f (V (t) xref, OF) A gr.(,,,,+Xref,t)V-

-c—it [[(t)1TVTAV — [f (V x(t) + xref,t)]TAV] = O.

Taking the transpose to put into the common column major format,

_VT[g(Vx(t)+„ref, t)] TA (-V[(t)]—f (AT (t)+Xref, t)) [VTAV(t)--VTAPIT (t)+Xref, t)] = 0 .

We now factor the second term,

—VT [g(v, (t) + )(ref, t)] TA (1/. (t) — f (V (t) + xref,t)) — E.V(t) — f (t) + t)] = O.

Gathering terms and multiplying by negative one, the final form of the Euler—Lagrange equations are

obtained,

[VT[,;(vx(t)+ xref, t)] TA + VTA—ci (Vc(t) — f (V" (t) + xref, t)) = O.
dt
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This is the WLS-ROM. Note that this is a second order equation and can be written as two separate

first order equations. Defining the "costate as,

St : T H (T) - M-lVTAf (v (t) + )(ref, T),

we can manipulate Eq. (D.5) as follows: First, we add and subtract the first term multiplied by
-v[m]-1-v-TA,

a f 
T

[VT [— (V it (t) + xref, t)] A (I _ y[m]-1v-TA + NT [m]-1-vTA) + v-TA 
dt

 ]
ay 

(-V- (t) - f (V x(t) + xref, t)) = O.

Pulling out the term multiplied by the positive portion of V[M]-1VTA,

T
[VT[g(„(t)+,cref,t)] A (I - V[M]-1v-TA)+

T 
dV Tri (V (t) + )(ref , t)]

ay
AV [M] -1-v-TA + v-T .A

t 
](NT' (t) - f (V 6c (t) + xi. ef, t)) = O.

Splitting into two separate terms,

TVT [af (V .th(t) + Xref, t)] A (I - V[M]-1VTA) (V5C(t) - f (V 'X (0 + Xref, t))+
ay.

T d
[VT [a  (V X (t) + Xref, t)] AV [1‘4]-1VT A + VTATt] (17(t) - f (V X (t) + xref, t)) = O.

ay

Pulling M-1VTA inside the parenthesis on the second term,

T
VT ra47,0 T (t) + Xref, t)] A (I - V[M]-1VTA) (-V" (t) - f (V (t) + xref, t))+

T
[VT [g 0 , (t)+,cref,t)] AV + Mc-Tid ] ((t) - M-INT A f (V "th(t) + xref, t)) = 0 .

By definition, the term inside the parenthesis of the second term is A (t),

T
V T [a f (V (t) + Xref , t) A 

•
] (I - V[M]-1VTA) (N7(t) - f (V (t) + Xref, t)) +

ay
T

VT [a f d
— (V x (0 + xref, td AVA (0 

+ MTtA(t) = O.ay

Re-arranging,

T
M Ttcl A (t) + VT [g(„(t)-,cref,t)] AVA(t)

T
= -VT [ go„(t)-,cref,t)] A (I - V [M]-1VTA) (V." (t) - f (V-X(t) + xref, 0) .

We thus get the splitting

MTt (t) - VT A f (V (t) + xref, 0 = MA (t) ,

T
MIA (t) + VT [g (v. (t)+,cref,t)] AV5t(t) =
_vT,g(„(t)+ Xrefl t)] TA (I - V[M]-1VTA) (V6c (t) - f (V "th (t) + X„f, t)) .
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Appendix E Evaluation of gradients for optimal control formulation

When formulated as an optimal control problem of Lagrange type, the gradients of the Hamiltonian

with respect to the state, controller, and costate need to be evaluated. This section details this evaluation.

The case derivation is presented for the case with one window, for notational simplicity.

The Pontryagin Maximum Principle leverages the following Hamiltonian,

where,

(Sr, it, T) /LT [[1\4]-1VTAf (Irk Xref, T) [M]-1
vJ 

r(S r r

: RK x RK x x [0, T] R,

: (S r , , T) H rL [AT ([m]-1VTA (Vk + Xref7T) [1‘4]-1ir) f (VST: + xref, T)] A

[V ([1\4]-1\TTA f (VST + Xref, T) [M] — f(VST + )(ref, 7)] ,

: RK x P K x [0, T] R.

As described in Section 3.2.2, to derive the stationary conditions of the WLS objective function, we

require evaluating the following gradients, V, V-, and g. Starting with V, we have,
T

[ 

[m]_1-vTAf (-vs; + )(ref, 7) + [IA —lir,.

Next, we address ay •

Tsir = 4[AT [[M] -1VT A f (Vý Xref, 7) M (S r , , 7)]

= Tsar [AT [[M]-1VTAPVÝ Xref, 7) + [M]—

=,-LT[„,,,,-1vTA(f(ArSr + Xref, T)) ,Ts, '0]
ay

=
a f ay, a „ „ 7,1

[[M]-1VTA— + )
ay ay ay 

[

[[M]-1-vT Aaf

ay 
+ 
ay 

[L(s

To evaluate g [r(sr,i,,,)J , we leverage the previous result (D.1) and insert = [M]-1V
TAf(Vý +

xref, 7-) + [M]-10). This leads to the expression for the expanded Lagrangian,

G(S r , , T) = [V [M]-1-VTA f (VÝ+3cref, 7)+V [M] -1isr (t)] TA [V [M] —1 VTA f (VÝ+Xref, 7-) +V [M] (t)]

- [V [M]-1VT A f (Vk +3cref, 7)+V [M] (t)] TA [f (V Ý -Ocref, 7-)]+[f (VÝ +Xref 7)] TA [f (VÝ +xref, r)] .

Again for notational purposes, we split this into three terms,

L(5> T) = Ll(S 7) + L2(S 7) + L3(Si T),

where

L1(Sr,ir‘ ,r) = 2 
[V[M]-1V A f (VST + Xref, T) v[M]—lir] TA [V[M]-1VTAf (VST + xref, 7) + v[M]-lir],

L2 (Ý, 7-) = - [NT R\41-, VTA f (VÝ + Xref, T) V[M]-1ir] TA [f (VST + xref, r)],

L3 (Sr' T) = 2
 
[f (V* + xref, T)] TA [f + xref, '
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Evaluating the first term,

OGi i a
= 3.,([f(NTS,‘ + Xref) T)FAV[M]-1VTA [V[A4]-1-VTAf (Vý + Xrefl 7)0 +

A
oak (mg, [1\4]-1vTA [v[1\4]-1—vT 

•
f (vý + Xref, +

3,ra (mT [N4]-1vT AvR\41-1- ,

[f (Ark + Xref, TATAV[M]-1VTAV[M]-1VTAaf + [M]-1VTAV[M]- VTA af V,
ay Oy

= ([f (V.Si + Xref) 7)1TAV[1\4]-1 + 
[M]-1) VTANT[M]-1VTA °f V.

Oy

= VT AV [A4]-1VT A -la V
Oy

= [V ii]T AV [M]-1VT A —f-a V .
ay

Now evaluating the second term,

aL2 = [V[M]-1VTAf(VST + Xref) 7-)] TA [f (Vý Xrefl T)] (MT [1\4]-1VTA [f (Vý + xref, 7)0
ay ay ay

iT _1 of
= [f (vÿ + Xref) T)1TAV[M]-1VTA [f(Vÿ + Xref, r)] NT1- v A -ay, V

(fa'
af

= -2[f(VST + Xrefl 7)]TANT[M]-1 NTTA —
ay
V - A—

a fV,
ay

-[2[f(vy + Xrefl T)]TAV [M]-
1 + mT[N4]-1] VTA af

ay

= -([17-y]T + f (Vÿ + Xref, T)TAV[M]-1VT) A la VOy •

Next, we can use the result (D.2) to have,

aL3
= [f (VS, + xref, T)]T A

Oy

Thus we have

ar , a
= [WITAV[M]-1-VTA - [Vii]T + f (Nrÿ + Xref, 71]TAV[M]-1VT) A la V + [f(VSr + Xref, 7)1- A

ay ay ay ay

= ([vy]T - f (VST + Xrefl Av[m]-1v-TA-48 - Owl - f(V-Sr + Xrefl T)T f A gr v,
f (VST + xref, (A.V[1\4]-1VT - I) A

such that,

„
= p,T [[1\4]-1VTA—

 f + ([Vir]T - f (Vÿ + Xref, T)T) (AV[M]-1VT - I) A —
af V.

03r 03r

Equivalently we write

T

= V-T 
ay 

TA-V[M]-1# vT [la
ay 
] TA (V[1\4]-1VTA - I) IV - f (VST + )).
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Next, we evaluate P:

(907:1 [AT [Rvr -1—T
v Af (VS, + Xref, [M1-111]

a
ir

r 
1
m1- 

A
[A 1—T •T[ 

V f 01* Xref, [1‘11]-

[fi]
T RA-1 + ai,r [r(Sr,ii,T)].

To evaluate & I L(S r , v,r)], we again go term by term. Starting with the first term,

T)]

at,. a Ias, = (Vÿ + xref, T)FAV [M] 'VT A [V [1\4] -1VT A f (VST xref, 7-)]) +

44 (MT [1\4]-1VT A[V [M]- I VT A f (VST XrefIT)1)+

ir° (MT 
[M]

—lVTAV[M]-1V)

([1\4]-1VTA [V[M]-1VTAf(VST + Xref, + [1\4]-1ATT AV [WI-

= [f (V Sr + Xref, T)]T AV [M]-1 VT AV [WI- + [m]-1-v-T [m]-1

Moving on to the second term,

0 L2 a = - .3i7 [V [M]-1 VT A f (V + Xref, 7)]TA [f(VST + xref,T)] - 
aV 

(mT[mrlyTA [f(Vý + Xref,

= -[[Mr1VT A f (VÝ + Xrefd

= —[f (V Sr + Xref, T)]T
AVIM1-1.

For the third term we have simply,

T

OL3 = 0.
av

Thus,

T 1
= [A] [Mr + [f (Vý Xref, T)] TAV[M]-1VTAV[M]-1+av

[ir
]T

 
[1‘4]-1VTAV[M]-1 — [f (Vý Xref, T)]TAVRA —1,

= (AT [f (Vý Xref, T)]TAV) [M]-1 [f (VSr Xref, 7)] TAV + MT) [M]- l VT AV [WI"

= ([111T [f (V ÿ Xref, 7)F AV) [M]—1 1 [f (VS/. Xref, 7)] TAV + MT) [M]- l

= [mT [m]-1 [i,r]T[m]-1

Or, equivalently,

av = [K-1[11 +ii].
Evaluating at 4(0, (t), t), the gradients in the Pontryagin Maximum Principle yield

dt
(t) = [M] " A f T (t) + Xref, t) + [M]- 1 (t)

1A(t) + VT [l ]7' Av[m]-1A(t) = —VT [ff]TA (V[M]-1VTA - (NTX(0 - f(V. (t) + Xref))
ay ay

A(t)=—fi(t).
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This can be written equivalently as

dt 
—
d 

(t) = [M]- VT A f (t) + )(ref) + [M]-' t(t)

d f 
(t) + VT [— 

ay ay
] 
T 
AV [1\4]

_ 
lu(t) = -VT [ f]T A (I - v[M]-1VT) A (-‘7 (t) - f (t) + xref)).

References

[1] R. ABGRALL AND R. CRISOVAN, Model reduction using L 1-norm minimization as an application to nonlinear hyperbolic
problems, International Journal for Numerical Methods in Fluids, 87 (2018), pp. 628-651.

[2] M. BALAJEWICZ, I. TEZAUR, AND E. DOWELL, Minimal subspace rotation on the Stiefel manifold for stabilization
and enhancement of projection-based reduced order models for the compressible Navier-Stokes equations, Journal of
Computational Physics, 321 (2016), pp. 224-241.

[3] M. BARRAULT, Y. MADAY, N. C. NGUYEN, AND A. T. PATERA, An 'empirical interpolation' method: application to
efficient reduced-basis discretization of partial differential equations, C. R. Acad. Sci. Paris, 339 (2004), pp. 667-672.

[4] F. BASSI AND S. REBAY, A high-order accurate discontinuous finite element method for the numerical solution of the
compressible Navier-Stokes equations, Journal of Computational Physics, 131 (1997), pp. 267 - 279.

[5] M. BAUMANN, P. BENNER, AND J. HEILAND, Space-time Galerkin POD with application in optimal control of semi-
linear partial differential equations, SIAM Journal on Scientific Computing, 40 (2018), pp. A1611-A1641.

[6] C. BEATTIE AND S. GUGERCIN, Structure-preserving model reduction for nonlinear port-Hamiltonian systems, in
Decision and Control and European Control Conference (CDC-ECC), 2011 50th IEEE Conference on, IEEE, 2011,
pp. 6564-6569.

[7] P. BENNER, S. GUGERCIN, AND K. WILLCOX, A survey of projection-based model reduction methods for parametric
dynamical systems, SIAM Review, 57 (2015), pp. 483-531.

[8] M. BERGMANN, C. BRUNEAUA, AND A. IOLLO, Enablers for robust POD models, Journal of Computational Physics,
228 (2009), pp. 516-538.

[9] G. BERKOOZ, P. HOLMES, AND J. L. LUMLEY, The proper orthogonal decomposition in the analysis of turbulent flows,
Annu. Rev. Fluid Mech., 25 (1993), pp. 539-575.

[10] P. BOCHEV AND M. GUNZBURGER, Finite element methods of least-squares type, SIAM Review, 40 (1998), pp. 789-837.
[11] C. G. BROYDEN, A class of methods for solving nonlinear simultaneous equations, 1965.
[12] T. BUI-THANH, Model-constrained optimization methods for reduction of parameterized large-scale systems, PhD

thesis, Massachusetts Institute of Technology, 2007.
[13] T. BUI-THANH, K. WILLCOX, AND O. GHATTAS, Model reduction for large-scale systems with high-dimensional para-

metric input space, SIAM Journal on Scientific Computing, 30 (2008), pp. 3270-3288.
[14]  , Parametric reduced-order models for probabilistic analysis of unsteady aerodynamic applications, AIAA Jour-

nal, 46 (2008), pp. 2520-2529.
[15] A. CAIAZZO, T. ILIESCU, V. JOHN, AND S. SCHYSCHLOWA, A numerical investigation of velocity-pressure reduced order

models for incompressible flows, Journal of Computational Physics, 259 (2014), pp. 598 - 616.
[16] K. CARLBERG, Model reduction of nonlinear mechanical systems via optimal projection and tensor approximation,

PhD thesis, Stanford University, 2011.
[17] K. CARLBERG, Adaptive h-refinement for reduced-order models, International Journal for Numerical Methods in En-

gineering, 102 (2015), pp. 1192-1210.
[18] K. CARLBERG, M. BARONE, AND H. ANTIL, Galerkin v. least-squares Petrov-Galerkin projection in nonlinear model

reduction, Journal of Computational Physics, 330 (2017), pp. 693-734.
[19] K. CARLBERG, C. BOU-MOSLEH, AND C. FARHAT, Efficient non-linear model reduction via a least-squares Petrov-

Galerkin projection and compressive tensor approximations, Int. J. Numer. Methods Eng., 86 (2011), pp. 155-181.
[20] K. CARLBERG, Y. CHOI, AND S. SARGSYAN, Conservative model reduction for finite-volume models, Journal of Com-

putational Physics, 371 (2018), pp. 280-314.
[21] K. CARLBERG, C. FARHAT, J. CORTIAL, AND D. AMSALLEM, The GNAT method for nonlinear model reduction: Effec-

tive implementation and application to computational fluid dynamics and turbulent flows, Journal of Computational
Physics, 242 (2013), pp. 623-647.

[22] K. CARLBERG, R. TUMINARO, AND P. Boaas, Preserving Lagrangian structure in nonlinear model reduction with
application to structural dynamics, SIAM J. Sci. Comput., 37 (2015), pp. B153—B184.

[23] J. CHAN, Entropy stable reduced order modeling of nonlinear conservation laws, arXiv e-print, (2019).
[24] S. CHATURANTABUT, C. BEATTIE, AND S. GUGERCIN, Structure-preserving model reduction for nonlinear port-

Hamiltonian systems, SIAM Journal on Scientific Computing, 38 (2016), pp. B837-B865.
[25] Y. CHOI AND K. CARLBERG, Space-time least-squares Petrov-Galerkin projection for nonlinear model reduction, SIAM

Journal on Scientific Computing, 41 (2019), pp. A26-A58.
[26] P. G. CONSTANTINE AND Q. WANG, Residual minimizing model interpolation for parameterized nonlinear dynamical

systems, SIAM J. Sci. Comput., (2012).
[27] B. A. CONWAY, A survey of methods available for the numerical optimization of continuous dynamic systems, J.

Optim. Theory Appl., 152 (2012), pp. 271-306.
[28] Z. DRMAC AND S. GUGERCIN, A new selection operator for the discrete empirical interpolation method—improved a

priori error bound and extensions, J. Sci. Comput., 38 (2016), pp. A631-A648.
[29] P. ETTER AND K. CARLBERG, Online adaptive basi.s refinement and compression for reduced-order models via vector-

space sieving, arXiv e-print, (2019).
[30] R. EVERSON AND L. SIROVICH, Karhunen-Loeve procedure for gappy data, Journal of the Optical Society of America

A, 12 (1995), pp. 1657-1644.

47



[31] C. FARHAT, P. AVERY, T. CHAPMAN, AND J. CORTIAL, Dimensional reduction of nonlinear finite element dynamic
models with finite rotations and energy-based mesh sampling and weighting for computational efficiency, International
Journal for Numerical Methods in Engineering, 98 (2014), pp. 625-662.

[32] S. GOTTLIEB, C.-W. Sim, AND E. TADMOR, Strong stability-preserving high-order time discretization methods, SIAM
Review, 43 (2001), pp. 89-112.

[33] S. GUGERCIN, A. ANTOULAS, AND C. BEATTIE, 9-12 model reduction for large-scale linear dynamical systems, SIAM
Journal on Matrix Analysis and Applications, 30 (2008), pp. 609-638.

[34] M. D. GUNZBURGER AND P. B. BOCHEV, Least-Squares Finite Element Methods, Springer, New York, NY, 2009.
[35] T. ILIESCU AND Z. WANG, Variational multiscale proper orthogonal decomposition: Navier-Stokes equations, Numer-

ical Methods for Partial Differential Equations, 30 (2014), pp. 641-663.
[36] I. KALASHNIKOVA, S. ARUNAJATESAN, M. F. BARONE, B. G. VAN BLOEMEN WAANDERS, AND J. A. FIKE, Reduced

order modeling for prediction and control of large-scale systems, Report SAND2014-4693, Sandia, May 2014.
[37] D. E. KIRK, Optimal Control Theory: An Introduction, Prentice Hall, 2007.
[38] D. KNOLL AND D. KEYES, Jacobian-free Newton—Krylov methods: a survey of approaches and applications, Journal

of Computational Physics, 193 (2004), pp. 357 - 397.
[39] S. LALL, P. KRYSL, AND J. E. MARSDEN, Structure-preserving model reduction for mechanical systems, Physica D:

Nonlinear Phenomena, 184 (2003), pp. 304 - 318. Complexity and Nonlinearity in Physical Systems - A Special Issue
to Honor Alan Newell.

[40] K. LEE AND K. CARLBERG, Model reduction of dynamical systems on nonlinear manifolds using deep convolutional
autoencoders, arXiv e-print, (2018).

[41] P. LEGRESLEY AND J. ALONSO, Airfoil design optimization using reduced order models based on proper orthogonal
decomposition.

[42]  , Dynamic domain decomposition and error correction for reduced order models.
[43]  , Investigation of non-linear projection for POD based reduced order models for Aerodynamics.
[44] S. LENHART AND J. WORKMAN, Optimal Control Applied to Biological Models, Chpman & Hall/CRC Press, 2007.
[45] M. McAsEv, L. MOU, AND W. HAN, Convergence of the forward-backward sweep method in optimal control, Comp.

Opt. and Appl., 53 (2012), pp. 207-226.
[46] B. MOORE, Principal component analysis in linear systems: Controllability, observability, and model reduction, IEEE

Transactions on Automatic Control, 26 (1981), pp. 17-32.
[47] D. MORRISON, J. RILEY, AND J. ZANCANARO, Multiple shooting method for two-point boundary value problems, Com-

munications of the ACM, 5 (1962), pp. 613-614.
[48] C. T. MULLIS AND R. A. ROBERTS, Synthesis of minimum roundoff noise fixed point digital filters, IEEE Transactions

on Circuits and Systems, 23 (1976), pp. 551-562.
[49] N. NGOC CUONG, K. VEROY, AND A. T. PATERA, Certified real-time solution of parametrized partial differential

equations, Springer Netherlands, Dordrecht, 2005, pp. 1529-1564.
[50] E. PARISH, C. WENTLAND, AND K. DURAISAMY, The Adjoint Petrov-Galerkin method for non-linear model reduction,

CMAME (Submitted), (2018), p. 50.
[51] B. PEHERSTORFER AND K. WILLCOX, Online adaptive model reduction for nonlinear systems via low-rank updates, J.

Sci. Comput., 37 (2015), pp. A2123-A2150.
[52] C. PRUD'HOMME, D. V. ROVAS, K. VEROY, L. MACHIELS, Y. MADAY, A. T. PATERA, AND G. TURINICI, Reliable real-

time solution of parametrized partial differential equations: Reduced-basis output bound methods, Journal of Fluids
Engineering, 124 (2001), pp. 70-80.

[53] A. RAC, A survey of numerical methods for optimal control, Advances in the Astronautical Sciences, 135 (2010).
[54] D. V. Rowis, Reduced-basis output bound methods for parametrized partial differential equations, PhD thesis, Mas-

sachusetts Institute of Technology, 2003.
[55] C. W. ROWLEY, T. COLONIUS, AND R. M. MURRAY, Model reduction for compressible flows using POD and Galerkin

projection, Physica D: Nonlinear Phenomena, 189 (2004), pp. 115-129.
[56] G. ROZZA, D. B. P. HUYNH, AND A. T. PATERA, Reduced basis approximation and a posteriori error estimation for

affinely parametrized elliptic coercive partial differential equations, Archives of Computational Methods in Engineering,
15 (2008), p. 229.

[57] V. RUSANOV, On difference schemes of third order accuracy for nonlinear hyperbolic systems, Journal of Computa-
tional Physics, 5 (1970), pp. 507-516.

[58] O. SAN AND T. ILIESCU, Proper orthogonal decomposition closure models for fluid flows: Burgers equation, Comput.
Methods Appl. Mech. Engrg, 5 (2014), pp. 217-237.

[59] O. SAN AND T. ILIESCU, A stabilized proper orthogonal decomposition reduced-order model for large scale quasi-
geostrophic ocean circulation, Adv Comput Math, 41 (2015), pp. 1289-1319.

[60] O. SAN AND R. MAULIK, Neural network closures for nonlinear model order reduction, Advances in Computational
Mathematics, 44 (2018), pp. 1717-1750.

[61] A. W. UND A. GRIEWANK, Getting started with A DOL-C. In Combinatorial Scientific Computing., Chapman-Hall
CRC Computational Science, 2012.

[62] K. URBAN AND A. T. PATERA, A new error bound for reduced basis approximation of parabolic partial differential
equations, Comptes Rendus Mathematique, 350 (2012), pp. 203 - 207.

[63] K. VEROY AND A. T. PATERA, Certified real-time solution of the parametrized steady incompressible Navier-Stokes
equations: Rigorous reduced-basis a posteriori error bounds, International Journal for Numerical Methods in Fluids,
47 (2005), pp. 773-788.

[64] K. VEROY, C. PRUD'HOMME, D. ROVAS, AND A. PATERA, A posteriori error bounds for reduced-basis approximation
of parametrized noncoercive and nonlinear elliptic partial differential equations.

[65] Q. WANG, N. RIPAMONTI, AND J. S. HESTHAVEN, Recurrent neural network closure of parametric POD-Galerkin
reduced-order models based on the Mori-Zwanzig formalism, Journal of Computational Physics, (2019).

[66] Z. WANG, Reduced-Order Modeling of Complex Engineering and Geophysical Flows: Analysis and Computations,
PhD thesis, Virginia Polytechnic Institute and State University, 2012.

48



[67] C. R. WENTLAND, C. HUANG, AND K. DURAISAMY, Closure of reacting flow reduced-order models via the Adjoint
Petrov-Galerkin Method.

[68] M. YANO, A. T. PATERA, AND K. URBAN, A space-time hp-interpolation-based certified reduced basis method for
Burgers equation, Mathematical Models and Methods in Applied Sciences, 24 (2014), pp. 1903-1935.

49



The Adjoint Petrov—Galerkin Method for Non-Linear Model Reduction

m
a
t
h
.
D
S
]
 2
8
 A
u
g
 2
0
1
9
 

ar
Xi
v:
18
10
.0
34
55
v3
 

Eric J. Parishb, Christopher Wentlanda, Karthik Duraisamya

aDepartment of Aerospace Engineering, University of Michigan, Ann Arbor, MI
b Sandia National Laboratories, Livermore, CA

Abstract

We formulate a new projection-based reduced-ordered modeling technique for non-linear dynamical sys-
tems. The proposed technique, which we refer to as the Adjoint Petrov—Galerkin (APG) method, is derived
by decomposing the generalized coordinates of a dynamical system into a resolved coarse-scale set and
an unresolved fine-scale set. A Markovian finite memory assumption within the Mori-Zwanzig formal-
ism is then used to develop a reduced-order representation of the coarse-scales. This procedure leads to a
closed reduced-order model that displays commonalities with the adjoint stabilization method used in fi-
nite elements. The formulation is shown to be equivalent to a Petrov—Galerkin method with a non-linear,
time-varying test basis, thus sharing some similarities with the Least-Squares Petrov—Galerkin method.
Theoretical analysis examining a priori error bounds and computational cost is presented. Numerical ex-
periments on the compressible Navier-Stokes equations demonstrate that the proposed method can lead to
improvements in numerical accuracy, robustness, and computational efficiency over the Galerkin method
on problems of practical interest. Improvements in numerical accuracy and computational efficiency over
the Least-Squares Petrov—Galerkin method are observed in most cases.

1. Introduction

High-fidelity numerical simulations play a critical role in modern-day engineering and scientific in-
vestigations. The computational cost of high-fidelity or full-order models (FOMs) is, however, often
prohibitively expensive. This limitation has led to the emergence of reduced-order modeling techniques.
Reduced-order models (ROMs) are formulated to approximate solutions to a FOM on a low-dimensional
manifold. Common reduced-order modeling techniques include balanced truncation [1, 2], Krylov sub-
space techniques [3], reduced-basis methods [4], and the proper orthogonal decomposition approach [5].
Reduced-order models based on such techniques have been implemented in a wide variety of disciplines
and have been effective in reducing the computational cost associated with high-fidelity numerical simula-
tions [6, 7, 8].

Projection-based reduced-order models constructed from proper orthogonal decomposition (POD) have
proved to be an effective tool for model order reduction of complex systems. In the POD-ROM approach,
snapshots from a high-fidelity simulation (or experiment) are used to construct an orthonormal basis span-
ning the solution space. A small, truncated set of these basis vectors forms the trial basis. The POD-ROM
then seeks a solution within the range of the trial basis via projection. Galerkin projection, in which the FOM
equations are projected onto the same trial subspace, is the simplest type of projection. The Galerkin ROM

Email addresses: ejparis@sandia . gov (Eric J. Parish), chriswen@umich . edu (Christopher Wentland), kdur@umich . edu
(Karthik Duraisamy)

Preprint submitted to Computer Methods in Applied Mechanics and Engineering August 30, 2019



(G ROM) has been used successfully in a variety of problems. When applied to general non-self-adjoint
and non-linear problems, however, theoretical analysis and numerical experiments have shown that Galerkin
ROM lacks a priori guarantees of stability, accuracy, and convergence [9]. This last issue is particularly
challenging as it demonstrates that enriching a ROM basis does not necessarily improve the solution [10].
The development of stable and accurate reduced-order modeling techniques for complex non-linear systems
is the motivation for the current work.

A significant body of research aimed at producing accurate and stable ROMs for complex non-linear
problems exists in the literature. These efforts include, but are not limited to, "energy-based" inner prod-
ucts [9, 11], symmetry transformations [12], basis adaptation [13, 14], L1-norm minimization [15], projec-
tion subspace rotations [16], and least-squares residual minimization approaches [17, 18, 19, 20, 21, 22,
23, 24]. The Least-Squares Petrov—Galerkin (LSPG) [22] method comprises a particularly popular least-
squares residual minimization approach and has been proven to be an effective tool for non-linear model
reduction. Defined at the fully-discrete level (i.e., after spatial and temporal discretization), LSPG relies on
least-squares minimization of the FOM residual at each time-step. While the method lacks a priori stabil-
ity guarantees for general non-linear systems, it has been shown to be effective for complex problems of
interest [24, 23, 25]. Additionally, as it is formulated as a minimization problem, physical constraints such
as conservation can be naturally incorporated into the ROM formulation [26]. At the fully-discrete level,
LSPG is sensitive to both the time integration scheme as well as the time-step. For example, in Ref. [23] it
was shown that LSPG produces optimal results at an intermediate time-step. Another example of this sen-
sitivity is that, when applied to explicit time integration schemes, the LSPG approach reverts to a Galerkin
approach. This limits the scope of LSPG to implicit time integration schemes, which can in turn increase
the cost of the ROM [23]1. This is particularly relevant in the case where the optimal time-step of LSPG is
small, thus requiring many time-steps of an implicit solver. Despite these challenges, the LSPG approach is
arguably the most robust technique that is used for ROMs of non-linear dynamical systems.

A second school of thought addresses stability and accuracy of ROMs from a closure modeling view-
point. This follows from the idea that instabilities and inaccuracies in ROMs can, for the most part, be
attributed to the truncated modes. While these truncated modes may not contain a significant portion of the
system energy, they can play a significant role in the dynamics of the ROM [27]. This is analogous to the
closure problem encountered in large eddy simulation. Research has examined the construction of mixing
length [28], Smagorinsky-type [27, 29, 30, 31], and variational multiscale (VMS) closures [27, 32, 33, 34]
for POD-ROMs. The VMS approach is of particular relevance to this work. Originally developed in the
context of finite element methods, VMS is a formalism to derive stabilization/closure schemes for numeri-
cal simulations of multiscale problems. The VMS procedure is centered around a sum decomposition of the
solution u in terms of resolved/coarse-scales u and unresolved/fine-scales u'. The impact of the fine-scales
on the evolution of the coarse-scales is then accounted for by devising an approximation to the fine-scales.
This approximation is often referred to as a "subgrid-scale or "closure model.

Research has examined the application of both phenomenological and residual-based subgrid-scale
models to POD-ROMs. In Refs. [32, 35, 36], Iliescu and co-workers examine the construction of eddy-
viscosity-based ROM closures via the VMS method. These eddy-viscosity methods are directly analogous
to the eddy-viscocity philosophy used in turbulence modeling. While they do not guarantee stability a
priori, these ROMs have been shown to enhance accuracy on a variety of problems in fluid dynamics. How-
ever, as eddy-viscosity methods are based on phenomenological assumptions specific to three-dimensional
turbulent flows, their scope may be limited to specific types of problems. Residual-based methods, which
can also be derived from VMS, constitute a more general modeling strategy. The subgrid-scale model
emerging from a residual-based method typically appears as a term that is proportional to the residual of

1It is possible to use LSPG with an explicit time integrator by formulating the ROM for an implicit time integration scheme,
and then time integrating the resulting system with an explicit integrator.
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the full-order model; if the governing equations are exactly satisfied by the ROM, then the model is in-
active. While residual-based methods in ROMs are not as well-developed as they are in finite element
methods, they have been explored in several contexts. In Ref. [33], ROMs of the Navier-Stokes equations
are stabilized using residual-based methods. This stabilization is performed by solving a ROM stabilized
with a method such as streamline upwind Petrov—Galerkin (SUPG) and augmenting the POD basis with
additional modes computed from the residual of the Navier-Stokes equations. In Ref. [37], residual-based
stabilization is developed for velocity-pressure ROMs of the incompressible Navier-Stokes equations. Both
eddy-viscosity and residual-based methods have been shown to improve ROM stability and performance
The majority of existing work on residual-based stabilization (and eddy-viscosity methods) is focused on
ROMs formulated from continuous projection (i.e., projecting a continuous PDE using a continuous basis).
In this instance, the ROM residual is defined at the continuous level and is directly linked to the governing
partial differential equation. In many applications (arguably the majority [11]), however, the ROM is con-
structed through discrete projection (i.e., projecting the spatially discretized PDE using a discrete basis). In
this instance, the ROM residual is defined at the semi-discrete level and is tied to the spatially discretized
governing equations. Residual-based methods for ROMs developed through discrete projections have, to
the best of the authors' knowledge, not been investigated.

Another approach that displays similarities to the variational multiscale method is the Mori-Zwanzig
(MZ) formalism. Originally developed by Mori [38] and Zwanzig [39] and reformulated by Chorin and co-
workers [40, 41, 42, 43], the MZ formalism is a type of model order reduction framework. The framework
consists of decomposing the state variables in a dynamical system into a resolved (coarse-scale) set and an
unresolved (fine-scale) set. An exact reduced-order model for the resolved scales is then derived in which
the impact of the unresolved scales on the resolved scales appears as a memory term. This memory term
depends on the temporal history of the resolved variables. In practice, the evaluation of this memory term
is not tractable. It does, however, serve as a starting point to develop closure models. As MZ is formulated
systematically in a dynamical system setting, it promises to be an effective technique for developing stable
and accurate ROMs of non-linear dynamical systems. A range of research examining the MZ formalism
as a multiscale modeling tool exists in the community. Most notably, Stinis and co-workers [44, 45, 46,
47, 48, 49] have developed several models for approximating the memory, including finite memory and
renormalized models, and examined their application to the semi-discrete systems emerging from Fourier-
Galerkin and Polynomial Chaos Expansions of Burgers' equation and the Euler equations. Application of
MZ-based techniques to the classic POD-ROM approach has not been undertaken.

This manuscript leverages work that the authors have performed on the use of the MZ formalism to
develop closure models of partial differential equations [50, 51, 52, 53, 54]. In addition to focusing on the
development and analysis of MZ models, the authors have examined the formulation of the MZ formalism
within the context of the VMS method [54]. By expressing MZ models within a VMS framework, similar-
ities were discovered between MZ and VMS models. In particular, it was discovered that several existing
MZ models are residual-based methods.

The contributions of this work include:

1. The development of a novel projection-based reduced-order modeling technique, termed the Adjoint
Petrov—Galerkin (APG) method. The method leads to a ROM equation that is driven by the resid-
ual of the discretized governing equations. The approach is equivalent to a Petrov—Galerkin ROM
and displays similarities to the LSPG approach. The method can be evolved in time with explicit
integrators (in contrast to LSPG). This potentially lowers the cost of the ROM.

2. Theoretical error analysis examining conditions under which the a priori error bounds in APG may
be smaller than in the Galerkin method.

3. Computational cost analysis (in FLOPS) of the proposed APG method as compared to the Galerkin
and LSPG methods. This analysis shows that the APG ROM is twice as expensive as the G ROM for
a given time step, for both explicit and implicit time integrators. In the implicit case, the ability of
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the APG ROM to make use of Jacobian-Free Newton-Krylov methods suggests that it may be more
efficient than the LSPG ROM.

4. Numerical evidence on ROMs of compressible flow problems demonstrating that the proposed method
is more accurate and stable than the G ROM on problems of interest. Improvements over the LSPG
ROM are observed in most cases. An analysis of the computational cost shows that the APG method
can lead to lower errors than the LSPG and G ROMs for the same computational cost.

5. Theoretical results and numerical evidence that provides a relationship between the time-scale in the
APG ROM and the spectral radius of the right-hand side Jacobian. Numerical evidence suggests that
this relationship also applies to the selection of the optimal time-step in LSPG.

The structure of this paper is as follows: Section 2 outlines the full-order model of interest and its
formulation in generalized coordinates. Section 3 outlines the reduced-order modeling approach applied
at the semi-discrete level. Galerkin, Petrov—Galerkin, and VMS ROMs will be discussed. Section 3.3
details the Mori-Zwanzig formalism and the construction of the Adjoint Petrov—Galerkin ROM. Section 4
provides theoretical error analysis. Section 5 discusses the implementation and computational cost of the
Adjoint Petrov—Galerkin method. Numerical results and comparisons with Galerkin and LSPG ROMs are
presented in Section 6. Conclusions are provided in Section 7.

Mathematical notation in this manuscript is as follows: matrices are written as bold uppercase letters
(e.g. V), vectors as lowercase bold letters (e.g. u), and scalars as italicized lowercase letters (e.g. ai).
Calligraphic script may denote vector spaces or special operators (e.g. V, L). Bold letters followed by
parentheses indicate a matrix or vector function (e.g. RO, u(-)), and those followed by brackets indicate a
linearization about the bracketed argument (e.g. J [.]).

2. Full-Order Model and Generalized Coordinates

Consider a full-order model that is described by the dynamical system,

d
—
dt

u(t)=R(u(t)), u(0)=110) t E [0, 7], (1)

where T E R± denotes the final time, u : [0, T] —> RN denotes the state, and u0 E RN the initial conditions.
The function R : RN RN with y i— R(y) is a (possibly non-linear) function and will be referred to as the
"right-hand side" operator. Equation 1 arises in many disciplines, including the numerical discretization of
partial differential equations. In this context, RH may represent a spatial discretization scheme with source
terms and applicable boundary conditions.

In many practical applications, the computational cost associated with solving Eq. 1 is prohibitively
expensive due to the high dimension of the state. The goal of a ROM is to transform the N-dimensional
dynamical system presented in Eq. 1 into a K dimensional dynamical system, with K <N. To achieve this
goal, we pursue the following agenda:

1. Develop a weak form of the FOM in generalized coordinates.

2. Decompose the generalized coordinates into a K-dimensional resolved coarse-scale set and an N — K
dimensional unresolved fine-scale set.

3. Develop a K-dimensional ROM for the coarse-scales by making approximations to the fine-scale
coordinates.

The remainder of this section will address task 1 in the above agenda.
To develop the weak form of Eq. 1, we start by defining a trial basis matrix comprising N orthonormal

basis vectors,

V [Vi V2 • ' • VAT] 7
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where vi E RN, vrv = öi j. The basis vectors may be generated, for example, by the POD approach. We
next define the trial space as the range of the trial basis matrix,

: = Range (V) .

As V is a full-rank N x N matrix, V RN and the state variable can be exactly described by a linear
combination of these basis vectors,

N

u(t) = Evicti(t).
i=1

(2)

Following [22], we collect the basis coefficients ai(t) into a : [0, T] RN and refer to a as the generalized
coordinates. We similarly define the test basis matrix, W, whose columns comprise linearly independent
basis vectors that span the test space, W,

W = [w1 w2 •

with wi E

• • wAr] , W := Range(W),

Equation 1 can be expressed in terms of the generalized coordinates by inserting Eq. 2 into Eq. 1,

V —
d
a(t) = R(Va(t)).

dt
(3)

The weak form of Eq. 3 is obtained by taking the L2 inner product with W,2

WT V
dt

a(t) = WTR(Va(t)). (4)

Manipulation of Eq. 4 yields the following dynamical system,

dt
= [WTV, -1 R(Va(t)), a(t = 0) = a), t E [0, T], (5)a(t) WT

where ao E RN with ao = [WTV]-1WTuo. Note that Eq. 5 is an N-dimensional ODE system and is simply
Eq. 1 expressed in a different coordinate system. It is further worth noting that, since W and V are invertible
(both are square matrices with linearly independent columns), one has [WT V] -1WT = V-1. This will not
be the case for ROMs.

3. Reduced-Order Models

3.1. Multiscale Formulation

This subsection addresses task 2 in the aforementioned agenda. Reduced-order models seek a low-
dimensional representation of the original high-fidelity model. To achieve this, we examine a multiscale
formulation of Eq. 5. Consider sum decompositions of the trial and test space,

V = v', w=WEBW. (6)

The space 4-1 is referred to as the coarse-scale trial space, while ̀11' is referred to as the fine-scale trial space.
We refer to W and W' in a similar fashion. For simplicity, define 11 to be the column space of the first K
basis vectors in V and 11' to be the column space of the last N — K basis vectors in V. This approach is
appropriate when the basis vectors are ordered in a hierarchical manner, as is the case with POD. Note the
following properties of the decomposition:

2The authors recognize that many types of inner products are possible in formulating a ROM. To avoid unnecessary abstraction,
we focus here on the simplest case.
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1. The coarse-scale space is a subspace of V, i.e., 71 c V.
2. The fine-scale space is a subspace of V, i.e., V' C V.
3. The fine and coarse-scale subspaces do not overlap, i.e., I! n V = fol.
4. The fine-scale and coarse-scale subspaces are orthogonal, i.e., V1 I. This is due to the fact that the

basis vectors that comprise V are orthonormal.

For notational purposes, we make the following definitions for the trial and test spaces:

v [V ; V] , W [W ; W] ,

where [. ; .] denotes the concatenation of two matrices and,

V = [v1 v2 • • • Vic] , 42 := Range(V),

V/ = [vi(+1 vx+2 • • • vAr] , V' := Range(V).

W = [w1 w2 • • • wid , W := Range(W),

W' = [WK+1 wic+2 • • • WN] , W' := Range(W').

The coarse and fine-scale states are defined as,

K N

0) := E viai(t) Vd(t), u(t) := E viai(t) , V'd(t),
i=1 i=K+1

with ii : [0, 7] 4.1,u' : [0, 7] 11' ,fi : [0, 7] —> RK , and a' : [0, T] —> RN-K. These decompositions allow
Eq. 4 to be expressed as two linearly independent systems,

ATTiT d -A(t) _FAITATI d alit) = .--;'-q'II' R(Vd(t) +V'd(t)),
dt ' dt ' '

- d d
IV"

T 
VTita(t)+WlTV' v'(t) = WITR(VA(t) + Via' (t)). (8)

Equation 7 is referred to as the coarse-scale equation, while Eq. 8 is referred to as the fine-scale equation.
It is important to emphasize that the system formed by Eqs. 7 and 8 is still an exact representation of the
original FOM.

The objective of ROMs is to solve the coarse-scale equation. The challenge encountered in this objective
is that the evolution of the coarse-scales depends on the fine-scales. This is a type of "closure problem" and
must be addressed to develop a closed ROM.

(7)

3.2. Reduced-Order Models

As noted above, the objective of a ROM is to solve the (unclosed) coarse-scale equation. We now
develop ROMs of Eq. 1 by leveraging the multiscale decomposition presented above. This section addresses
task 3 in the mathematical agenda.

The most straightforward technique to develop a ROM is to make the approximation,

u' -,-:_', O.

This allows for the coarse-scale equation to be expressed as,

WTV (±d(t) = WTR(Vd(t)).
dt

(9)

Equation 9 forms a K-dimensional reduced-order system (with K < N) and provides the starting point for
formulating several standard ROM techniques. The Galerkin and Least-Squares Petrov-Galerkin ROMs are
outlined in the subsequent subsections.
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3.2.1. The Galerkin Reduced-Order Model

Galerkin projection is a common choice for producing a reduced set of ODEs. In Galerkin projection,
the test basis is taken to be equivalent to the trial basis, i.e. W = Ý. The Galerkin ROM is then,

ÝT4t) = ÝTR(fi(t)), u(o) = fio, t E [0, T]. (10)
dt

Galerkin projection can be shown to be optimal in the sense that it minimizes the L2-norm of the FOM ODE
residual over Range (Ý) [22]. As the columns of V no longer spans V, it is possible that the initial state of
the full system, uo, may differ from the initial state of the reduced system, tic,. For simplicity, however, it is
assumed here that the initial conditions lie fully in the coarse-scale trial space, i.e. u0 E V such that,

uo = uo. (11)

Note that this issue can be formally addressed by using an affine trial space to ensure that tic, = uo.
Equation 10 can be equivalently written for the generalized coarse-scale coordinates, 5,

±d(t) = iTTR(A75(t)), 5(0) = do, t E [011]1 (12)
dt

where 50 E RK with do = Vuo. Equation 12 is a K-dimensional ODE system (with K < N) and is hence
of lower dimension than the FOM. Note that, similar to Eq. 5, the projection via ÝT would normally be

[ÝTÝ] -1Ý. When Ý is constructed via POD, its columns are orthonormal and ÝTÝ = I; the projector
has been simplified to reflect this. Non-orthonormal basis vectors will require the full computation of
[ÝTÝ]

It is important to note that, in order to develop a computationally efficient ROM, some "hyper-reduction"
method must be devised to reduce the cost associated with evaluating the matrix-vector product, VR(iii(t)).
Gappy POD [55] and the (discrete) empirical interpolation method [56, 57] are two such techniques. More
details on hyper-reduction are provided in Appendix A.

When applied to unsteady non-linear problems, the Galerkin ROM is often inaccurate and, at times, un-
stable. Examples of this are seen in Ref. [23]. These issues motivate the development of more sophisticated
reduced-order modeling techniques.

3.2.2. Petrov-Galerkin and Least-Squares Petrov-Galerkin Reduced-Order Models

In the Petrov-Galerkin approach, the test space is different from the trial space. Petrov-Galerkin ap-
proaches have a rich history in the finite element community [58, 59] and can enhance the stability and
robustness of a numerical method. In the context of reduced-order modeling for dynamical systems, the
Least-Squares Petrov-Galerkin method (LSPG) [22] is a popular approach. The LSPG approach is a ROM
technique that seeks to minimize the fully discrete residual (i.e., the residual after spatial and temporal
discretization) at each time-step. The LSPG method can be shown to be optimal in the sense that it mini-
mizes the L2-norm of the fully discrete residual at each time-step over Range( V). To illustrate the LSPG
method, consider the algebraic system of equations for the FOM obtained after an implicit Euler temporal
discretization,

U —Un n-1

R(un) = 0, (13)
At

where un E RN denotes the solution at the nth time-step. The FOM will exactly satisfy Eq. 13. The ROM,
however, will not. The LSPG method minimizes the residual of Eq. 13 over each time-step. For notational
purposes, we define the residual vector for the implicit Euler method,

_1 y 

At 

un- 1

rIE : (y;un )   R(y).
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The LSPG method is defined as follows,

= arg min 11A(y)rIE(y; lin-1)1137
yERange(V)

where AO E Rz" with z < N is a weighting matrix. The standard LSPG method takes A = I. For the
implicit Euler time integration scheme (as well as various other implicit schemes) the LSPG approach can
be shown to have an equivalent continuous representation using a Petrov—Galerkin projection [23]. For
example, the LSPG method for any backward differentiation formula (BDF) time integration scheme can
be written as a Petrov—Galerkin ROM with the test basis,

ITV = (I — aAtJ [11(0] )

where J[iii(t)] = g(ii(t)) is the Jacobian of the right-hand side function evaluated about the coarse-scale
state and a is a constant, specific to a given scheme (e.g. a = 1 for implicit Euler, a = 3 for BDF2, a =
for BDF3, etc.). With this test basis, the LSPG ROM can be written as,

VT (—d il(t) R(ii(t))) VT  n(0) = do, t E [O, 7]. (14)
dt dt

In writing Eq. 14, we have coupled all of the terms from the standard Galerkin ROM on the left-hand side,
and have similarly coupled the terms introduced by the Petrov—Galerkin projection on the right-hand side.
One immediately observes that the LSPG approach is a residual-based method, meaning that the stabiliza-
tion added by LSPG is proportional to the residual. The LSPG method is similar to the Galerkin/Least-
Squares (GLS) approach commonly employed in the finite element community [60, 61]. This can be made
apparent by writing Eq. 14 as,

h d—

d

tri(t) 
—R(ii(t))) = (j[ii(t)]Vi, [d-1.0) —R(ii(t))]) , i = 1, 2,... ,K,

where (a, b) = aTb and ti= aAt is the stabilization parameter. Compare the above to, say, Eq. 70 and 71
in Ref. [61]. A rich body of literature exists on residual-based methods, and viewing the LSPG approach in
this light helps establish connections with other methods. We highlight several important aspects of LSPG.
Remarks 1 through 3 are derived by Carlberg et al. in Ref. [23]:

1. The LSPG approach is inherently tied to the temporal discretization. For different time integration
schemes, the "stabilizatioe added by the LSPG method will vary. For optimal accuracy, the LSPG
method requires an intermediary time-step size.

2. In the limit of At —> 0, the LSPG approach recovers a Galerkin approach.
3. For explicit time integration schemes, the LSPG and Galerkin approach are equivalent.
4. For backwards differentiation schemes, the LSPG approach is a type of GLS stabilization for non-

linear problems.
5. While commonalities exist between LSPG and multiscale approaches, the authors believe that the
LSPG method should not be viewed as a subgrid-scale model. The reason for this is that it is unclear
how Eq. 14 can be derived from Eq. 7. This is similar to the fact that, in Ref. [61], adjoint stabilization
is viewed as a subgrid-scale model while GLS stabilization is not. The challenge in deriving Eq. 14
from Eq. 7 lies primarily in the fact that the Jacobian in Eq. 14 contains a transpose operator. We thus
view LSPG as mathematical stabilization rather than a subgrid-scale model.

While the LSPG approach has enjoyed much success for constructing ROMs of non-linear problems, re-
marks 1, 2, 3, and 5 suggest that improvements over the LSPG method are possible. Remark 1 suggests
improvements in computational speed and accuracy are possible by removing sensitivity to the time-step
size. Remark 3 suggests that improvements in computational speed and flexibility are possible by for-
mulating a method that can be used with explicit time-stepping schemes. Lastly, remark 5 suggests that
improvements in accuracy are possible by formulating a method that accounts for subgrid effects.
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3.3. Mori-Zwanzig Reduced-Order Models

The optimal prediction framework formulated by Chorin et al. [40, 41, 42], which is a (significant)
reformulation of the Mori-Zwanzig (MZ) formalism of statistical mechanics, is a model order reduction tool
that can be used to develop representations of the impact of the fine-scales on the coarse-scale dynamics. In
this section, the optimal prediction framework is used to derive a compact approximation to the impact of
the fine-scale POD modes on the evolution of the coarse-scale POD modes. For completeness, the optimal
prediction framework is first derived in the context of the Galerkin POD ROM. It is emphasized that the
content presented in Sections 3.3.1 and 3.3.2 is simply a formulation of Chorin's framework, with a specific
projection operator, in the context of the Galerkin POD ROM.

We pursue the MZ approach on a Galerkin formulation of Eq. 5. Before describing the formalism, it
is beneficial to re-write the original FOM in terms of the generalized coordinates with the solution being
defined implicitly as a function of the initial conditions,

dt
—
d
a(ao,t) = VT R(Va(ao, t)) , a(0) = ao, t E [0,1], (15)

with a :RN x [0, T] RN , a E RN ® RN 0 7 the time-dependent generalized coordinates, RN the space of
(sufficiently smooth) functions acting on RN ,‘T the space of (sufficiently smooth) functions acting on [0, T],
and ao E RN the initial conditions. Here, a(ao,t) is viewed as a function that maps from the coordinates ao
(i.e., the initial conditions) and time to a vector in R. It is assumed that the right-hand side operator R is
continuously differentiable on RN.

3.3.1. The Liouville Equation

The starting point of the MZ approach is to transform the non-linear FOM (Eq. 15) into a linear partial
differential equation. Equation 15 can be written equivalently as the following partial differential equation
in RN x [0, 7] [41],

at v(ao, t) = Lv(ao, t); v(ao, 0) = g(ao), (16)

where v : I x [0,7] RN, with v E RNV 0 RN 0 'T is a set of Nv observables and g : RN —> RN, is a
state-to-observable map. The operator 1, is the Liouville operator, also known as the Lie derivative, and is
defined by,

L : qi--> [
aao 

q]ATTR(vao),

ORN rgORN,r

for arbitrary q. Equation 16 is referred to as the Liouville equation and is an exact statement of the original
dynamics. The Liouville equation describes the solution to Eq. 15 for all possible initial conditions. The
advantage of reformulating the system in this way is that the Liouville equation is linear, allowing for the
use of superposition and aiding in the removal of the fine-scales.

The solution to Eq. 16 can be written as,

v(ao,t) = etLg(ao) .

The operator etL, which has been referred to as a "propagatoe, evolves the solution along its trajectory in
phase-space [62]. The operator etL has several interesting properties. Most notably, the operator can be
"puller inside of a non-linear functional [62],

etLg(ao) = g(etLao)•
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This is similar to the composition property inherent to Koopman operators [63]. With this property, the
solution to Eq. 16 may be written as,

g(etLao).v(ao,t)

The implications of etL are significant. It demonstrates that, given trajectories a(ao, t), the solution v is
known for any observable g.

Noting that L and etL commute, Eq. 16 may be written as,

a
at —v(ao,t) = et- L Lv(ao, 0).

A set of partial differential equations for the resolved generalized coordinates can be obtained by taking
g(ao) = 50,

a tL- tLao = e Lao.

The remainder of the derivation is performed for g(ao) = 50, thus Nv = K.

(17)

3.3.2. Projection Operators and the Generalized Langevin Equation

The objective now is to remove the dependence of Eq. 17 on the fine-scale variables. Similar to the
VMS decomposition, RN can be decomposed into resolved and unresolved subspaces,

= NI,

with j-f being the space of all functions of the resolved coordinates, 50, and 5-e the complementary space.
The associated projection operators are defined as P : —> Hand Q= I — P . Various types of projections
are possible, and here we consider,

Pf(ao) = f f (ao)8(aio)da'o,

which leads to

P f (ao) = f ([50; OD.

The projection operators can be used to split the Liouville equation,

tL- tLn-ir

at 
ao = -Lao + QEdo. (18)

The objective now is to remove the dependence of the right-hand side of Eq. 18 on the fine-scales, do (i.e.
QL5o). This may be achieved by Duhamel's principle,

et L = etQL f e(t-s)L pLesQ L ds.

0

Inserting Eq. 19 into Eq. 18, the generalized Langevin equation is obtained,

a tL-ao = ,p
L
50 etQLQLão f e(t-s)LpLesQL Q_Cdods .

0
Markovian Noise

Memory

By the definition of the initial conditions (Eq. 11), the noise-term is zero and we obtain,

at 
- ,r.—etL ao = etL r Lao+ f e(t-s)L P LesQL QLdods.
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The system described in Eq. 20 is precise and not an approximation to the original ODE systern. For
notational purposes, define,

K(do, t) PLet Q-Lão. (22)

The term K : K x [0, T] K with K E RK is referred to as the memory kernel.
Using the identity etLPLão = iTTR(ii(t)) and Definition (22), Equation 21 can be written in a more

transparent form,

11:

ýT — R(iii(t))) = fa  K(a.(t — s),$)ds, (23)
0

Note that the time derivative is represented as a partial derivative due to the Liouville operators embedded
in the memory.

The derivation up to this point has cast the original full-order model in generalized coordinates (Eq. 15)
as a linear PDE. Through the use of projection operators and Duhamel's principle, an exact equation (Eq. 23)
for the coarse-scale dynamics only in terms of the coarse-scale variables was then derived. The effect of
the fine-scales on the coarse-scales appeared as a memory integral. This memory integral may be thought
of as the closure term that is required to exactly account for the unresolved dynamics.

3.3.3. The t-model and the Adjoint Petrov—Galerkin Method

The direct evaluation of the memory term in Eq. 23 is, in general, computationally intractable. To gain
a reduction in computational cost, an approximation to the memory must be devised. A variety of such
approximations exist, and here we outline the t-model [52, 64]. The t-model can be interpreted as the result
of assuming that the memory is driven to zero in finite time and approximating the integral with a quadrature
rule. This can be written as a two-step approximation,

for
K(A(t — s), s)ds f K(A(t — s), s)ds TK(d(t), 0).

-T

Here, ti E R is a stabilization parameter that is sometimes referred to as the "memory length?' It is typi-
cally static and user-defined, though methods of dynamically calculating it have been developed in [52].
The a priori selection of ti and sensitivity of the model output to this selection are discussed later in this
manuscript.

The term K(A(t), 0) can be shown to be [54],

K(5(t), 0) = iTTJ[ii(t)]II'R(ti(t)),

where 1-11 is the "orthogonal projection operator?' defined as 11' (I — 8TNT). We define the corresponding
coarse-scale projection operator as II “TT . The coarse-scale equation with the t-model reads,

VT (—fi(t) —R(0))) = 'TV J[11(t)]1TR(kt)).
dt

(24)

Equation 24 provides a closed equation for the evolution of the coarse-scales. The left-hand side of Eq. 24
is the standard Galerkin ROM, and the right-hand side can be viewed as a subgrid-scale model.

When compared to existing methods, the inclusion of the t-model leads to a method that is analogous to
a non-linear formulation of the adjoint stabilization technique developed in the finite element community.
The "adjoint" terminology arises from writing Eq. 24 in a Petrov—Galerkin form,

T[ + THITJT [uW]) -8'7] (—dd tri(t) R(11(t))) = O. (25)

It is seen that Eq. 25 involves taking the inner product of the coarse-scale ODE with a test-basis that contains
the adjoint of the coarse-scale Jacobian. Unlike GLS stabilization, adjoint stabilization can be derived
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from the multiscale equations [61]. Due to the similarity of the proposed method with adjoint stabilization
techniques, as well as the LSPG terminology, the complete ROM formulation will be referred to as the
Adjoint Petrov—Galerkin (APG) method.

3.3.4. Comparison of APG and LSPG

The APG method displays similarities to LSPG. From Eq. 25, it is seen that the test basis for the APG
ROM is given by,

WA = (I + TITTJT [ü]) V.

Recall the LSPG test basis for backward differentiation schemes,

(26)

W LSPG = (I - aAtJ [a] ) V. (27)

Comparing Eq. 27 to Eq. 26, we can draw several interesting comparisons between the LSPG and APG
method. Both contain a time-scale: t for APG and ocAt for LSPG. Both include Jacobians of the non-linear
function R(I). The two methods differ in the presence of the orthogonal projection operator in APG, a
transpose on the Jacobian, and a sign discrepancy on the Jacobian. These last two differences are consistent
with the discrepancies between GLS and adjoint stabilization methods used in the finite element community.
See, for instance, Eqs. 71 and 73 in Ref [61].

4. Analysis

This section presents theoretical analyses of the Adjoint Petrov—Galerkin method. Specifically, error
and eigenvalue analyses are undertaken for linear time-invariant (LTI) systems. Section 4.1 derives a priori
error bounds for the Galerkin and Adjoint Petrov—Galerkin ROMs. Conditions under which the APG ROM
may be more accurate than the Galerkin ROM are discussed. Section 4.2 outlines the selection of the
parameter t that appears in APG.

4.1. A Priori Error Bounds

We now derive a priori error bounds for the Galerkin and Adjoint Petrov—Galerkin method for LTI
systems. Define uF to be the solution to the FOM, iiG to be the solution to the Galerkin ROM, and fiA
the solution to the Adjoint Petrov—Galerkin ROM. The full-order solution, Galerkin ROM, and Adjoint
Petrov—Galerkin ROMs obey the following dynamical systems,

dt
uF(t) =R(uF(t)), up- (0) = uo, (28)

dt
fic(t) =1PGR(1G(t)), uG(0) = uo, (29)

lit
flA(t) = IFAR(iiA(t)), uA(o) = uo, (30)

where the Galerkin and Adjoint Petrov—Galerkin projections are, respectively,

IPG = fl, PA = ri [1+ TJ[fiA]rf] •

The residual of the full-order model is defined as,

du
rF : u i--> Ti t - R ( u ) .

12



We define the error in the Galerkin and Adjoint Petrov—Galerkin method as,

eG := elF — CIG, eA := UF — flA•

Similarly, the coarse-scale error is defined as,

eG := NT, - fiG, eA := fIllF — flIA •

In what follows, we assume Lipschitz continuity of the right-hand side function: there exists a constant
lc > 0 such that Vx, y E RN,

MR(x) — R(y)112 K Ilx — 312-

To simplify the analysis, the Adjoint Petrov—Galerkin projection is approximated to be stationary in time.
Note that the Galerkin projection is stationary in time. For clarity, we suppress the temporal argument on
the states when possible in the proofs.

Theorem 1. A priori error bounds for the Galerkin and Adjoint Petrov—Galerkin ROMs are, respectively,

Ilec(t)112 < fot ellPG112ics' 11 [I — PG] R(uF(t — s)) Lds. (31)

IleA (0112 < fot emPAII2ics 11 [I — PA] R(uF (t — s)) 112 ds. (32)

Proof. We prove only Eq. 32 as Eq. 31 is obtained through the same arguments. Following [23], start by
subtracting Eq. 30 from Eq. 28, and adding and subtracting PAR(uF),

deA

dt

Taking the L2-norm,

= R(uF) + PAR* ) — FA R(UF) —PAR(fiG), eA (0) = 0.

deA

dt 2 
= 11R(uF) +PAR(11F) — IPAR(11F) —PAR(111G)112*

Applying the triangle inequality,

deA

dt 11 [I —PA] R(uF)
2

Invoking the assumption of Lipschitz continuity,

deA

Noting that dMeA 2 < dt
deA
dt

2+ PA (R11F) — R(11G))112 '

dt 11[1 — PA] 14(11F) 2 +11PA1121(11eA112-
2

we have 3,
2

d IICA112 < ll [I 
—1E1,001F)112+11PALKIleA112.dt —

(33)

An upper bound on the error for the Adjoint Petrov—Galerkin method is then obtained by solving Eq. 33 for

IleA112, which yields,

1 1 eA (t ) I I 2 fo e RA 11 2icv 11 [I — IFid R(uF (t — s))112 ds.

3

dlleA112, 
dt

1 eT deA <

11 eA112 A dt
1

eA
eA

2

deA
dt 2

<
deA
dt 2

13



Note that, for the Adjoint Petrov-Galerkin method, the error bound provided in Eq. 32 is not truly an a
priori bound as PA is a function of fm. Equation 31 (and 32) indicates an exponentially growing error and
contains two distinct terms. The term eMPA II2ics indicates the exponential growth of the error in time. The
second term of interest is [I - IPA] R(uF (t)) 2. This term corresponds to the error introduced at time t due
to projection. It is important to note that the first term controls how the error will grow in time, while the
second term controls how much error is added at a given time.

Unfortunately, for general non-linear systems, a priori error analysis provides minimal insight beyond
what was just mentioned. To obtain a more intuitive understanding of the APG method, error analysis in
the case that RH is a linear time-invariant operator is now considered.

Theorem 2. Let R(u) = Au be a linear time-invariant operator Error bounds for the coarse-scales in the
Galerkin and APG ROMs, are, respectively,

I 1 EG (t) 112 I 1 sG112

11'611(0112 IISA11211SiT1

H
k3G H2 

fot

2 

fot

eAG (t—s)

eAA (t -s)

2 11 ŸTIPGrF (f1F (s)) 112 ds,

2 11 ŸTIPArF (CIF (s)) 2 ds'

(34)

(35)

where AG is a diagonal matrix of the eigenvalues of VIEDGAŸ, while SG are the eigenvectors of ŸTIPGAŸ.
Similar definitions hold for AA and SA using the APG projection.

Proof. We prove only Eq. 35 as Eq. 34 is obtained through the same arguments. Subtracting Eq. 30 from
Eq. 28, and adding and subtracting PAAUF,

deA 
= Li — 

A 

+ IPA AeA
dt

eA(0) = O.

We decompose the error into coarse and fine-scale components eA = e'A. Since 111A = 0 for all time,

e'A = 111F . An equation for the coarse-scale error is obtained by left multiplying by ŸTPA,

ŸTEDA deA ŸTIDA defA i-TTTD) T TID A TED 111 A -A" i-iTTID Tao
V IL A — A] rvuF -r V Ta ArvIcA 1- V a AIL Arvu/F.

dt dt

Now express the coarse-scale error as,
eit =

where -*et : [0, T] RK are the coarse-scale error generalized coordinates. Rearranging gives,

e Iã -A = vT it„-A [I - P A] Au F + 87TPAPAAeA + ŸTEDAIEDA AUIF 
dllcl F .

dt dt )

Noting that Pi = IPA, and that the first term on the right-hand side is zero, the equation reduces to,

dal VT-ow A v-e 
+ 
fTT-ruo ( A 1

= V IL Arl. v aA  V A. A /-1.0 F 
dllfF .

(36)
dt dt

Equation 36 is a first-order linear inhomogeneous differential equation that can be solved analytically. A
standard way to do this is by performing the eigendecomposition,

ŸTPAAŸ = SAAA SA1, (37)

where SA E RKX1C are the eigenvectors and AA is a diagonal matrix of eigenvalues. Left multiplying Eq. 36
by SA-1 and inserting the eigendecomposition 37, Eq. 36 becomes,

dWA A 

i‘ I-V0 
/ dlifF

= AWA + SA 1ŸTPA ( F  
ddt t
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where WA =
the solution,

-1aA
-e The above is a set of decoupled first order inhomogenous differential equation that have

tWA(t) =f eAASSA -1ÝTIPA "IF (t s) dt
Ut 
 

(1- - s)

ds.
0

Left multiplying by ÝSA to obtain an equation for the coarse-scale error,

d
eA (t) = ft VSAeAA (t s) SA l VEDA (s) - —

dt
1111F(s))as.

By definition of the FOM,

Thus,

dfiF C116 A - A
= 1-tlifF •

dt dt

t eit(t) = f VSAeAA (t-s)SA- 1 ÝTipA
dt

ilF(s) - AtIF (s) ds.

Using the definition of the full-order residual,

t
(t) = f VSAeAA (t s)SA 1 ÝTIPArF (I1F (S))ds.

0

Note that, although rF (uF) is exactly zero, this is no longer guaranteed when evaluated at the projected
solution uF. Taking the norm and using the sub-multiplicative property,

tMeA(t)112 IISA11211SA 1 fo112 eAA (t-s) 2 IlÝTIPArF (uF (s))112ds.

❑

Similar to the non-linear case, Eqns 34 and 35 contain two distinct terms. The first term corresponds
to the exponential growth in time, eAAS. In contrast to the non-linear case, however, the arguments in the
exponential contain the eigenvalues of VIEDAAÝ. When these eigenvalues are negative, the term eAAs can
diminish the growth of error in time. The second term of interest is given by IPA rF (ii(t))112. This term
corresponds to the error introduced due to the unresolved scales at time t. This term is a statement of the
error introduced due to the closure problem.

Corollary 2.1. If IlÝTIPAr(:10))112 < IIVPGr(171F (0)112, then the upper bound on the error introduced
due to the fine-scales is less for APG than for the Galerkin Method.

Proof. By inspection, when iTT PA rF (iiF (0)112 < 1187TIPGrF(60))112, the error introduced in the inte-
grand in Eqn. 35 due to the coarse-scale residual is less than that in Eqn. 34. ❑

Theorem 3. Let R(u) = Au be a linear time-invariant operator. Upper bounds of the Galerkin and Adjoint
Petrov-Galerkin projections of the full-order coarse-scale residual, are, respectively,

ÝTIPGr(fiF(t))

IlÝTPAr(fiF(0)112.

ÝTA f
T 

ell AqrAtiF (t )cic
0 2 ti

ÝTA t (t

ÝTA f enigrr AfIF (t - c)dc - Arr (t)
0 2

2

ÝTA ft eff gni AfiF (t
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Proof. The result will be proved first for the Galerkin method and then for the Adjoint Petrov-Galerkin
method. By definition of the residual and the Galerkin projector,

By definition of the FOM,
n

dF
PGrF II IIAuF.

= 0 .

dfl —(CIF) =

ilF 
ddt
iF

[chitd 
Noting that 11111F = 0 and rearranging,

PGrF (fiF) = flAUfF. (39)

The evolution equation of the fine-scales is defined by the FOM projected onto the fine-scale space,

duiF
 =rfAtIF +1--f AUIF (0) = 0.
dt

The above equation is a first-order nonhomogeneous linear system of differential equations. By the defini-
tion of the initial conditions, the solution to the fine-scales reduces to,

tir(t) = f errA(t-s)HrAtiF 
(s)ds ,

where ell'A is the matrix exponential. Introducing a change of variables, = t - s, this becomes,

r
u'(t) = fo ell'A6IrAtiF(t - )(1c. (40)

Substituting Eq. 40 into Eq. 39,

IPGrF (fiF (t)) = nA ft en 
—r
q-rmi[F(t— c)dc. (41)

Left multiplying by V, noting that -VII = V, and taking the norrn,

MVTIPGrF (r1F (t)) 2 = ÝTA f eiTACIVAtiF(t — c)dc
0 2

Breaking the integral up into two intervals and applying the triangle inequality, the desired result for
Galerkin is obtained,

VTIEDGrgfigt)) 2

For APG,

ÝTA AfiF (t

0 2

ÝTA f t err Acr-Ir AfiF (t c)dc

2

PA rF (11F (t)) = (t) - fIA1IF (t) - (t).

The first two terms on the right-hand side are the Galerkin term from Eq. 41. Substituting this into the above
equation results in,

PA rF (CIF (t)) = IIA fot en'ACTI'AfiF (t - )c/c — (t).
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Left multiplying by iTT and taking the norm,

87TPArF (11[F (0) M2 =
2

Breaking the integral up into two intervals, applying the triangle inequality, and noting that VII = iTT, the
desired result for APG is obtained,

MVTIPArF (110» M2

VA f
t 
en

, 
AcrrAilF (t — 4 — nAirAlIF (t)

0

VA f elf ACT-I'M-1F (t — c)dc — TVAltAtiF (t)
0 2

ŸTA ft ell' AcrfAaF(t c)dc

❑

Theorem 3 provides an upper bound on the error introduced due to the closure problem for both the
Galerkin and APG ROMs. These error bounds were obtained by analytically solving for the fine-scales as a
function of coarse-scales. This led to a memory integral involving the past history of the coarse-scales. The
memory integral expressing the solution to the fine-scales was then split into two intervals: one from [0, t]
and one from [T, t]. The APG method can be interpreted as approximating the integral over the first interval
with a quadrature rule and ignoring the second interval. The Galerkin ROM ignores both intervals. Next,
Theorem 4 shows that, for sufficiently small T, the APG approximation is more accurate than the Galerkin
approximation. This result is intuitive since, for sufficiently small T, the quadrature rule used in deriving
APG is accurate.

Theorem 4. In the limit of T 0+ the error bound provided in Theorem 3 is less per unit ti in APG than in
Galerkin,

lim —1
"c-0± VA ft ell'AcrrAfiF

0

1
lim

"C—ArE

(t — )4 — (t)

[ VA f en grrAfilF (t — )cic
[ 2

2

VT

iTT A ft (t — c)dc

t AtIF (t — )4f 

2

21

(42)

Proof. Define the difference between the APG and Galerkin error incurred per unit ti as,

8(t) := [ VA fT en'ACITAilF (t c) 4 — TÝTAITAtIF (t) +
2

f terfACITAtiF (t —

— 
1 
—

-
[ VTA f (t — c)dc

t

ýTA f erygn/AfiF (t

2 

1. (43)

After canceling terms, we equivalently have

8(t) := ti VA f err Aqf AiiF (t — VTArrAillF (t)
0 2

1 8-7T A f err grrAfiF (t )cic

0

Apply the rectangle rule to alternatively write the integrals in the above as,

,r2
fot eillgrOulF (t = TITAfiF (t) + 4 (e grrAfiF(t ,

for some c in the interval [0, T]. Inserting Eq. 45 into Eq. 44,

8(t) = VT A —d (ell' ACrl'AfiF (t — c)) [c]
2

1

(44)

(45)

„c2
Aff MIF (t) +.VT A —d (ell' ACIT Af1F (t — c)) [c] —

2 2
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Factoring out T, which is non-negative by definition,

iT.T A c± (ell'A4r AfiF (t — ))[c];dc 2
(t) + ŸT A —d (en  AWAtIF (t —

dc 2

Taking the limit as 0+ and noting the norm is always non-negative,

lim 8(T) —118T-TAtimrAii[F(t)112 O. 0.
T—HD+

From Eq. 43 and the algebraic limit theorem, this implies that,

lim —1
"C—}0± T

ÝTA f (t ilAff AfiF (t)
2

VA ft erfAcn/AfiF(t c)dc

2]

2

1
lim [ ÝTA f en AqTAtilF(t — 8-7T A f t en'grrAiip, (t . (46)

[ 2 "C 2

❑

Theorem 4 shows that, for sufficiently small T, an upper bound on the a priori error introduced due to
the closure problem in APG is less than in Galerkin. This suggests that APG may be more accurate than
Galerkin. The results of Theorem 4 will be discussed more in Section 4.1.1. While Theorem 4 shows that,
for sufficiently small T, APG may be more accurate than Galerkin, it does not give insight into appropriate
values of T. Theorem 5 and Corollary 5.1 seek to provide insight into this issue.

Theorem 5. Let R(u) = Au be a linear time-invariant operator. If A is self-adjoint with all real negative
eigenvalues, then XA, > XG,, where XA1 >_XA2 > ... > XAK are the K eigenvalues of VTPAAV and XG1>
XG2 > • • • > XG, are the K eigenvalues of VTPGAV .

Proof. Expanding the Adjoint Petrov-Galerkin operator,

87TPAAÝ = ÝTI-TAÝ + TÝTUAITAÝ.

Noting that the first term on the right-hand side is just the Galerkin term,

iTTPAAÝ = ÝTPGAÝ -FATTITArrAÝ.

As all matrices are self-adjoint, the Weyl inequalities can be used to relate the eigenvalues of ÝTPAAÝ to
ÝTPGAÝ. For K x K Hermitian positive semi-definite matrices M, H, and P, where M = H P, the Weyl
inequalities state,

> XI-1,1

where 4/1 > Xm2 > > X*, are the K eigenvalues of M and XH1 > XH2 > • • • > XHK are the K eigenvalues
of H. In the present context, as ÝTrIAII'AiT(= iTTA1TAÝ) is positive semi-definite, it follows from the
Weyl inequalities that,

XAi > XGi •

❑

Corollary 5.1. Let R(u) = Au be a linear time-invariant operator. If A is self-adjoint with all real negative

eigenvalues, then XA1 _lid < 0 for T < , where yi and yN are the largest and smallest eigenvalues of A,

respectively, and XA1 is the largest eigenvalue of VTPAAV.
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Proof. We again expand the APG projection and simplify,

iTTEDAAÝ = + TAIT )AŸ = iTT(A+TAIVA)Ÿ

Now, let XA1 > XA2 > . . . > XA, be the K eigenvalues of VT (A + TAITA)Ý, and let Ki > K2 > > KN be
the N eigenvalues of A + TAll'A. Recognizing that V is semi-orthogonal, we apply the Poincaré separation
theorem,

Ki > XAi > for i = 1, 2, ... ,K (47)

To ensure that XA1 < 0, we need only show under what conditions Kl < O. Thus, we seek bounds on i such
that xi < O.

As A and TAIT'A are both self-adjoint, we can use the Wey1 inequalities to bound the smallest eigenvalue
of A + TAMA. Let xi > X2 > • • • > XN be the N eigenvalues of All'A, thus,

K1 < +TX1

To ensure that ic1 < 0, we specify that XI + < 0. Noting that yi < O leads to the inequality,

XA 1 < 0; VT< 1711

X1

(48)

(49)

To write the bounds on ti in Eq. 49 into a more intuitive form, the xi can be related to through the the
Weyl inequalities. Recall that xi are the eigenvalues of,

AMA = A2 —

As AnA is positive semi-definite, one has,

Xi T2N.

Inserting the above inequality into Eq. 49 obtains the desired result,

1711
XA1 < 13; V < I.

This upper bound on ti is more conservative than Eq. 49, though both are equally valid.

(50)

❑

4.1.1. Discussion

Theorems 4 and 5 contain three interesting results that are worth discussing. First, as discussed in
Corollary 2.1, Theorem 4 shows that, in the limit 0+, the upper-bound provided in Theorem 3 on the
error introduced at time t in the APG ROM due to the fine-scales is less than that introduced in the Galerkin
ROM (per unit T). This is an appealing result as APG is derived as a subgrid-scale model. Two remarks
are worth making regarding this result. First, while the result was demonstrated in the limit 0+, it will
hold so long as the norm of the truncation error in the quadrature approximation is less than the norm of the
integral it is approximating; i.e. the approximation is doing a better job than neglecting the integral entirely.
Second, the result derived in Theorem 4 does not directly translate to showing that,

11VTPArF (10)) 112 IIVTlitGrF (IOW 112
(51)

This is a consequence of Theorem 3, in which the integral that defines the fine-scale solution was split into
two intervals. The APG ROM attempts to approximate the first integral, while the Galerkin ROM ignores
both terms. Theorem 4 showed that, in the limit -> 0+, the APG approximation to the first integral is
better than in the case of Galerkin (i.e., the APG approximation is better than no approximation). The only
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time that the result provided in Theorem 4 will not translate to APG providing a better approximation to
the entire integral (and thus proving Eq. 51), is when integration over the second interval "cancels our the
integration over the first interval. To make this idea concrete, consider the integral,

/021C TC 27C

sm(x)dx = f sin(x)dx+ f sin (x)dx.
0 TC

Clearly, fo2R sin(x)dx = 0. If the entire integral was approximated using just the interval 0 to 7C (which

is analogous to APG), then one would end up with the approximation fo27 r sin(x)dx P.--, Lir sin(x)dx = 2.
Alternatively, if one were to ignore the integral entirely (which is analogous to Galerkin) and make the
approximation r sin(x)dx ::--- 0 (which in this example is exact), a better approximation would be obtained.

The next interesting result is presented in Theorem 5, where it is shown that for a self-adjoint system
with negative eigenvalues, the eigenvalues associated with the APG ROM error equation are greater than
the Galerkin ROM. This implies that APG is less dissipative than Galerkin, and means that errors may
be slower to decay in time. Thus, while Theorem 4 shows that the a priori contributions to the error due
to the closure problem may be smaller in the APG ROM than in the Galerkin ROM, the errors that are
incurred may be slower to decay. Finally, Corollary 5.1 shows that, for self-adjoint systems with negative
eigenvalues, the bounds on the parameter T such that all eigenvalues associated with the evolution of the
error in APG remain negative depends on the spectral content of the Jacobian of A. This observation has
been made heuristically in Ref [51]. Although the upper bound on T in Eq. 50 is very conservative due to
the repeated use of inequalities, it provides insight into the selection and behaviour of T.

4.2. Selection of Memory Length T

The APG method requires the specification of the parameter T. Theorem 5 showed that, for a self-adjoint
linear system, bounds on the value of T are related to the eigenvalues of the Jacobian of the full-dimensional
right-hand side operator. While such bounds provide intuition into the behavior of T, they are not particularly
useful in the selection of an optimal value of T as they 1.) are conservative due to repeated use of inequalities
and 2.) require the eigenvalues of the full right-hand side operator, which one does not have access to in
a ROM. Further, the bounds were derived for a self-adjoint linear system, and the extension to non-linear
systems is unclear.

In practice, it is desirable to obtain an expression for T using only the coarse-scale Jacobian, ÝTJ[iit]8'7.
In Ref. [51], numerical evidence showed a strong correlation between the optimal value of T and this coarse-
scale Jacobian. Based on this numerical evidence and the analysis in the previous section, the following
heuristic for selecting T is used:

C
T = - - (52)

p(VTJ[ii1V) 
,

where C is a model parameter and p(-) indicates the spectral radius. In Ref. [51], C was reported to be 0.2.
In the numerical experiments presented later in this manuscript, the sensitivity of APG to the value of T and
the validity of Eq. 52 are examined

Similar to the selection of T in the APG method, the LSPG method requires the selection of an appropri-
ate time-step [23]. In practice, this fact can be problematic as finding an optimal time-step for LSPG which
minimizes error may result in a small time-step and, hence, an expensive simulation. The selection of the
parameter T, on the other hand, does not impact the computational cost of the APG ROM.

5. Implementation and Computational Cost of the Adjoint Petrov—Galerkin Method

This section details the implementation of the Adjoint Petrov—Galerkin ROM for simple time integration
schemes. Algorithms for explicit and implicit time integration schemes are provided, and the approximate
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Step in Algorithm 1 Approximate FLOPs
1 2NK — N
2 (0N
3 4NK — N — K
4 N
5 (0) + 4)N
6 2N
7 2NK — K

8 2K

Total 8NK + (2€0 + 5)N
Total for Galerkin Method 4NK + (0)-1)N + F K

Table 1: Approximate floating-point operations for an explicit Euler update to the Adjoint Petrov—Galerkin method
reported in Algorithm 1. The total FLOP count for the Galerkin ROM with an explicit Euler update is additionally
reported for comparison. A full description of the Galerkin update is provided in Appendix C.

cost of each method in floating-point operations (FLOPs) is analyzed. Here, a FLOP refers to any floating-
point addition or multiplication; no distinction is made between the computational cost of either operation.
The notation used here is as follows: N is the full-order number of degrees of freedom, K is the number of
modes retained in the POD basis, and (0N is the number of FLOPs required for one evaluation of the right-
hand side, R(ii(t)). For sufficiently complex problems, (0 is usually on the order of 0(10) < 0) < 0(1000).
The analysis presented in this section does not consider hyper-reduction. The analysis can be approximately
extended to hyper-reduction by replacing the full-order degrees of freedom with the dimension of the hyper-
reduced right-hand side.4

5.1. Explicit Time Integration Schemes

This section explores the cost of the APG method within the scope of explicit time integration schemes.
For simplicity, the analysis is carried out only for the explicit Euler scheme. The computational cost of
more sophisticated time integration methods, such as Runge-Kutta and multistep schemes, is generally
a proportional scaling of the cost of the explicit Euler scheme. Algorithm 1 provides the step-by-step
procedure for performing an explicit Euler update to the Adjoint Petrov—Galerkin ROM. Table 1 provides
the approximate floating-point operations for the steps reported in Algorithm 1. The algorithm for an
explicit update to the Galerkin ROM, along with the associated FLOP counts, is provided in Algorithm 7
and Table 8 in Appendix C. As noted previously, LSPG reverts to the Galerkin method for explicit schemes,
and so is not detailed in this section. Table 1 shows that, in the case that K < N (standard for a ROM) and
0) » 1 (sufficiently complex right-hand side), the Adjoint Petrov—Galerkin ROM is approximately twice as
expensive as the Galerkin ROM.

5.2. Implicit Time Integration Schemes

This section evaluates the computational cost of the Galerkin, Adjoint Petrov—Galerkin, and Least-
Squares Petrov—Galerkin methods for implicit time integration schemes. For non-linear systems, implicit
time integration schemes require the solution of a non-linear algebraic system at each time-step. Newton's
method, along with a preferred linear solver, is typically employed to solve the system. For simplicity,
the analysis provided in this section is carried out for the implicit Euler time integration scheme along

4An accurate cost-analysis for hyper-reduced ROMs should consider over sampling of the right-hand side and the FOM stencil.
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Algorithm 1 Algorithm for an explicit Euler update for the APG ROM

Input: an
Output: -a.'"
Steps:

1. Compute the state from the generalized coordinates, nn = Van+1

2. Compute the right-hand side from the state, R(tin)
3. Compute the projection of the right-hand side, nR(iin) = iTÝTR(ir)
4. Compute the orthogonal projection of the right-hand side, HiR(iiin) = R(Ein) — fat(r)
5. Compute the action of the Jacobian on rfR(iin) using either of the two following strategies:

(a) Finite difference approximation:

jonOR(fin) _61 [R(fin erryt(fe)) R(tin)]

where E is a small constant value, usually — 0(10-5).
(b) Exact linearization:

J[fin ]1-1/R (fin ) = RI [fin ] (1-1/R (fin ))

where W [tin] is right-hand side operator linearized about fin .

6. Compute the full right-hand side: R(ilin) TJ [lin] rfR(nn)

7. Project: iTT [R(iin) + T,J[iin]IrR(feid

8. Update the state 5n+1 = 512 At87 [R(iin) TJ[iin]ITR(iin)]
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with Newton's method to solve the non-linear system. Before proceeding, the full-order residual, Galerkin
residual, and APG residual at time-step (n + 1) are denoted as,

r(van+1) = van+1 Van 
AtR(Van+1),

rG(an+i) 5n _ANTR(V5n+1),

rA (dn+1) = an+1 — an —AN [T R(Vand-1)+,u[ii]n'R(Van+1)

As the future state, a.n+1, is unknown, we denote an intermediate state, 5k, that is updated after every Newton
iteration until some convergence criterion is met. Newton's method is defined by the iteration,

ar(ak) r-
[ak+1 — did = —r(5k). (53)

aak

Newton's method solves Eq. 53 for the change in the state, dk+1 — ak, for k = 1, 2, . . ., until the residual
converges to a sufficiently-small number. For a ROM, both the assembly and solution of this linear system
is the dominant cost of an implicit method.

Two methods are considered for the solution to the non-linear algebraic system arising from implicit
time discretizations of the G and APG ROMs: Newton's method with direct Gaussian elimination and
Jacobian-Free Newton-Krylov GMRES. The Gauss-Newton method with Gaussian elimination is consid-
ered for the solution to the least-squares problem arising in LSPG.

Algorithm 2 provides the step-by-step procedures for performing an implicit Euler update to the Adjoint
Petrov—Galerkin ROM with the use of Newton's method and Gaussian elimination. Table 2 provides the
approximate floating-point operations for the steps reported in these algorithms. Analogous results for the
Galerkin and LSPG ROMs are reported in Algorithms 8 and 9, and Tables 9 and 10 in Appendix C. In
the limit that K < N and co » 1, the total FLOP counts reported show that APG is twice as expensive
as both the LSPG and Galerkin ROMs. It is observed that the dominant cost for all three methods lies in
the computation of the low-dimensional residual Jacobian. Computation of the low-dimensional Jacobian
requires K evaluations of the unsteady residual. Depending on values of (0, N, and K, this step can consist
of over 50% (K < N) of the CPU time.5

To avoid the cost of computing the low-dimensional Jacobian required in the linear solve at each Netwon
step, the Galerkin and APG ROMs can make use of Jacobian-Free Netwon-Krylov (JFNK) methods to solve
the linear system, opposed to direct methods such as Gaussian elimination. JFNK methods are iterative
methods that allow one to circumvent the expense associated with computing the full low-dimensional
Jacobian. Instead, JFNK methods only compute the action of the Jacobian on a vector at each iteration of
the linear solve. This can drastically decrease the cost of the implicit solve. JFNK utilizing the Generalized
Minimal Residual (GMRES) method [65], for example, is guaranteed to converge to the solution ak in at
most K iterations. It takes K residual evaluations just to form the Jacobian required for direct methods.

The LSPG method is formulated as a non-linear least-squares problem. The use of Jacobian-free meth-
ods to solve non-linear least-squares problems is significantly more challenging. The principle issue en-
countered in attempting to use Jacobian-free methods for such applications it that one requires the action of
the transpose of the residual Jacobian on a vector. This quantity cannot be computed via a standard finite
difference approximation or linearization. It is only recently that true Jacobian-free methods have been
utilized for solving non-linear least-squares problems. In Ref [66], for example, automatic differentiation
is utilized to compute the action of the transposed Jacobian on a vector. Due to the challenges associated
with Jacobian-free methods for non-linear least-squares problems, this method is not considered here as a
solution technique for LSPG.

5It is noted that the low-dimensional Jacobian can be computed in parallel.
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Figure 1: Estimates of the G, APG, and LSPG reduced-order models for an implicit Euler update. This plot is
generated for values of N = 1000 and co = 50, and 71 = {K,K12,K15}, where is the total number of iterations
required for the GMRES solver at each Newton step.

Algorithm 3 and Table 3 report the algorithm and FLOPs required for an implicit Euler update to APG
using JFNK GMRES. The term < K is the number of iterations needed for convergence of the GMRES
solver at each Newton iteration. For a concise presentation, the same update for the Galerkin ROM is not
presented. Figure 1 shows the ratio of the cost of the various implicit ROMs as compared to the Galerkin
ROM solved with Gaussian elimination. The standard LSPG method is seen to be approximately the same
cost of Galerkin, while APG is seen to be approximately 2x the cost of Galerkin. The success of the JFNK
methods depends on the number of GMRES iterations required for convergence. If = K, which is the
maximum number of iterations required for GMRES, the cost of JFNK methods is seen to be the same as
their direct-solve counterparts. For cases where JFNK converges at a rate of < K, the iterative methods
out-perform their direct-solve counterparts.

The analysis presented here shows that, for a given basis dimension, the Adjoint Petrov—Galerkin ROM
is approximately twice the cost of the Galerkin ROM for both implicit and explicit solvers. In the implicit
case, the APG ROM utilizing a direct linear solver is approximately 2x the cost of LSPG. It was highlighted,
however, that APG can be solved via JFNK methods. For cases where one either doesn't have access to
the full Jacobian, or the full Jacobian can't be stored, JFNK methods can significantly decrease the ROM
cost. The use of JFNK methods within the LSPG approach is more challenging due to the presence of the
transpose of the residual Jacobian. Lastly it is noted that, although hyper-reduction can decrease the cost of
a residual evaluation, it does not entirely alleviate the cost of forming the Jacobian.

6. Numerical Examples

Applications of the APG method are presented for ROMs of compressible flows: the 1D Sod shock tube
problem and 2D viscous flow over a cylinder. In both problems, the test bases are chosen via POD. The
shock tube problem highlights the improved stability and accuracy of the APG method over the standard
Galerkin ROM, as well as improved performance over the LSPG method. The impact of the choice of
(APG) and At (LSPG) time-scales are also explored. The cylinder flow experiment examines a more
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Algorithm 2 Algorithm for an implicit Euler update for the APG ROM using Newton's Method with Gaus-
sian Elimination 
Input: dn, residual tolerance 4
Output: -0+1
Steps:

1. Set initial guess, 5k
2. Loop while rk > 4

(a) Compute the state from the generalized coordinates, ilk = Vak
(b) Compute the right-hand side from the full state, R(Iik)
(c) Compute the projection of the right-hand side, We) = -8-NTR(fin)

(d) Compute the orthogonal projection of the right-hand side, IrR(iik) = R(tik) — IIR(iik)
(e) Compute the action of the right-hand side Jacobian on 1TR(iik), as in Alg. 1.
(f) Compute the modified right-hand side, R(Vdk) + TJ[fi]II'R(Vak)

(g) Project the modified right-hand side, -8'77' [R(Vdk) + T,J[il]ITR(Ýak)]

(h) Compute the APG residual, rA (5k) = dk — a" — AtýT [R(Vdk) + TJAITR(Vdk)]

(i) Compute the residual Jacobian, 1.(ak)aik
(j) Solve the linear system via Gaussian Elimination: ar(ak)Ad — —r(dk)aak —
(k) Update the state: fik+1 = ak + Ad
(1) k = k + 1

3. Set final state, a.'" = fik

Step in Algorithm 2 Approximate FLOPs

2a 2NK — N
2b coN
2c 4NK — N — K
2d N
2e (co + 4)N
2f 2N
2g 2NK — K
2h 3K
2i (2co + 5)NK + K2 + 8NK2
2j K3
2k K

Total (2co+5)N+2K+ (2c0+ 13)NK + K2 +8NK2 + K3
Galerkin ROM FLOP count (0) — 1)N + 3K+ (co+ 3)NK + 2K2 + 4NK2 + K3
LSPG ROM FLOP count (co+ 2)N + (co + 6)NK — K2 + 4NK2 + K3

Table 2: Approximate floating-point operations for one Newton iteration for the implicit Euler update to the Adjoint
Petrov—Galerkin method reported in Algorithm 2. FLOP counts for the Galerkin ROM and LSPG ROM with an
implicit Euler update are additionally reported for comparison. A full description of the Galerkin and LSPG ROM
updates are provided in Appendix C
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Algorithm 3 Algorithm for an implicit Euler update for the APG ROM using JFNK GMRES

Input: dn, residual tolerance
Output: 0+1
Steps:

1. Set initial guess, ak
2. Loop while rk > 4
(a—h) Compute steps 2a through 2h in Algorithm 2

(i) Solve the linear system, arat) Adk = rA (5k) using Jacobian-Free GMRES
(j) Update the state: ak+1 = ak + Ad
(k) k=k+ 1

3. Set final state, an+1 = ak

Step in Algorithm 3 Approximate FLOPs

2a 2NK—N
2b oN
2c 4NK — N — K
2d N
2e (co + 4)N
2f 2N
2g 2NK—K
2h 3K
2i (2o + 5)Ni + lal + 8NKri + Ti2K
2k K

Total ((2i +2)co+51-1 +5))N + (1-12 +11 + 2)K + (81-1+ 8)NK

Table 3: Approximate floating-point operations for one Newton iteration for the implicit Euler update to the Adjoint
Petrov—Galerkin method using Jacobian-Free GMRES reported in Algorithm 3.
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complex problem and assesses the predictive capability of APG in comparison with Galerkin and LSPG
ROMs. The effect of the choice of ti on simulation accuracy is further explored.

6.1. Example 1: Sod Shock Tube with reflection

The first case considered is the Sod shock tube, described in more detail in [67]. The experiment
simulates the instantaneous bursting of a diaphragm separating a closed chamber of high-density, high-
pressure gas from a closed chamber of low-density, low pressure gas. This generates a strong shock, a
contact discontinuity, and an expansion wave, which reflect off the shock tube walls at either end and
interact with each other in complex ways. The system is described by the one-dimensional compressible
Euler equations with the initial conditions,

= 
{1 x< 0.5 {1 x< 0.5 {0 x < 0.5

p
p 
= u =

0.125 x> 0.5 0.1 x> 0.5 0 x> 0.5

with x E [O, 1]. Impermeable wall boundary conditions are enforced at x = 0 and x = 1.

6.1.1. Full-Order Model

The 1D compressible Euler equations are solved using a finite volume method and explicit time in-
tegration. The domain is partitioned into 1,000 cells of uniform width. The finite volume method uses
the first-order Roe flux [68] at the cell interfaces. A strong stability-preserving RK3 scheme [69] is used
for time integration. The solution is evolved for t E [0.0, 1.0] with a time-step of At = 0.0005, ensuring
CFL< 0.75 for the duration of the simulation. The solution is saved every other time-step, resulting in
1,000 solutions snapshots for each conserved variable.

6.1.2. Solution of the Reduced-Order Model

Using the FOM data snapshots, trial bases for the ROMs are constructed via the proper orthogonal
decomposition (POD) approach. A separate basis is constructed for each conserved variable. The complete
basis construction procedure is detailed in Appendix B. Once a coarse-scale trial basis V is built, a variety
of ROMs are evaluated according to the following formulations:

1. Galerkin ROM:

v Tit
(dil-R(u)) =0, t [0, 1].

2. Adjoint Petrov—Galerkin ROM:

d
ÝT (I+ T,J[il]n) (

il
Tt — R(fii)) = 0, t E [O, 1].

Remark: The Adjoint Petrov—Galerkin ROM requires specification of T.

3. Least-Squares Petrov—Galerkin ROM (Implicit Euler Time Integration):

un = arg min
yERange(Ý)

y fin

At 
 R(y)

2

2

1
for n = 1, 2, ... , ceil(

A
—
t
).

Remark: The LSPG approach is strictly coupled to the time integration scheme and time-step.
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1.1

ROM Type Time Scheme At ti
Galerkin SSP-RK3 0.0005 N/A
Galerkin Imp. Euler 0.0005 N/A
APG SSP-RK3 0.0005 0.00043
APG Imp. Euler 0.0005 0.00043
APG Imp. Euler 0.001 0.00043
LSPG Imp. Euler 0.0005 N/A
LSPG Imp. Euler 0.001 N/A

f lebdt
1.5752
1.0344
1.0637
0.8057
0.7983
1.1668
1.4917

Table 4: Computational details for Sod shock tube ROM cases, K=150
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Figure 2: Density profiles for the Sod shock tube with K= 150, At = 0.0005.
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6.1.3. Numerical Results

The first case considered uses 50 basis vectors each for the conserved variables p, pu, and pE. The total
dimension of the reduced model is thus K = 150. Roughly 99.9-99.99% of the POD energy is captured
by this 150-mode basis. In fact, 99% of the energy is contained in the first 5-12 modes of each conserved
variable.

The Adjoint Petrov-Galerkin ROM requires specification of the memory length T. Similarly, LSPG
requires the selection of an appropriate time-step. The sensitivity of both methods to this selection will be
discussed later in this section. The simulation parameters are provided in Table 4.

Density profiles at t = 0.25 and t = 1.0 for explicit Galerkin and APG ROMs, along with an implicit
LSPG ROM, are displayed in Fig. 2. All three ROMs are capable of reproducing the shock tube density
profile in Fig. 2a; a normal shock propagates to the right and is followed closely behind by a contact
discontinuity, while an expansion wave propagates to the left. All three methods exhibit oscillations at
x = 0.5, the location of the imaginary burst diaphragm, and near the shock at x = 0.95. At t = 1.0, when
the shock has reflected from the right wall and interacted with the contact discontinuity, much stronger
oscillations are present, particularly near the reflected shock at x = 0.45. These oscillations are reminiscent
of Gibbs phenomenon, and are an indicator of the inability to accurately reconstruct sharp gradients. The
Galerkin ROM exhibits the largest oscillations of the ROMs considered, while LSPG exhibits the smallest.

Figure 3 shows the evolution of the error for all of the ROMs listed in Table 4. The L2-norm of the error
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Figure 3: L2-norm error profiles for the Sod shock tube with 150 basis vectors.
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11e112= E Pi,FOM)2 (P"i,ROM Plii,F0M)2 (PE i,ROM PE i,F0M)2].
i=1

Here, the subscript i denotes each finite volume cell. The FOM values used for error calculations are
projections of the FOM data onto V, e.g. kaki = IIpFOM. This error measure provides a fair upper bound
on the accuracy of the ROMs, as the quality of the ROM is generally dictated by the richness of the trial
basis and the projection of the FOM data is the maximum accuracy that can be reasonably hoped for.

In Figure 3, it is seen that the APG ROM exhibits improved accuracy over the Galerkin ROM. The
LSPG ROM for At = 0.0005 performs slightly better than the explicit Galerkin ROM, and worse than the
implicit Galerkin ROM. Increasing the time-step to At = 0.001 results in a significant increase in error for
the LSPG ROM. This is due to the fact that the performance of LSPG is influenced by the time-step. For a
trial basis containing much of the residual POD energy, LSPG will generally require a very small time-step
to improve accuracy; this sensitivity will be explored later. Lastly, it is observed that the APG ROM is not
significantly affected by the time-step. The APG ROM with At = 0.001 shows moderately increased error
prior to t = 0.3 and similar error afterwards when compared against the At = 0.0005 APG ROM case.

Figure 4 studies the effect of the number of modes retained in the trial basis on the stability and accuracy,
over the range K = 60, 75, 90, ... , 180. Missing data points indicate an unstable solution. Values of ti for
the APG ROMs are again selected by user choice. The most striking feature of these plots is the fact that
even though the explicit Galerkin ROM is unstable for K < 135 and the implicit Galerkin ROM is unstable
for K < 75, the APG and LSPG ROMs are stable for all cases. Furthermore, the APG and LSPG ROMs are
capable of achieving stability with a time-step twice as large as that of the Galerkin ROM. The cost of the
APG and LSPG ROMs are effectively halved, but they are still able to stabilize the simulation. Interestingly,
the Galerkin and APG ROMs both exhibit abrupt peaks in error at K = 120, while the LSPG ROMs do not.
The exact cause of this is unknown, but displays that a monotonic decrease in error with enrichment of the
trial space is not guaranteed.

Several interesting comparisons between APG and LSPG arise from Figure 4. First, with the exception
of the K = 120 case, Fig. 3a shows that the APG ROM with explicit time integration exhibits accuracy
comparable to that of the LSPG ROM with implicit time integration. As can be seen in comparing Tables 1
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Figure 4: Integrated error mode sensitivity study for the Sod shock tube.
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and 10, the cost of APG with explicit time integration is significantly lower than the cost of LSPG. This
is an attractive feature of APG, as it is able to use inexpensive explicit time integration while LSPG is
restricted to implicit methods. Additionally, we draw attention to the poor performance of LSPG at high K
for a moderate time-step in Fig. 4b. Increasing the time-step to At = 0.001 to decrease simulation cost only
exacerbates this issue; as the trial space is enriched, LSPG requires a smaller time-step to yield accurate
results. If we wish to improve the LSPG solution for K = 150, we must decrease the time-step below that of
the FOM. The accuracy of the APG ROM does not change when the time-step is doubled from At = 0.0005
to At = 0.001. This halves the cost of the APG ROM with no significant drawbacks.

6.1.4. Optimal Memory Length Investigations

As mentioned previously, the success of LSPG is tied to the physical time-step and the time integration
scheme, while the parameter ti in the APG method may be chosen independently from these factors. In
minimizing ROM error, finding an optimal value of ti for the APG ROM may permit the choice of a much
larger time-step than the optimal LSPG time-step. Further, the APG method may be applied with explicit
time integration schemes, which are generally much less expensive than the implicit methods which LSPG
is restricted to. To demonstrate this, the APG ROM and LSPG ROM with K = 150 are simulated for a
variety of time scales (c for APG and At for LSPG).

Figure 5 shows the integrated error of the ROMs versus the relevant time scale. For this case, the optimal
value of At for LSPG is less than 0.0001 and is not shown. The optimal value of ti is not greatly affected
by the choice of time integration scheme (implicit or explicit) or time-step. Furthermore, because ti can be
chosen independently from At for APG, the APG ROM can produce low error at a much larger time-step
(At = 0.001) than the optimal time-step for the LSPG ROM. This highlights the fact that the "optimal"
LSPG ROM may be computationally expensive due to a small time-step, whereas the "optimar APG ROM
requires only the specification of ti and can use, potentially, much larger time-steps than LSPG. It has to be
mentioned, however, that the choice of ti has an impact on performance — selections of ti larger than those
plotted in Fig. 5 caused the ROM to lose stability.

Also discussed previously, computing an optimal value of ti a priori may be linked to the spectral radius
of the coarse-scale Jacobian, (i.e. p CÝTJ[ii0]8.7), not to be confused with the physical density p). We
consider the APG ROM for basis sizes of K = 30, 60, 90, 150, 180, 240. For each case, an "optimar ti is
found by minimizing the misfit between the ROM solution and the projected FOM solution. The misfit is
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y(T) = Elleec,t =
i=1

12. (54)

Equation 54 corresponds to summing the L2-norm of the error at every 10th time-step. Figure 6 shows
the resulting optimal ti for each case plotted against the inverse of the spectral radius of the coarse-scale
Jacobian evaluated at t = 0. The strong linear correlation suggests that a near-optimal value of T may be
chosen by evaluating the spectral radius, p (VTJ[1.10) and using the above linear relationship to T.

Two points are emphasized here:

1. The spectral radius plays an important role in both implicit and explicit time integrators and is often
the determining factor in the choice of the time-step. Theoretical analysis on the stability of explicit
methods (and convergence of implicit methods) shows a similar dependence to the spectral radius.
Choosing the memory length to be T = At is one simple heuristic that may be used.

2. While a linear relationship between T and the spectral radius of the coarse-scale Jacobian has been
observed in every problem the authors have examined, the slope of the fit is somewhat problem
dependent. For the purpose of reduced-order modeling, however, this is only a minor inconvenience
as an appropriate value of T can be selected by assessing the performance of the ROM on the training
set, i.e., on the simulation used to construct the POD basis.

3. Finally, more complex methods may be used to compute T. A method to dynamically compute T based
on Germano's identity, for instance, was proposed in [52] in the context of the simulation of turbulent
flows with Fourier-Galerkin methods. Extension of this technique to projection-based ROMs and the
development of additional techniques to select T will be the subject of future work.

6.2. Example 2: Flow Over Cylinder

The second case considered is viscous compressible flow over a circular cylinder. The flow is described
by the two-dimensional compressible Navier-Stokes equations. A Newtonian fluid and a calorically perfect
gas are assumed.
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rmax Nr NO Pr Pe At Mach a- p- Tee

60 80 80 3 3 5e - 3 0.2 1.0 1.0 7-1

Table 5: Details used for flow over cylinder problem. In the above table, Nr and No are the number of cells in the
radial and 0 direction, respectively. Similarly, pr and pe are the polynomial orders in the radial and 0 direction. Lastly,
a—, p—, and To. are the free-stream speed of sound, pressure, and temperature.

6.2.1. Full-Order Model

The compressible Navier-Stokes equations are solved using a discontinuous Galerkin (DG) method and
explicit time integration. Spatial discretization with the discontinuous Galerkin method leads to a semi-
discrete system of the form,

du 
=

1

dt 
f(u), u(t = 0) = uo,

where M E RNXN is a block diagonal mass matrix and f(u) E RN is a vector containing surface and volume
integrals. Thus, using the notation defined in Eq. 1, the right-hand side operator for the DG discretization is
defined as,

R(u) = M-1f(i1).

For the flow over cylinder problem considered in this section, a single block domain is constructed in
polar coordinates by uniformly discretizing in 0 and by discretizing in the radial direction by,

= ri(14. - 1),

where Rg is a stretching factor and is defined by,

1IN,
Rg = rmax .

The DG method utilizes the Roe flux at the cell interfaces and uses the first form of Bassi and Rebay [70]
for the viscous fluxes. Temporal integration is again performed using a strong stability preserving RK3
method. Far-field boundary conditions and linear elements are used. Details of the FOM are presented in
Table 5.

6.2.2. Solution of the Full-Order Model and Construction of the ROM Trial Space

Flow over a cylinder at Re=100, 200, and 300, where Re=p03U-D/µ is the Reynolds number, are con-
sidered. These Reynolds numbers give rise to the well studied von Kárman vortex street. Figure 7 shows
the FOM solution at Re=100 for several time instances to illustrate the vortex street.

The FOM is used to construct the trial spaces used in the ROM simulations. The process used to
construct these trial spaces is as follows:

1. Initialize FOM simulations at Reynold's numbers of Re=100, 200, and 300. The Reynold's number is
controlled by raising or lowering the viscosity.

2. Time-integrate the FOM at each Reynolds number until a statistically steady-state is reached.

3. Once the flow has statistically converged to a steady state, reset the time coordinate to be t = 0, and
solve the FOM for t E [0,100].

4. Take snapshots of the FOM solution obtained from Step 3 at every t = 0.5 time units over a time-
window of t E [0, 100] time units, for a total of 200 snapshots at each Reynolds number. This time
window corresponds to roughly two cycles of the vortex street, with 100 snapshots per cycle.

5. Assemble the snapshots from each case into one global snapshot matrix of dimension N x 600. This
snapshot matrix is used to construct the trial subspace through POD. Note that only one set of basis
functions for all conserved variables is constructed.
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(a) x-velocity at t = 0.0 (b) x-velocity at t = 25.0 (c) x-velocity at t = 50.0

Figure 7: Evolution of the von Karmán vortex street at Re=100.

6. Construct trial spaces of dimension N x 11, N x 43, and N x 87. These subspace dimensions corre-
spond to an energy criterion of 99, 99.9, and 99.99%. The different trial spaces are summarized in
Table 6.

6.2.3. Solution of the Reduced-Order Models

The G ROM, APG ROM, and LSPG ROMs are considered. Details on their implementation are as
follows:

1. Galerkin ROM: The Galerkin ROM is evolved in time using both explicit and implicit time integra-
tors. In the explicit case, a strong stability RK3 method is used. In the implicit case, Crank-Nicolson
time integration is used. The non-linear algebraic system is solved using SciPy's Jacobian-Free
Netwon-Krylov solver. LGMRES is employed as the linear solver. The convergence tolerance for
the max-norm of the residual is set at the default ftol=6e-6.

2. Adjoint Petrov-Galerkin ROM: The APG ROM is evolved in time using the same time integrators as
the Galerkin ROM. The extra term appearing in the APG model is computed via finite difference6 with
a step size of £ = le-5. Unless noted otherwise, the memory length ti is selected to be ti= p (8-010'2(0)1v) .

The impact of ti on the numerical results is considered in the subsequent sections.

3. LSPG ROM: The LSPG ROM is formulated from an implicit Crank-Nicolson temporal discretization.
The resulting non-linear least-squares problem is solved using SciPy's least-squares solver with the
`dogbox' method [71]. The tolerance on the change to the cost function is set at ftol=le-8. The
tolerance on the change to the generalized coordinates is set at xtol= 1 e-8. The SciPy least-squares
solver is comparable in speed to our own least-squares solver that utilizes the Gauss-Newton method
with a thin QR factorization to solve the least-squares problem. The SciPy solver, however, was
observed to be more robust in driving down the residual than the basic Gauss-Newton method with
QR factorization, presumably due to SciPy's inclusion of trust-regions, and hence results are reported
with the SciPy solver.

All ROMs are initialized with the solution of the Re= 1 00 FOM at time t = 0, the x-velocity of which is
shown in Figure 7a.

6.2.4. Reconstruction of Re=100 Case

Reduced-order models of the Re=100 case are first considered. This case was explicitly used in the
construction of the POD basis and tests the ability of the ROM to reconstruct previously "seee dynamics.

6It is noted that, when used in conjunction with a JFNK solver that utilizes finite difference to approximate the action of the
Jacobian on a vector, approximating the extra RHS term in APG via finite difference leads to computing the finite difference
approximation of a finite difference approximation. While not observed in the examples presented here, this can have a detrimental
effect on accuracy and/or convergence.
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Basis # Trial Basis Dimension (K) Energy Criteria T (Adjoint Petrov-Galerkin)
1 11 99% 1.0
2 42 99.9% 0.3
3 86 99.99% 0.1

Table 6: Summary of the various basis dimensions used for Example 2

Unless otherwise noted, the default time-step for all ROMs is taken to be At = 0.5. The values of t used
in the APG ROMs are selected from the spectral radius heuristic and are given in Table 6. Figures 8a
and 8b show the lift coefficient as well as the mean squared error (MSE) of the full-field ROM solutions
for the G ROM, APG ROM, and LSPG ROMs for Basis #2, while Figure 8c shows the integrated MSE for
t E [0, 200] for Basis #1, 2, and 3. Figure 8d shows the integrated error as a function of relative CPU time
for the various ROMs. The relative CPU time is defined with respect to the FOM, which is integrated with
an explicit time-step 100 times lower than the ROMs. The lift coefficients predicted by all three ROMs are
seen to overlay the FOM results. The mean squared error shows that, for a given trial basis dimension, the
APG ROM is more accurate than both the Galerkin and LSPG ROMs. This is the case for both explicit and
implicit time integrators. As shown in Figure 8c, the APG ROM converges at a similar rate to the G ROM
as the dimension of the trial space grows. For Basis #2 and #3, the implicit time-marching schemes are
slightly less accurate than the explicit time-marching schemes. Finally, Figure 8d shows that, for a given
CPU time, the G ROM with explicit time-marching produces the least error. The APG ROM with explicit
time-marching is the second-best performing method. In the implicit case, both the G and APG ROMs lead
to lower error at a given CPU time than LSPG. This decrease in cost is due to the fact that the G and APG
ROMs utilize Jacobian-Free Netwon-Krylov solvers. As discussed in Section 5, it is much more challenging
for LSPG to utilize Jacobian-Free methods. Due to the increased cost associated with implicit solvers, only
explicit time integration is used for the G ROM and APG ROM beyond this point.

Next, we investigate the sensitivity of the different ROMs to the time-step size. Reduced-order models
of the Re=100 case using Basis #2 are solved using time-steps of At = [0.1, 0.2, 0.5, 1]. Note that the largest
time-step considered is 200 times larger than the FOM time-step, thus reducing the temporal dimensionality
of the problem by 200 times. The mean-squared error of each ROM solution is shown in Figure 9. The G
and APG ROMs are stable for all time-steps considered. Further, it is seen that varying the time-step has
a minimal effect on the accuracy of the G and APG ROMs. In contrast, the accuracy of LSPG deteriorates
if the time-step grows too large. This is due to the fact that, as shown in Ref. [23], the stabilization added
by LSPG depends on the time-step size. Optimal accuracy of the LSPG method requires an intermediate
time-step. The ability of the APG and G ROMs to take large time-steps without a significant degradation
in accuracy allows for significant computational savings. This advantage is further amplified when large
time-steps can be taken with an explicit solver, as is the case here. This will be discussed in more detail in
Section 6.2.6.

Lastly, we numerically investigate the sensitivity of APG to the parameter t by running simulations for
t = [0.001, 0.01, 0.1, 0.3, 0.5, 1.] . All simulations are run at At = 0.5. The results of the simulations are
shown in Figure 10. It is seen that, for all values of T, the APG ROM produces a better solution than the
G ROM. The lowest error is observed for an intermediate value of T, in which case the APG ROM leads to
over a 50% reduction in error from the G ROM. As t approaches zero, the APG ROM solution approaches
the Galerkin ROM solution. Convergence plots for LSPG as a function of At are additionally shown in
Figure 10b. It is seen that the optimal time-step in LSPG is similar to the optimal value of t in APG.
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6.2.5. Parametric Study of Reynolds Number Dependence

Next, the ability of the different ROMs to interpolate between between different Reynolds numbers
is studied. Simulations at Reynolds numbers of Re=100,150,200,250, and 300 with Basis #2 and #3 are
performed. All cases are initialized from the Re=100 simulation. Note that the trial spaces in the ROMs were
constructed from statistically steady-state FOM simulations of Re=100,200,300. The Reynolds number is
modified by changing the viscosity.

Figure 11 summarizes the amplitude of the lift coefficient signal as well as the shedding frequency for
the various methods. The values reported in Figure 11 are computed from the last 150s of the simulations7.
The Galerkin ROM is seen to do poorly in predicting the lift coefficient amplitude for both Basis #2 and
Basis #3. Unlike in the Re=100 case, enhancing the basis dimension does not improve the performance of
the ROMs. Both the LSPG and APG ROMs are seen to offer much improved predictions over the Galerkin
and ROM. This result is promising, as the ultimate goal of reduced-order modeling is to provide predictions
in new regimes.

The results presented in this example highlight the shortcomings of the Galerkin ROM. To obtain results
that are even qualitatively correct for the Re={150,200,250,300} cases, either APG or LSPG must be used.
As reported in Figure 8d, explicit APG is over an order of magnitude faster than LSPG, and implicit APG
with a JFNK solver is anywhere from 2x to 5x faster than LSPG. Therefore, APG is the best-performing
method for this example.

6.2.6. Flow Over Cylinder at Re=100 with Hyper-Reduction

The last example considered is again flow over a cylinder, but this time the reduced-order models are
augmented with hyper-reduction. The purpose of this example is to examine the performance of the different
reduced-order models when fully equipped with state-of-the-art reduction techniques. For hyper-reduction,
an additional snapshot matrix of the right-hand side is generated. This additional snapshot matrix is gen-
erated by following steps one through five provided in Section 6.2.2. Hyper-reduction for the G ROM and
the APG ROM is achieved through the Gappy POD method [55]. Hyper-reduction for LSPG is achieved
through collocation using the same sampling points.8 When augmented with hyper-reduction, the trial ba-
sis dimension (K), right-hand side basis dimension (r), and number of sample points (Ns) can impact the
performance of the ROMs. Table 7 summarizes the various permutations of K, r, and AT, considered in
this example. The sample points are selected through a QR factorization of the right-hand side snapshot
matrix [72]. These sample points are then augmented such that they contain every conserved variable and
quadrature point at the selected cells. The sample mesh corresponding to Basis numbers 4,5, and 6 in
Table 7 is shown in Figure 12. Details on hyper-reduction and its implementation in our discontinuous
Galerkin code are provided in Appendix A.

Flow at Re=100 is considered. All simulations are performed at the maximum stable time-step for
a given basis dimension, as summarized in Table 7. Figure 13 shows the integrated error as a function
of relative wall time for the various ROM techniques and basis numbers. All methods show significant
computational speedup, with the G and APG ROMs producing wall-times up to 5000 times faster than the
FOM while retaining a reasonable MSE. It is noted that the majority of this speed up is attributed to the
increase in time-step size. For a given level of accuracy, LSPG is significantly more expensive than the
G and APG ROMs. The reason for this expense is three-fold. First, LSPG is inherently implicit. For a
given time-step size, an implicit step is more expensive than an explicit step. Second, LSPG requires an
intermediate time-step for optimal accuracy. In this example, this intermediate time-step is small enough
that the computational gains that could be obtained with an implicit method are negated. The third reason
is that, for each Gauss-Newton iteration, LSPG requires the computation of the action of the Jacobian on

7Not all G ROMs reached a statistically steady state over the time window considered
81t is noted that collocated LSPG out-performed the GNAT method for this example, and thus GNAT is not considered.
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Basis # Trial Basis Dimension (K) RHS Basis Dimension (r) Sample Points (Ns) Maximum Stable At
1 11 103 4230 4.0
2 42 103 4230 2.0
3 86 103 4230 1.0
4 11 268 8460 4.0
5 42 268 8460 2.0
6 86 268 8460 1.0

Table 7: Summary of the various reduced-order models evaluated on the flow over cylinder problem. The maximum
stable At for each basis is reported for the SSP-RK3 explicit time-marching scheme and was empirically determined.

;;; ....................

(a) Full sample mesh (b) Close up of wake

Figure 12: Mesh used for hyper-reduction. Cells colored in red are the sampled cells. Note that all conserved
variables and quadrature points are computed within a cell.

the trial space basis, Ý. This expense can become significant for large basis dimensions as it requires the
computation of a dense Jacobian. It is noted that it may be possible to achieve computational speed-ups
in our implementation of LSPG through the development of a least-squares solver more tailored to LSPG,
sparse Jacobian updates, or Jacobian approximation techniques.

7. Conclusion

This work introduced the Adjoint Petrov—Galerkin method for non-linear model reduction. Derived
from the variational multiscale method and Mori-Zwanzig formalism, the Adjoint Petrov—Galerkin method
is a Petrov—Galerkin projection technique with a non-linear time-varying test basis. The method is designed
to be applied at the semi-discrete level, i.e., after spatial discretization of a partial differential equation, and
is compatible with both implicit and explicit time integration schemes. The method displays commonalities
with the adjoint-stabilization method used in the finite element community as well as the Least-Squares
Petrov—Galerkin approach used in non-linear model-order reduction. Theoretical error analysis was pre-
sented that showed conditions under which the Adjoint Petrov—Galerkin ROM may have lower a priori
error bounds than the Galerkin ROM. The theoretical cost of the Adjoint Petrov—Galerkin method was
considered for both explicit and implicit schemes, where it was shown to be approximately twice that of
the Galerkin method. In the case of implicit time integration schemes, the Adjoint Petrov—Galerkin ROM
was shown to be capable of being more efficient than Least-Squares Petrov—Galerkin when the non-linear
system is solved via Jacobian-Free Newton-Krylov methods.
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Numerical experiments with the Adjoint Petrov—Galerkin, Galerkin, and Least-Squares Petrov—Galerkin
method were presented for the Sod shock tube problem and viscous compressible flow over a cylinder
parameterized by the Reynolds number. In all examples, the Adjoint Petrov—Galerkin method provided
more accurate predictions than the Galerkin method for a fixed basis dimension. Improvements over the
Least-Squares Petrov—Galerkin method were observed in most cases. In particular, the Adjoint Petrov—
Galerkin method was shown to provide relatively accurate predictions for the cylinder flow at Reynolds
numbers outside of the training set used to construct the POD basis. The Galerkin method, with both
an equivalent and an enriched trial space, failed to produce accurate results in these cases. Additionally,
numerical evidence showed a correlation between the spectral radius of the reduced Jacobian and the optimal
value of the stabilization parameter appearing in the Adjoint Petrov—Galerkin method.

When augmented with hyper-reduction, the Adjoint Petrov—Galerkin ROM was shown to be capable of
producing accurate predictions within the POD training set with computational speedups up to 5000 times
compared to the full-order models. This speed-up is a result of hyper-reduction of the right-hand side, as
well as the ability to use explicit time integration schemes at large time-steps. A study of the Pareto front for
simulation error versus relative wall time showed that, for the compressible cylinder problem, the Adjoint
Petrov—Galerkin ROM is competitive with the Galerkin ROM, and more efficient than the LSPG ROM for
the problems considered.
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Appendix A Hyper-reduction for the Adjoint Petrov—Galerkin Reduced-Order Model

In the numerical solution of non-linear dynamical systems, the evaluation of the non-linear right-hand
side term usually accounts for a large portion (if not the majority) of the computational cost. Equation 12
shows that standard projection-based ROMs are incapable of reducing this cost, as the evaluation of R(V5)
still scales with the number of degrees of freedom N. If this issue is not addressed, and there is no reduc-
tion in temporal dimensionality, the ROM will typically be more expensive than the FOM due to additional
matrix-vector products from projection onto the reduced-order space. Techniques for overcoming this bot-
tleneck are typically referred to as hyper-reduction methods. The thesis of hyper-reduction methods is that,
instead of computing the entire right-hand side vector, only a few entries are calculated. The missing entries
can either be ignored (as done in collocation methods) or reconstructed (as done in the discrete interpolation
and gappy POD methods). This section outlines the Gappy POD method, selection of the sampling points
through QR factorization, and the algorithm for the hyper-reduced Adjoint Petrov—Galerkin ROM.

A.1 Gappy POD

The gappy POD method [55] seeks to find an approximation for R(•) that evaluates the right-hand side
term at a reduced number of spatial points r <N. This is achieved through the construction of a trial space
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for the right-hand side and least-squares reconstruction of a sampled signal. The offline steps required in
the Gappy POD method are given in Algorithm 4.

Algorithm 4 Algorithm for the offline steps required for hyper-reduction via gappy POD.

Offline Steps:

1. Compute the full-order solution, storing nt time snapshots in the following matrices,

Right-hand side snapshots: F = [R(ui) R(u2) R(urit )1 E RN"'

2. Compute the right-hand side POD basis U E RN", from F.

3. Compute the sampling point matrix P = [ep1 ep2 ...epr] E RNPxN , where ei is the ith cannonical
unit vector and Np is the number of sampling points.

4. Compute the stencil matrix Ps = [e51 es2 E RNSxN , where ei is the ith cannonical unit vector
and Ns is the number of stencil points required to reconstruct the residual at the sample points. Note
> Np.

5. Compute the least-squares reconstruction matrix: [PTU] +, where the superscript + denotes the
pseudo-inverse. Note that this matrix corresponds to the solution of the least-squares problem for
a gappy signal f E N.

which has the solution,

af = argminIIPTUb —
beRr

af = [PTU] f.

Note that, because the gappy POD approximation of the right-hand side only samples the right-hand
side term at Np spatial points, the cost of the ROM no longer scales with the full-order degrees of freedom
N, but instead with the number of POD basis modes K and the number of sample points Np. Thus, the cost
of evaluating the full right-hand side may be drastically reduced at the price of storing another snapshot
matrix F and computing another POD basis U in the offline stage of computation. Furthermore, the product
VTU [PTU] + may be precomputed during the offline stage if both P and U remain static throughout the
simulation. This results in an relatively small K x Np matrix. As such, an increase in offline computational
cost may produce a significant decrease in online computational cost.

A.2 Selection of Sampling Points

Step 3 in Algorithm 4 requires the construction of the sampling point matrix, for which several meth-
ods exist. In the discrete interpolation method proposed by Chaturantabut and Sorensen [57], the sample
points are selected inductively from the basis U, based on an error measure between the basis vectors and
approximations of the basis vectors via interpolation. The method proposed by Drmac and Gugercin [72]
leverages the rank-revealing QR factorization to compute P. Dynamic updates of the U and P via periodic
sampling of the full-order right-hand side term is even possible via the methods developed by Peherstorfer
and Willcox [14].

The 2D compressible cylinder simulations presented in this manuscript uses a modified version of the
rank-revealing QR factorization proposed in [72] to obtain the sampling points. The modifications are added
to enhance the stability and accuracy of the hyper-reduced ROM within the discontinuous Galerkin method.
Algorithm 5 outlines the steps used in this manuscript to compute the sampling points.
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Algorithm 5 Algorithm for QR-factorization-based selection of sampling matrix.

Input: Right-hand side POD basis U E RN"
Output: Sampling matrix P
Steps:

1. Transpose the right-hand side POD basis, U' = UT

2. Compute the rank-revealing QR factorization of U', generating a permutation matrix F E RTh<N,
unitary Q E R" 1., and orthonormal R E RY"N such that

= QR

Details on computing rank-revealing QR decompositions can be found in [73], though many math
libraries include optimized routines for this operation.

3. From the permutation matrix F, select the first r columns to form the interpolation point matrix P.

4. When applied to systems of equations, sampling approaches that select only specific indices of the
residual can be inaccurate due to the fact that, at a given cell, the residual of all unknowns at that cell
may not be calculated. This issue is further exacerbated in the discontinuous Galerkin method, where
each cell has a number of quadrature points. As such, we perform the additional step:

(a) Augment the sampling point matrix, P, with additional columns such that all unknowns are
computed at the mesh cells selected by Step 3. In the present context, these additional unknowns
correspond to each conserved variable and quadrature point in the selected cells. This step leads
to Np > r.

A.3 Hyper-Reduction of the Adjoint Petrov—Galerkin ROM

Lastly, the online steps required for an explicit Euler update to the Adjoint Petrov—Galerkin ROM with
Gappy POD hyper-reduction is provided in Algorithm 6. It is worth noting that Step 3 in Algorithm 6
requires one to reconstruct the right-hand side at the stencil points. Hyper-reduction via a standard colloca-
tion method, which provides no means to reconstruct the right-hand side, is thus not compatable with the
Adjoint Petrov—Galerkin ROM.

Appendix B POD Basis Construction

For the 1D Euler case detailed in this manuscript, the procedure for constructing separate POD bases
for each conserved variables is as follows:

1. Run the full-order model for t E (0,1) at a time-step of At = 0.0005. The state vector is saved at every
other time step to create 1000 state snapshots.

2. Collect the snapshots for each state into three state snapshot matrices:

Sp = [pi p2 • • • Plow] , Spu = Du
2 ' • • P111000] 1SpE = [pE, pE2

where pi, pui, pEi E R1000.

3. Compute the singular-value decomposition (SVD) of each snapshot matrix, e.g. for Sp,

• • • PEi000]

s TV E UTP P P p •

The columns of Vp and Up are the left and right singular vectors of Sp, respectively. Ep is a diagonal
matrix of the singular values of Sp. The columns of Vp form a basis for the solution space of pi.
Remarks
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Algorithm 6 Algorithm for an explicit Euler update for the Adjoint Petrov—Galerkin ROM with gappy POD
hyper-reduction.

Input: an
Output: a.'"
Online steps at time-step n:

1. Compute the state at the stencil points: us" = PsTVA', with fisn E RNs

2. Compute the generalized coordinates to the right-hand side evaluation via,

4 = [PTU] +PTR(fin ,

with 4 E W. Note that the product PTR(iin requires computing R(iisn) only at the sample points, as
given by the unit vectors stored in P.

3. Reconstruct the right-hand side at the stencil points: Rs (fisn) = PsTU4

4. Compute the orthogonal projection of the approximated right-hand side at the stencil points:

rilits(fin) _ Rs(fin)_8-TÝ- TRs(fin)

5. Compute the generalized coordintes for the action of the Jacobian on fl'Rs (tin) at the sample points
using either finite difference or exact linearization. For finite difference:

[PTU] +PT [12, (tisn + Ell'Rs(tisn)) (it's1)] ,

with al E W. Note E is a small constant value, usually N 0(10-5).

6. Compute the combined sampled right-hand side: ÝTU 4 + tal

7. Update the state: -0+1 = an + ANTU + tiaJl

44



(a) In this example, a separate basis is computed for each conserved quantity. It is also possible to
construct a global basis by stacking Sp, Sp., and SpE into one snapshot matrix and computing
one "globar SVD.

4. Decompose each basis into bases for the resolved and unresolved scales by selecting the first K
columns and last 1000 — K columns, respectively, e.g.

vp=[Ýp ; vf p],

where Vp E R1000xK and V' E R1000x1000-K.

Remarks

(a) Each basis vector is orthogonal to the others, hence the coarse and fine-scales are orthogonal.
(b) In this example, we have selected 1000 snapshots such that the column space of V spans V. In

general, this is not the case. As the APG method requires no processing of the fine-scale basis
functions, however, this is not an issue.

5. Construct a global coarse-scale basis,

=
Ýp

CI Vp„

VpE_

Appendix C Algorithms for the Galerkin and LSPG ROMs

Section 5 presented an analysis on the computational cost of the Adjoint Petrov—Galerkin ROM. This
appendix presents similar algorithms and FLOP counts for the Galerkin and LSPG ROMs. The following
algorithms and FLOP counts are reported:

1. An explicit Euler update to the Galerkin ROM (Algorithm 7, Table 8).

2. An implicit Euler update to the Galerkin ROM using Newton's method with Gaussian elimination
(Algorithm 8, Table 9).

3. An implicit Euler update to the Least-Squares Petrov—Galerkin ROM using the Gauss-Newton method
with Gaussian elimination (Algorithm 9, Table 10).

Algorithm 7 Algorithm for an explicit Euler update for the Galerkin ROM.

Input: an
Output: an+1
Steps:

1. Compute the state from the generalized coordinates, iin = Van

2. Compute the right-hand side from the state, R(tin)

3. Project the right-hand side, VTR(iin)

4. Update the state an±i = an + ANT R(fin)
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Step in Algorithm 7 Approximate FLOPs

1 2NK —N
2 (0AT

3 2NK — K
4 2K

Total 4NK+((0-1)N+K

Table 8: Approximate floating-point operations for an explicit Euler update to the Galerkin method reported in
Algorithm 7.

Algorithm 8 Algorithm for an implicit Euler update for the Galerkin ROM using Newton's Method with
Gaussian Elimination
Input: fin, residual tolerance 4
Output: an+1
Steps:

1. Set initial guess, a*
2. Loop while rk > 4

(a) Compute the state from the generalized coordinates, ilk = Vak
(b) Compute the right-hand side from the full state, R(fik)
(c) Project the right-hand side, iTTR(171k)
(d) Compute the Galerkin residual, rG(fik) = fik —fin — AtVTR(Vdk)
(e) Compute the residual Jacobian, ar(k)aak
(f) Solve the linear system via Gaussian Elimination:
(g) Update the state: ak+1 = ak + Ad
(h) k = k+ 1

3. Set final state, '0+1 = ak

1.(ak) A,fi. = —r(dk)aak

Step in Algorithm 2 Approximate FLOPs

2a 2NK — N
2b oW
2c 2NK — K
2d 3K
2e 4NK2 + (CO — 1 )NK + 2K2
2f K3
2g K

Total (co— 1)N+3K+ (0)+3)NK+2K2 +4NK2 +K3

Table 9: Approximate floating-point operations for one Newton iteration for the implicit Euler update to the Galerkin
method reported in Algorithm 8.
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Algorithm 9 Algorithm for an implicit Euler update for the LSPG ROM using a Gauss-Newton method
with Gaussian Elimination
Input: dn, residual tolerance 4
Output: -0+1
Steps:

1. Set initial guess, 5k
2. Loop while rk > 4

(a) Compute the state from the generalized coordinates, iik = Vak
(b) Compute the right-hand side from the full state, R(Iik)
(c) Compute the residual, r(fik) = fik — iin — AtR(fik)
(d) Compute the test basis, W k = araCiiiikk) V = arar
(e) Compute the product, Wik'Wk
(f) Project the residual onto the test space, WT r (ik)
(g) Solve WTWAd = —Wr(dk) for Ad via Gaussian elimination
(h) Update solution, dk+1 = ak + Ad
(i) k=k+1

3. Set final state, an+1 = fik

Step in Algorithm 9 Approximate FLOPs
2a 2N K — N
2b coN
2c 3N
2d (co + 2)N K + 2N K2
2e 2NK2 — K2
2f 2N K — K
2g K3

2h K

Newton Iteration Total (co + 2)N + (co + 6)N K — K2 + 4N K2 + K3

Table 10: Approximate floating-point operations for one Newton iteration for the implicit Euler update to the LSPG
method reported in Algorithm 9.

47



References

[1] Moore, B., "Principal component analysis in linear systems: Controllability, observability, and model reduction," IEEE
Transactions on Automatic Control, Vol. 26, No. 1, February 1981, pp. 17-32.

[2] Mullis, C. T. and Roberts, R. A., "Synthesis of minimum roundoff noise fixed point digital filters," IEEE Transactions on
Circuits and Systems, Vol. 23, 1976, pp. 551-562.

[3] Pillage, L. T., Huang, X., and Rohrer, R. A., "Asymptotic Waveform Evaluation for Timing Analysis," Proceedings of the
26th ACM/IEEE Design Automation Conference, DAC '89, ACM, New York, NY, USA, 1989, pp. 634-637.

[4] Hesthaven, J. S., Rozza, G., and Stamm, B., Certified Reduced Basis Methods for Parametrized Partial Differential Equations,
Springer International Publishing, Cham, 2016.

[5] Chatterjee, A., "An introduction to the proper orthogonal decomposition," Current Science, Vol. 78, No. 7, 2000, pp. 808-817.
[6] Kerschen, G., Golinval, J.-C., Vakakis, A. F., and Bergman, L. A., "The method of proper orthogonal decomposition for

dynamical characterization and order reduction in mechanical systems: An overview," Nonlinear Dynamics, Vol. 41, 2005,
pp. 147-169.

[7] Padhi, R. and Balakrishnan, S., "Proper orthogonal decomposition based optimal neurocontrol synthesis of a chemical reactor
process using approximate dynamic programming," Neural Networks, Vol. 16, 2003, pp. 719-728.

[8] Cao, Y., Zhu, J., Navon, I., and Zhengdong, L., "A reduced-order approach to four-dimensional variational data assimilation
using proper orthogonal decomposition," Int. J. Numer. Meth. Fluids, Vol. 53, 2007, pp. 1571-1583.

[9] Rowley, C. W., Colonius, T., and Murray, R. M., "Model reduction for compressible flows using POD and Galerkin projec-
tion," Physica D: Nonlinear Phenomena, Vol. 189, No. 1-2, 2004, pp. 115-129.

[10] Huang, C., Duraisamy, K., and Merkle, C. L., "Challenges in Reduced Order Modeling of Reacing Flow," 2018 Joint Propul-
sion Conference, AIAA Propulsion and Energy Forum, Cincinnati, Ohio, 2018.

[11] Kalashnikova, I., Arunajatesan, S., Barone, M. F., van Bloemen Waanders, B. G., and Fike, J. A., "Reduced Order Modeling
for Prediction and Control of Large-Scale Systems," Report SAND2014-4693, Sandia, May 2014.

[12] Sirovich, L., "Turbulence and the dynamics of coherent structures. II: Symmetries and transformations," Quarterly of Applied
Mathematics, Vol. 45, No. 3, 1987, pp. 573-582.

[13] Carlberg, K., "Adaptive h-refinement for reduced-order models," International Journal for Numerical Methods in Engineer-
ing, Vol. 102, No. 5, 2015, pp. 1192-1210.

[14] Peherstorfer, B. and Willcox, K., "Online adaptive model reduction for nonlinear systems via low-rank updates," J. Sci.
Comput., Vol. 37, 2015, pp. A2123—A2150.

[15] Abgrall, R. and Crisovan, R., "Model reduction using Ll -norm minimization as an application to nonlinear hyperbolic prob-
lems," International Journal for Numerical Methods in Fluids, Vol. 87, No. 12, 2018, pp. 628-651.

[16] Balajewicz, M., Tezaur, I., and Dowell, E., "Minimal subspace rotation on the Stiefel manifold for stabilization and enhance-
ment of projection-based reduced order models for the compressible NavierStokes equations," Journal of Computational
Physics, Vol. 321, 2016, pp. 224 — 241.

[17] Bui-Thanh, T., Willcox, K., and Ghattas, O., "Model Reduction for Large-Scale Systems with High-Dimensional Parametric
Input Space," SIA1VI Journal on Scientific Computing, Vol. 30, No. 6, 2008, pp. 3270-3288.

[18] Bui-Thanh, T., Willcox, K., and Ghattas, O., "Parametric Reduced-Order Models for Probabilistic Analysis of Unsteady
Aerodynamic Applications," AIAA Journal, Vol. 46, No. 10, 2008, pp. 2520-2529.

[19] Rovas, D. V., Reduced-basis output bound methods for parametrized partial differential equations, Ph.D. thesis, Mas-
sachusetts Institute of Technology, 2003.

[20] Carlberg, K., Model Reduction of Nonlinear Mechanical Systems via Pptimal Projection and Tensor Approximation, Ph.D.
thesis, Stanford University, 2011.

[21] Bui-Thanh, T., Model-constrained optimization methods for reduction of parameterized large-scale systems, Ph.D. thesis,
Massachusetts Institute of Technology, 2007.

[22] Carlberg, K., Bou-Mosleh, C., and Farhat, C., "Efficient non-linear model reduction via a least-squares Petrov-Galerkin
projection and compressive tensor approximations," Int. J. Numer. Methods Eng., Vol. 86, 2011, pp. 155-181.

[23] Carlberg, K., Barone, M., and Antil, H., "Galerkin v. least-squares Petrov-Galerkin projection in nonlinear model reduction,"
Journal of Computational Physics, Vol. 330, 2017, pp. 693-734.

[24] Carlberg, K., Farhat, C., Cortial, J., and Amsallem, D., "The GNAT method for nonlinear model reduction: Effective imple-
mentation and application to computational fluid dynamics and turbulent flows," Journal of Computational Physics, Vol. 242,
2013, pp. 623-647.

[25] Huang, C., Duraisamy, K., and Merkle, C., Investigations and Improvement of Robustness of Reduced-Order Models of
Reacting Flow.

[26] Carlberg, K., Choi, Y., and Sargsyan, S., "Conservative model reduction for finite-volume models," Journal of Computational
Physics, Vol. 371, 2018, pp. 280-314.

[27] Wang, Z., Reduced-Order Modeling of Complex Engineering and Geophysical Flows: Analysis and Computations, Ph.D.
thesis, Virginia Polytechnic Institute and State University, 2012.

48



[28] Aubry, N., Holmes, P., Lumley, J. L., and Stone, E., "The dynamics of coherent structures in the wall region of a turbulent
boundary layer," J. Fluid Mech., Vol. 192, 1988, pp. 115-173.

[29] Ullmann, S and Lang, J., "A POD-Galerkin reduced model with updated coefficients for Smagorinsky LES," J.C.F. Pereira,
A. Sequeira (Eds.), V European Conference on Computational Fluid Dynamics, ECCOMAS CFD, Lisbon, Portugal, 2010.

[30] Wang, Z., Akhtar, I., Borggaard, J., and Iliescu, T., "Two-level discretizations of nonlinear closure models for proper orthog-
onal decomposition," Journal of Computational Physics, Vol. 230, No. 1, 2011, pp. 126-146.

[31] Noack, B., Papas, R, and Monkewitz, P., "Low-dimensional Galerkin model of a laminar shear-layer," Report 2002-01, tcole
Polytechnique Fédérale de Lausanne, 2002.

[32] San, O. and Iliescu, T., "A stabilized proper orthogonal decomposition reduced-order model for large scale quasigeostrophic
ocean circulation," Adv Comput Math, Vol. 41, No. 1, 2015, pp. 1289-1319.

[33] Bergmann, M., Bruneaua, C., and Iollo, A., "Enablers for robust POD models," Journal of Computational Physics, Vol. 228,
No. 1, 2009, pp. 516-538.

[34] Stabile, G., Ballarin, F., Zuccarino, G., and Rozza, G., "A reduced order variational multiscale approach for turbulent flows,"
Advances in Computational Mathematics, Jun 2019.

[35] San, O. and Iliescu, T., "Proper Orthogonal Decomposition Closure Models for Fluid Flows: Burgers Equation," Comput.
Methods Appl. Mech. Engrg, Vol. 5, No. 3, 2014, pp. 217-237.

[36] Iliescu, T. and Wang, Z., "Variational Multiscale Proper Orthogonal Decomposition: Navier-Stokes Equations," Numerical
Methods for Partial Differential Equations, Vol. 30, No. 2, 2014, pp. 641-663.

[37] Caiazzo, A., Iliescu, T., John, V., and Schyschlowa, S., "A numerical investigation of velocity-pressure reduced models for
incompressible flows," Journal of Computational Physics, Vol. 259, No. 1, 2014, pp. 598-616.

[38] Mori, H., "Transport, collective motion, and Brownian motion," Prog. Theoret. Phys, Vol. 33, No. 3, 1965, pp. 423-455.
[39] Zwanzig, R., "Nonlinear generalized Langevin equations," Journal of Statistical Physics, 1973, pp. 215-220.
[40] Chorin, A. J., Hald, O., and Kupferman, R., "Optimal prediction and the Mori-Zwanzig representation of irreversible pro-

cesses," Proc. Natl Acad. Sci., Vol. 97, No. (doi:10.1073/pnas.97.7.2968), 2000, pp. 2968-2973.
[41] Chorin, A. J., Hald, O. H., and Kupferman, R., "Optimal prediction with memory," Physica D: Nonlinear Phenomena,

Vol. 166, No. 3, 2002, pp. 239 — 257.
[42] Chorin, A. and Hald, O., Stochastic Tools in Mathematics and Science, Springer-Verlag, 2005.
[43] Chorin, A. and Stinis, R, "Problem reduction, renormalization, and memory," Commun. Appl. Math. Comput. Sci., 2006,

pp. 239-257.
[44] Hald, O. H. and Stinis, P., "Optimal prediction and the rate of decay for solutions of the Euler equations in two and three

dimensions," Proceedings of the National Academy of Sciences, Vol. 104, No. 16, 2007, pp. 6527-6532.
[45] Stinis, P., "Higher order Mori-Zwanzig models for the Euler equations," Multiscale Model. Simul., Vol. 6, No. 3, 2007,

pp. 741-760.
[46] Stinis, P., "Renormalized reduced models for singular PDEs," Commun. Appl. Math. Comput. Sci., Vol. 8, No. 1, 2013,

pp. 39-66.
[47] Stinis, P., "Mori-Zwanzig reduced models for uncertainty quantification I: Parametric uncertainty," arXiv:1211.4285, 2012.
[48] Price, J. and Stinis, R, "Renormalized Reduced Order Models with Memory for Long Time Prediction," Multiscale Modeling

& Simulation, Vol. 17, No. 1, 2019, pp. 68-91.
[49] Price, J. and Stinis, R, "Renormalization and blow-up for the 3D Euler equations," arXiv:1805.08766v1, 2018.
[50] Parish, E. and Duraisamy, K., "Reduced Order Modeling of Turbulent Flows Using Statistical Coarse-graining," 46th AIAA

Fluid Dynamics Conference, AIAA AVIATION Forum, Washington, D.C., June 2016.
[51] Parish, E. J. and Duraisamy, K., "Non-Markovian Closure Models for Large Eddy Simulation using the Mori-Zwanzig

Formalism," Physical Review Fluids, Vol. 2, No. 1, 2017.
[52] Parish, E. J. and Duraisamy, K., "A dynamic subgrid scale model for Large Eddy Simulations based on the Mori-Zwanzig

formalism," Journal of Computational Physics, Vol. 349, 2017, pp. 154-175.
[53] Gouasmi, A., Parish, E. J., and Duraisamy, K., "A priori estimation of memory effects in reduced-order models of nonlinear

systems using the Mori-Zwanzig formalism," Proceedings of The Royal Society A, Vol. 473, No. 20170385, 2017.
[54] Parish, E. J. and Duraisamy, K., "A Unified Framework for Multiscale Modeling Using Mori-Zwanzig and the Variational

Multiscale Method," arXiv Preprint, 2018.
[55] Everson, R. and Sirovich, L., "Karhunen-Lo`eve procedure for gappy data," Journal of the Optical Society of America A,

Vol. 12, 1995, pp. 1657-1644.
[56] Barrault, M., Maday, Y., Nguyen, N. C., and Patera, A. T., "An empirical interpolation method: application to efficient

reduced-basis discretization of partial differential equations," C. R. Acad. Sci. Paris, Vol. 339, No. 9, 2004, pp. 667-672.
[57] Chaturantabut, S. and Sorensen, D. C., "Nonlinear Model Reduction via Discrete Empirical Interpolation," SIAM J. Sci.

Comput., Vol. 32, No. 5, 2010, pp. 2737-2764.
[58] Brooks, A. N. and Hughes, T. J., "Streamline upwind/Petrov-Galerkin formulations for convection dominated flows with

particular emphasis on the incompressible Navier-Stokes equations," Comput. Method Appl. M., Vol. 32, 1982, pp. 199-259.
[59] Hughes, T. J. and Tezduyar, T. E., "Finite element methods for first-order hyperbolic systems with particular emphasis on the

compressible Euler equations," Comput Method Appl. M., Vol. 45, 1984, pp. 217-284.

49



[60] Hughes, T. J., Franca, L. P., and Hulbert, G. M., "A new finite element formulation for computational fluid dynamics•
VIII. The galerkin/least-squares method for advective-diffusive equations," Computer Methods in Applied Mechanics and
Engineering, Vol. 73, No. 2, 1989, pp. 173 — 189.

[61] Hughes, T. J., "Multiscale phenomena: Green's functions, the Dirichlet-to-Neumann formulation, subgridscale models, bub-
bles and the origins of stabilized methods," Comput. Methods Appl. Mech. Eng., Vol. 127, 1995, pp. 387-401.

[62] Zwanzig, R., Nonequilibrium Statistical Mechanics, Oxford University Press, 2001.
[63] Koopman, B., "Hamiltonian systems and transformations in Hilbert space," Proceedings of the National Academy of Sciences

of the US A, Vol. 17, No. 5, 1931, pp. 315-318.
[64] Barber, J. L., Application of Optimal Prediction to Molecular Dynamics, Ph.D. thesis, University of Califomia, Berkeley,

CA, 2004.
[65] Saad, Y. and Schultz, M., "GMRES: A Generalized Minimal Residual Algorithm for Solving Nonsymmetric Linear Systems,"

SIAM Journal on Scientific and Statistical Computing, Vol. 7, No. 3, 1986, pp. 856-869.
[66] Xu, W., Zheng, N., and Hayami, K., "Jacobian-Free Implicit Inner-Iteration Preconditioner for Nonlinear Least Squares

Problems," Journal of Scientific Computing, Vol. 68, No. 3, Sep 2016, pp. 1055-1081.
[67] Sod, G. A., "Survey of several finite difference methods for systems of nonlinear hyperbolic conservation laws," Journal of

Computational Physics, Vol. 27, 1978, pp. 1-31.
[68] Roe, R, "Approximate Riemann solvers, parameter vectors and difference schemes," Journal of Computational Physics,

Vol. 43, 1981, pp. 357-372.
[69] Gottlieb, S., Shu, C.-W., and Tadmor, E., "Strong Stability-Preserving High-Order Time Discretization Methods," SIAM

Review, Vol. 43, No. 1, 2001, pp. 89-112.
[70] Bassi, F. and Rebay, S., "A High Order Accurate Discontinuous Finite Element Method for the Numerical Solution of the

Compressible Navier-Stokes Equations," Journal of Computational Physics, Vol. 131, 1997, pp. 267-279.
[71] Voglis, C. and Lagaris, I. E., "A Rectangular Trust Region Dogleg Approach for Unconstrained and Bound Constrained

Nonlinear Optimization," WSEAS International Conference on Applied Mathematics., 2004.
[72] Drmac, Z. and Gugercin, S., "A new selection operator for the discrete empirical Interpolation method—Improved a priori

error bound and extensions," J. Sci. Comput., Vol. 38, 2016, pp. A631—A648.
[73] Gu, M. and Eisenstat, S. C., "Efficient algorithms for computing a strong rank-revealing QR factorization," J. Sci. Comput.,

Vol. 17, 1996, pp. 848-869.

50



Time-series machine-learning error models for approximate solutions to
parameterized dynamical systems

Eric J. Parisha, Kevin T. Carlberga

'Sandia National Laboratories, 7011 East Ave, Livermore, CA 94550

Abstract

This work proposes a machine-learning framework for modeling the error incurred by approximate solutions
to parameterized dynamical systems. In particular, we extend the machine-learning error models (MLEM)
framework proposed in Ref. [15] to dynamical systems. The proposed Time-Series Machine-Learning Er-
ror Modeling (T-MLEM) method constructs a regression model that maps features—which comprise error
indicators that are derived from standard a posteriori error-quantification techniques to a random vari-
able for the approximate-solution error at each time instance. The proposed framework considers a wide
range of candidate features, regression methods, and additive noise models. We consider primarily recursive
regression techniques developed for time-series modeling, including both classical time-series models (e.g.,
autoregressive models) and recurrent neural networks (RNNs), but also analyze standard non-recursive re-
gression techniques (e.g., feed-forward neural networks) for comparative purposes. Numerical experiments
conducted on multiple benchmark problems illustrate that the long short-term memory (LSTM) neural net-
work, which is a type of RNN, outperforms other methods and yields substantial improvements in error
predictions over traditional approaches.

Keywords: error modeling, time-series modeling, recurrent neural networks, long short-term memory
networks, parameterized dynamical systems, model reduction

1. Introduction

Myriad applications in engineering and science require many simulations of a (parameterized) dynamical-
system model. Examples of such "many-query" problems include uncertainty propagation, design optimiza-
tion, and statistical inference. When the cost of a single dynamical-system simulation is computationally
expensive—as is the case for partial-differential-equation (PDE) models characterized by a fine spatiotem-
poral discretization—such many-query problems are intractable. In these cases, analysts often replace the
original (high-fidelity) dynamical-system model with a surrogate model that can generate low-cost approx-
imate solutions, which can in turn make the many-query problem computationally tractable. Examples of
surrogate models include inexact solutions arising from early termination of an iterative method, lower-
fidelity models characterized by simplifying physical assumptions (e.g., linearized dynamics, inviscid flow,
elastic deformation) or a coarse discretization, and projection-based reduced-order models (ROMs) (e.g.,
Galerkin projection with a proper orthogonal decomposition basis).

The use of an approximate solution introduces error; as such, it is critical to quantify this error and
properly account for it in the analysis underpinning the many-query problem. For this purpose, researchers
have developed a wide range of methods for a posteriori error quantification. These efforts, which date back
to the pioneering work of Babuška and Rheinboldt for finite element analysis [24, 3, 2], have resulted in
a techniques that can be categorized as (1) a posteriori error bounds, (2) error indicators, and (3) error
models.
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A posteriori error bounds place bounds on the (normed) state or quantity-of-interest (QoI) error arising
from the use of an approximate solution. These methods were originally developed in the finite-element [37,
36, 29] and model-reduction communities. In the reduced-basis community, Refs. [8, 39] derived a posteriori
QoI error bounds for the reduced-basis method applied to linear elliptic and parabolic PDEs. Refs. [18, 42]
extended these results to time-dependent linear parabolic PDEs. In the context of model reduction for
nonlinear dynamical systems, Ref. [21] derived error bounds for the linearized Galerkin ROM, while Ref. [9]
derived error bounds for Galerkin and least-squares Petrov-Galerkin (LSPG) ROMs. These error bounds are
residual-based, meaning that they depend on the (dual) norm of the high-fidelity-model residual evaluated at
the approximate solution. Such bounds are appealing because they can provide guaranteed, rigorous bounds
on the errors of interest, thus providing a critical tool for certified predictions. However, these bounds often
suffer from lack of sharpness, i.e., they are often orders-of-magnitude larger than the approximate-solution
error itself. This is exacerbated in dynamical systems, where error bounds for many types of approximate
solutions grow exponentially in time (see, e.g., Ref. [9]). In addition, these bounds typically require (difficult-
to-compute) estimates or bounds of operator quantities such as Lipschitz and inf—sup constants. These
drawbacks often limit the utility of a posteriori error bounds in practical applications.

Alternatively, error indicators are computable quantities that are indicative of the approximate-solution
error. Error indicators typically do not provide unbiased estimates of the error, nor do they rigorously bound
the error; instead, they are often correlated with the error, correspond to a low-order approximation of the
error, and/or appear as terms in error bounds. The two most common error indicators are the (dual) norm of
the high-fidelity-model residual evaluated at the approximate solution (i.e., the residual norm) and the dual-
weighted residual. The residual norm is informative of the error, as it typically appears in a posteriori error
bounds and is usually strongly correlated with the error; it is often used within greedy methods for snapshot
collection [7, 6, 19, 48, 49] and when using ROMs for PDE-constrained optimization within a trust-region
framework [52, 50, 51]. In contrast, dual-weighted residuals are derived from a Taylor-series approximation
of the error, and are typically used for goal-oriented error estimation and mesh adaptation [28, 1, 46, 47].
Due to their practical utility, error indicators have been largely successful in quantifying and controlling
errors through mesh adaptation for static problems (i.e., problems without time evolution). However, their
success has been more limited for dynamical systems due to the fact that errors for such systems exhibit
dependence on non-local quantities, i.e., the approximate-solution error at a given time instance depends on
the past time history of the system. Thus, the residual norm at the current time instance is no longer directly
indicative of the approximate-solution error; the error additionally depends on non-local quantities. This can
be clearly seen from a posteriori error bounds, as the bound for the error at a given time instance depends
on the residual norm at previous time instances. Similarly, dual-weighted-residual error estimation requires
computing solutions to either the forward-in-time linearized sensitivity equations or the backward-in-time
linearized adjoint equations. Not only does this incur significant computational and storage costs, it can also
be linearly unstable and produce exploding gradients when applied to chaotic systems (although this can be
mitigated by approaches such as least-squares shadowing [5, 44]). Further, it is often practically challenging
to implement adjoint-based methods, e.g., due to the requirement of residual-Jacobian transposes, which are
not always easily exposed.

Error models seek to model the state and QoI errors directly via regression techniques. The most popular
such approach is the so-called "model-discrepancy" method of Kennedy and O'Hagan [25] (and related ap-
proaches [22, 13, 30, 16, 31, 53]). The model-discrepancy approach computes a Gaussian process (GP) that
provides a mapping from any finite number of points in parameter space to a Gaussian random vector repre-
senting the approximate-solution error at those points. As such, this technique can be considered a regression
approach, where the regression model is provided by a GP, the features are the system parameters, and the
response is the approximate-solution error. Recently, researchers have pursued improvements over this tech-
nique by (1) considering a wider class of modern machine-learning regression methods than simply Gaussian
processes (which do not scale well to high-dimensional feature spaces), and (2) considering more informa-
tive features than the system parameters alone. First, the reduced-order model error surrogates (ROMES)
method [12] was proposed in the context of static problems. ROMES employs the same regression model
(GP) as the model-discrepancy approach, but it employs different features; namely, it employs the afore-
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mentioned error indicators (i.e., residual norm, approximated dual-weighted residual) as features. Because
these quantities are indicative of the error, they provide more informative features for predicting the error
than the system parameters. Numerical experiments illustrated the ability of the ROMES method to pro-
duce significantly more accurate error predictions than the model-discrepancy approach. More recently, the
ROMES method was applied to construct error models for the in-plane and out-of-plane state error incurred
by reduced-order models for static problems [34]. Subsequent work [15] again considered static problems,
but constructed machine-learning error models that considered a wide range of candidate regression models
(e.g., neural networks, support vector machines, random forests) and error-indicator-based features (e.g.,
residual samples) in order to predict the approximate-solution error response. This work showed the ability
of machine-learning methods to predict the error with near perfect accuracy across a range of static problems
and approximate-solution types.

The construction of error models for dynamical systems is significantly more challenging than doing so
for static systems, as the errors exhibit dependence on non-local quantities. Relevant work on constructing
error models for dynamical systems accounts for the time-dependent nature of the approximate-solution error
either (1) by using both time itself and time-lagged error indicators as features [45] or (2) by constructing a
different regression method for each time instance or window [35]. In the first case, Ref. [45] proposes the
error modeling via machine learning (EMML) method. EMML is a regression approach, where the regression
model is provided by random forests or LASSO, the features correspond to application-specific quantities
that include time itself and time-lagged quantities, and the response is the (relative) QoI or state error at a
given time instance. While this work generated promising results on an oil—water subsurface flow problem, it
suffers from a noticeable limitation: it treats error modeling as a classical (non-recursive) regression problem
as opposed to a time-series-prediction problem. As such, it does not capture the intrinsic recursive structure
of the error. In the second case, Ref. [35] proposes a regression model that is tantamount to applying the
model-discrepancy method [25] to model the approximate-solution error at each time instance or window,
as the regression model corresponds to a GP, the features are system parameters, and the response is the
QoI error at a given time instance/window. Unfortunately, this approach also fails to capture non-local
dependencies of the error, and—as with the original model-discrepancy method—does not use particularly
informative features to predict the error.

The objective of this work is to construct accurate error models for dynamical systems by (1) applying
the same machine-learning error modeling framework of Ref. [15], but (2) considering recursive regression
techniques developed for time-series modeling, as this naturally enables the method to capture the non-local
dependencies of the error. The proposed Time-Series Machine-Learning Error Modeling (T-MLEM) method,
which views the error modeling problem from the time-series-prediction perspective, is characterized by a
regression model provided by a recursive time-series-prediction model (e.g., autoregressive model, recurrent
neural network [43]), features corresponding to time-local error indicators (e.g., residual samples), and a
response corresponding to the normed state or QoI error at a given time instance. For comparative purposes,
we also consider classical non-recursive regression methods (e.g., feed-forward neural networks) within the
T-MLEM framework, which is analogous to the approach proposed in Ref. [45]. To produce a statistical
model of the approximate-solution error, we also consider several noise models (e.g., Gaussian, Laplacian).
The net result is a random variable for the error whose statistics can be used to assess the uncertainty in
the error prediction.

The paper proceeds as follows. Section 2 sets the mathematical context by introducing parameterized
dynamical systems, approximate solutions, and classical methods for error quantification. Section 3 outlines
the proposed T-MLEM method, including the structure of the regression model, feature engineering, data
generation, and training of the regression and noise models. Section 4 provides numerical experiments that
apply the proposed framework to 1) the parameterized advection—diffusion equation, where the approximate
solution is provided by a proper orthogonal decomposition (POD) ROM with Galerkin projection, 2) the
parameterized shallow-water equations, where the approximate solution is again provided by a POD—Galerkin
ROM, and 3) the parameterized Burgers' equation, where the approximate solution is provided by a coarse-
mesh model. Finally, Section 5 provides conclusions.
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2. Parametrized nonlinear dynamical systems

This work considers the high-fidelity model to be a parameterized dynamical system characterized by a
parameterized system of nonlinear ordinary differential equations (ODEs) of the form

dx
f (x, t; tt), x(o) = x0(11)) t E [0, 1],

dt
(1)

where T e R± denotes the final time; x x(t, µ) with x : [0, T] x D RN denotes the state implicitly
defined as the solution to the initial-value problem (1); xo : D RN denotes the parameterized initial
condition; pEDC RNP' denote parametric inputs to the system; and f : RN x [0, T]xD—> RN denotes
the parameterized velocity, which may be linear or nonlinear in its first argument. We refer to Eq. (1) as the
full-order-model system of ordinary differential equations (FOM ODE), which may arise, for example, from
the spatial discretization of a system of PDEs.

Numerically computing a solution to Eq. (1) requires applying a time-discretization method. In this
work, we assume the use of a linear multistep method for this purpose. For notational simplicity, we assume
a uniform time discretization characterized by Nt time instances tn = nAt, n = 0, , Nt with time step
At = T/Nt; however, the proposed methodology does not rely on this restriction. Applying a linear multistep
method to discretize the FOM ODE (1) yields the following system of algebraic equations arising at the nth
time instance, which we refer to as the FOM OAE:

rn (xn xn-1 xn-le p) 0, n = 1, . . . , Nt. (2)

The discrete state xn comprises the numerical approximation to x(tn) and is implicitly defined as the solution
to Eq. (2) given the discrete state at the previous km time instances and the parameters it. Here, the discrete
residual rn : kn+1 x D RN is defined as

rn : (w; xn-1, . . , µ) (You, Ati3of (w, itt)

k

i=1

aixn — At
kr"

i=1

f (x' 14 (3)

Given the initial state x°(µ) = xo(µ), solving the FOM OAE (2) for n = 1, , Nt yields the sequence of
(discrete) FOM solutions xn(µ), n = 0, , Nt.

In many cases, the analyst is primarily interested in computing a scalar-valued quantity of interest (QoI)
at each time instance, which we define as

sn p g(xn (p); tn, 
A) 

, n = 0, • • • Nt, (4)

where 871 : D R and g : RN x [0, T] x D R denotes the QoI functional.
If the FOM state-space dimension N or the number of time instances Nt is large, then computing

the sequence of FOM solutions xn(µ), n = 0, , Nt and associated QoIs sn(µ), n = 0, , Nt can be
computationally expensive. If additionally these solutions are sought at many parameter instances, then
the resulting many- query problem is computationally intractable. In such scenarios, analysts typically aim
to overcome this computational barrier by replacing the FOM with a surrogate model that can generate
low-cost approximate solutions.

2.1. Approximate solutions

When a surrogate model is employed to mitigate the aforementioned computational
erates a sequence of approximate solutions V't : D RN , n = 0, , Nt with "X°(µ)
attendant approximate QoIs

šn p g 471(p); tn n = Nt,

bottleneck, it gen-
= ico(µ) given and

(5)
where gn : D R. As in Ref. [15], we now discuss three types of surrogate models that are often employed
to generate the approximate solutions VI (p) n = 0, , Nt.
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2.1.1. Inexact solutions

If one applies an iterative method (e.g., Newton's method) to solve the FOM OAE system (2) arising at
each time instance, then inexact tolerances En > 0, n = 1, . . . , Nt can be employed such that the approximate
solutions satisfy

Il

rn (±-n n-1 
11)112 < En, n = 1, , Nt. (6)

In such cases, the surrogate model merely corresponds to early termination of the associated iterative method.

2.1.2. Lower-fidelity models

Approximate solutions can also be obtained by employing a computational model of lower fidelity, which
can be achieved, for example, by introducing simplifying physical assumptions or coarsening the spatial
discretization. In such cases, the corresponding low-fidelity-model (LFM) ODE takes the form

dXLF — fLF(XLF, t; p), ocLF(0) = XLF,o(p), t E [0, T], (7)dt

where XLF XLF (t, µ) with XLF : [0, T] x D NLF denotes the LFM state of dimension NLF(< N);

XLF,O : D RN conditions; and f LF LF denotes the parameterized initial : RNLF x [0, T] x D RNLF denotes
the parameterized LFM velocity.

Applying a linear multistep method (with the same uniform time step At as the FOM) to the discretized
LFM ODE (7) yields the LFM OAE arising at the nth time instance

) 0, n = 1, • • • , Nt,7-1;F 4911'F; . . . , = (8)

where the discrete state xLF is the numerical approximation to XLF(tn) and is implicitly defined as the
solution to Eq. (8) given the LFM state at the previous kn time instances and the parameters p. Analogously
to definition (3), the LFM OAE residual rn RNLF Rk--Fi x D RN is defined as

kn

-: (WLF; XLF
1

xLF tt) H aLF,OWLF—AOLF,OLF(WLF, tn; 11)+E aLF,i nL
i=1

—At E,AF,ifLF(XLIF-i, ; tt) •

i=1

(9)
We emphasize that the time integrators for the FOM and LFM can be different, as denoted by the LF
subscripts on the coefficients in definition (9). As with the FOM, given the initial LFM state 4F(µ) =

veLF,O(P), solving the LFM OAE (8) yields the sequence of (discrete) LFM solutions oci2,F, n = 0, , Nt.
Critically, to recover the approximate solution in the FOM state space RN, we assume the existence of

a prolongation operator p : RNLF x D RN such that

fl'(//) = 13(4F (/u); 11), n = 0, • • • , Nt• (10)

EP: Various prolongation operators exist depending on the type of low-fidelity model. In the case that the
LFM is a coarse discretization of a partial differential equation, the prolongation operator typically comprises
an interpolation scheme that maps the coarse-grid solution to a fine grid. Another example of a prolongation
operator arises when the LFM is a projection-based reduced-order model, which we outline in the following
section.

2.1.3. Projection-based reduced-order models

Projection-based reduced-order models (ROMs) comprise a popular technique for generating approximate
solutions. Such approaches can be derived by applying projection to either the FOM ODE (1) or OAE (2). In
the former case, ROMs correspond to a particular type of low-fidelity model as described in Section 2.1.2. In
particular, introducing a trial-basis matrix 4) E RN)<K (e.g., computed via proper orthogonal decomposition
[4]) and a test-basis matrix 41 E RN)<IC (e.g., 41 = in the case of Galerkin projection), where K < N and
rn" denotes the set of m x n full-column-rank matrices (i.e., the non-compact Stiefel manifold), ROMs

seek an approximate solution in a K-dimensional affine trial subspace, i.e.,

x(t; µ) -X(t; µ) = xref(P) 4113 (t; it) ,
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where : [0, x D RK are the generalized coordinates and xref : D RK denotes the reference state
(typically chosen to be either xref(µ) = xo(µ) or xref(µ) = 0). The generalized coordinates are computed
by performing a projection process performed on the FOM ODE (1). Namely, the approximation (11) is
substituted in the FOM ODE (1), and the resulting residual is enforced to be orthogonal to range of the
test-basis matrix. This projection process yields

T —1 T
Tit = [IP 41)] f (Xref(p) (I* t; 1.1), "(0; p) = 41+ (X 0 (A) xref(p)), (12)

where the superscript + denotes the Moore—Penrose pseudot f Fv,ersLe. This approach to model reduction is
equivalent to a low-fidelity model of the form (7) with XLF = ; *t; [4̀24]-1‘PTf (xref(P) +

t; µ), and p : µ) x„f(µ) + (1).
The most common method that associates with applying projection to the FOM OAE (2) is the least-

squares Petrov—Galerkin (LSPG) method [9], which substitutes the approximation (11) into the FOM OAE
(2) and minimizes the resulting residual in the .0-norm. In this case, the approximate solutions satisfy

n E arg min ilrn4; n—kn tt)112.
a-cEmref(µ)-FRan(4)

(13)

It can be shown [9] that this LSPG approach can be expressed as a time-continuous projection (12) with

= 11'4, t; p) = (ctoI — Ati3of/Doc(xref(A)+ p))4) if 03 = 0 for j > 1 (i.e., a single-step method is
used), the velocity f is linear in its first argument, or if 00 = 0 (i.e., an explicit scheme is used).

2.2. Approximate-solution errors

Employing an approximate solution in lieu of the FOM solution incurs an error that must be accounted
for in the ultimate analysis. This work focuses on quantifying two types of such errors, namely

1. the quantity-of-interest error Ssn (A) := sn (A) — šn (p), n = 1, , Nt and

2. the normed state error 871(p) := (1-) n (1-)112, n = 1, • • • , Nt•

Because -°(µ) and x°(µ) are given, we can compute 6.,°(µ) and n(µ) explicitly.

2.3. Classical approaches for error quantification

Classical approaches for quantifying approximate-solution errors for parameterized dynamical systems
correspond to a posteriori error bounds and error indicators. We proceed by briefly reviewing these methods,
as they serve as a starting point for our work and will be used to engineer features for the proposed regression
framework. We focus in particular on the dual-weighted-residual error indicator.

2.3.1. A posteriori error bounds

We now state a posteriori error bounds for both the errors 1( 5 sn l and 8,n (p), n = 1, . . . , Nt, which arise
from any arbitrary sequence of approximate solutions 'en(//), n = 0, , Nt. The first result was presented
in Ref. [27, Theorem 4.3].

Proposition 2.1 (A posteriori error bounds [27]). For a given parameter instance µ E D, if the velocity f
is Lipschitz continuous, i.e., there exists a constant tc > 0 such that Ilf(x, t; µ) f (Y., t; 11)112 < 312
for all x, y E RN and t E {tn} 1, and the time step is sufficiently small such that At < laol/Pol K, then

1
8 (1.t) h

n(p); n-1 (p), n— (p), p)

6

kn

2 + E (p)
j=1

(14)



for all n = 1, , Nt. Here, h := — KAt and -y3 := 031 + 113.71kAt) Ih. If additionally the QoI
functional g is Lipschitz continuous, i.e., there exists a constant kg > 0 such that Ig(x; t, — g(y; t, 11)1 <

— Y112 for all x, y ERN and t E {tn}le\lt1, then

rn (n(la); 
n—k' 

(p), au) + kg E-y.i6xn-i(p)2
i=1

(15)

for all n = , Nt.

Proof. Bound (14) was derived in Ref. [27, Theorem 4.3]. Bound (15) follows directly from Lipschitz conti-
nuity of the QoI functional and the bound (14). 0

We make three critical observations from inequalities (14) and (15):

1. The error bounds are residual based, i.e., the magnitudes of the error bounds are driven by the FOM
residual operator rn evaluated at the sequence of approximate solutions "n(p), n = 0, , Nt. Note
that the approximate solution incurs no error if the approximate solutions exactly satisfy the FOM
OAE (2) such that the residual is zero at all time instances. This also illustrates why the residual
norm is often viewed as a useful error indicator for guiding greedy methods for snapshot collection
[7, 6, 19, 48, 49] or trust-region optimization algorithms [52, 50, 51].

2. The error bounds exhibit dependence on non-local quantities, i.e., the error at the nth time instance
depends on the error at the previous kn time instances through recursion via the rightmost term
in inequalities (14) and (15). This comprises a fundamental difference from error bounds for static
problems.

3. The error bounds often lack sharpness, i.e., they are often significant larger than the magnitudes of
the actual errors. This overestimation is exacerbated for ill-conditioned problems (in which case the
Lipschitz constants and kg are large) and long time horizons (as the error bounds grow exponentially
in time). As such, their practical utility for error estimation itself is often limited.

4. The error bounds are difficult to compute, i.e., they require computing Lipschitz constants n and
Kg, which is challenging for general nonlinear dynamical systems. While bounding these constants is
possible in some contexts [23], this often incurs substantial additional computational costs.

2.3.2. Error indicator: dual-weighted residuals

Besides the residual norm, the dual-weighted residual is perhaps the most popular error indicator. The
dual-weighted residual is derived from a low-order approximation of the QoI error and, as such, is often
strongly correlated with the error [12]. Because deriving dual-weighted residuals for dynamical systems re-
quires considering the problem from the monolithic "space—time perspective, we now introduce the required
space—time formulation of the problem.

We begin by defining a "vectorization" function that assembles the full space—time solution from a tuple
of time-local solutions as

vec : (yl, ,yNt) [[yl]T [yNt]TiT

NNt RPNt

for arbitrary p. Then, we define the space—time FOM state and space—time approximate solution as c(i./,) :=
vec41(µ), , xNt (µ)) and -0c(µ) := vec41(11), '1\rt (A)), respectively, where : D —>-RNNt . We also
define the space—time residual as

: (17V; p,) vec (ri(wi; p), 7 rNt (wNt; wNt-1, wNt—kNt 7 p))7

RNNt x D NNt,
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where w= vec(w , wNt). Lastly, we define the space-time QoI functional as

: ; vec(g(wl ; tl , µ), . . . , g(wNt ;et , µ)),
RN Nt x D RNt

such that the space-time QoIs computed from the FOM and approximate solutions are given by

: g((//,); µ), : g(±(µ); µ),

respectively, where š, :D RNt .
Assuming the residual is twice continuously differentiable in its first argument and noting that f-4(µ); µ) =

0, we can write

— f.4(itt); = [a ,th 4(P); /Id — (P)) + ( — (P)112 (16)

Assuming the space-time residual Jacobian [ Z(5c(µ,); µ) is invertible, Eq. (16) can be solved for a first-

order approximation of the solution error

1 -1

(1-1) (11•) = +[,Dar- (±j1-0; A)] C±(1-t); + 0 (1*(1-) (1-)112) • (17)

If we additionally assume the space-time QoI functional g is twice continuously differentiable in its first
argument, the error in the space-time QoI can be represented to first order as,

š(a) g(p) = [Z, WA); ((i-t) (1-1)) + (11(1,1) (11)112

Substituting Eq. (17) into Eq. (18) yields,

§(1-1) = d(p) (-9(11(1-t) &400,

(18)

(19)

where the dual-weighted residual comprises a first-order approximation of the QoI error and is defined as

r  ag  f 1_1af _
d(p) := [alb 4(it); A)] [a,th 4(p); p)] f-4(//); tt),

NNt x1
NtxNNt NNtxNNt

(20)

(21)

Computing the dual-weighted residual (20) involves applying the inverse of the NNt x NNt space-time
residual Jacobian and can be computed in one of two ways: (1) the direct (forward) method, or (2) the
adjoint (backward) method. The direct method solves the (linear) sensitivity equations

4(µ); µ)q = f4(µ); µ),
aft)

8
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where Ti q(µ) vec(q1(µ), , (µ)) with qn : D RN, n = 1, . , Nt is implicitly defined as the
solution to Eq. (22) and denotes the space—time sensitivity vector. The direct method subsequently computes
the dual-weighted residual as

d(P) = [0,a,(x(ti);11)]4(11)- (23)

Due to the sparsity pattern of the space—time residual Jacobian aw ((ti,); µ), this approach is equivalent to
performing a linear forward-in-time solve, which can be executed simultaneously with the forward-in-time
solve used to generate the approximate solutions, i.e., the sensitivities qn(µ) can be computed contempo-
raneously with n (11). In contrast, the adjoint method solves the multiple-right-hand-side (linear) adjoint
equations

where

T i T

[wv (x(P); II)] 9 = [01_11440;11 ,

= (p) = [vec(yi (14 y1 t (II)) • • vec(yN, (P), (PM E 
NN-tXN-t

(24)

with y7,' : D RN , i, n = 1, . . . , Nt is implicitly defined as the solution to Eq. (24) and denotes Nt space—time
dual vectors. The adjoint method subsequently computes the dual-weighted residual as

d(A) = —9(A)Tf*I-t); P). (25)

Due to the sparsity pattern of the space—time residual Jacobian transpose, this approach is tantamount to
performing a linear backward-in-time solve, and must be computed after the approximate-solution sequence
has been fully computed, as this sequence defines the argument at which the space—time residual Jacobian
is evaluated.

Analogously to the observations made about error bounds in the Section 2.3.1, we now make several
observations about the dual-weighted residual:

1. The dual-weighted residual is residual-based, i.e., it corresponds to a linear combination of elements of
the space—time residual, where the weights in the linear combination are provided by the dual according
to Eq. (25).

2. The dual-weighted residual exhibits dependence on non-local quantities, i.e., computing the dual-
weighted residual using either the direct method (23) or the adjoint method (25) requires solving a
linear system either forward-in-time or backward-in-time over the entire time domain. Further, the
sparsity pattern of the operators in Eq. (20) illustrates that the QoI error at the nth time instance
depends on quantities computed at all previous time instances.

3. The dual-weighted residual may be an inaccurate approximation of the error, i.e., it is a first-order

approximation valid in the limit 1*(µ) — (A)112 = 'VEniv—'1(4(1-t))2 —> 0, and thus can be inaccurate

for cases where the normed state error is not negligible. This is precisely the case we are interested in,
as we aim to model this error.

4. Dual-weighted residuals can be difficult to compute, i.e., they require solving either the forward sensi-
tivity (22) or adjoint equations (24), each of which is characterized by a block triangular system matrix
of dimension NNt x NNt, with NNt the space—time dimension of the original full-order-model problem.
The use of approximate solutions aims to avoid any computations that scale with the dimension N,
and thus computing the dual-weighted residual in this manner is often impractical. To mitigate this
computational burden, analysts often adopt the adjoint method, solve the adjoint equations (24) using
a coarse model (e.g., a coarse mesh), and prolongate the computed (coarse) dual vector to a representa-
tion compatible with the (fine) full-order model in order to compute the dual-weighted residual [46]. In
addition to these computational-cost issues, adopting the adjoint method introduces other challenges,
as it requires access to the residual-Jacobian transpose to solve Eq. (24), which may not be available.
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• Full-order model time instance, tn
El Regression model time instance, r(n)

r(2) r(3) r(4)

t° tl t2 ta t6 t9

Figure 1: Example of time discretizations for the full-order model and machine learning model. In this case, the
regression model is solved on a temporal grid that is three times as coarse as the approximate and full-order models
such that T = {3, 6, 9, 12, . . .}.

2.3.3. Discussion

This work aims to overcome the most prominent shortcomings of a posteriori error bounds and dual-
weighted residuals: (1) their lack of sharpness or inaccuracy, and (2) the difficulty in their computation. We
aim to achieve this by applying modern machine-learning methods within a regression setting, wherein the
regression model is provided by a recursive time-series-prediction model that can capture dependencies on
non-local quantities, the features correspond to residual-based time-local error indicators that appear in the
definitions of the a posteriori error bounds and dual-weighted residuals', and the response corresponds to
the time-local normed state or QoI error. Thus, we employ the classical methods for error quantification
to guide the design of the both the regression model and features. We also aim to construct a statistical
model of the response error by considering several noise models. The next section describes the proposed
methodology, which adopts this strategy.

3. Time-Series Machine-Learning Error Modeling

We now present the proposed Time-Series Machine-Learning Error Modeling (T-MLEM) method, which
constructs a mapping from residual-based features to a random variable for the error using regression tech-
niques that can capture dependencies on non-local quantities. The method comprises an extension of the
machine-learning error modeling (MLEM) framework presented in Ref. [15]—which was applicable to param-
eterized static systems—to parameterized dynamical systems. Because the method is applicable to modeling
both the QoI error (5,n (a) and normed-state error 8,7' (p,), we denote the error of interest generically as Sn(p)
in this section.

3.1. Machine-learning framework

The proposed method aims to predict errors on a subset of the time grid tn = nAt, n = 0, , Nt used
to define the FOM OAE (2). We make this choice because the time step At is typically chosen to control
time-discretization errors, while we may be interested in modeling the error at only a (relatively small)
subset of these grid points; furthermore, constructing a time-series model of these errors on a coarser time
grid reduces the computational cost of training the regression model. We define this coarse time grid as
tn = nAt, n E T, where T C {1, , Nt} denotes the coarse time-index set comprising Nt := 111(< Nt)
time instances and equipped with a mapping T : {0, , Nt} —> {0, , Nt} from a coarse time index to the
corresponding fine time index, which satisfies T(0) = O.

We assume that we can compute features pn(µ) ERNP that are informative of the response (Sn (A) E R—
which is the time-local error of interest—at time instances n E T. Section 3.1.1 provides candidate features,

1We emphasize that we use terms appearing in, e.g., error bounds as features, not the error bounds themselves. This is an
important distinction as the error bound can be a poor indicator of the actual error due to a lack of sharpness.
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which are inspired by the classical error-quantification methods described in Section 2.3. Given the ability
to compute these features, we propose to construct error models 6n(p)(r-z.-1692(µ)) of the form

in(p) = ST ft (11) + kl(p), n E T, (26)

where Srfi : D —> R, n E {O} U T denotes the sequence of deterministic regression-function models and
kn : D —> V, n E {0} U T denotes a sequence of mean-zero random variables that serve as the stochastic
noise models such that 3n : D —> V, n E T with E[iP(µ)] = 37(µ) ; we denote the set of real-valued random
variables by V.

As previously described, we propose to construct the regression model using a recursive time-series-
prediction model that can capture dependencies on non-local quantities. In particular, we impose the fol-
lowing structure on the regression-function model:

157(p) = A/3n (la) , hn (l0), n E T. (27)

Here, f : NA r , x 111: Nh —> R, while hn : D —> RNh, n E {0} U T denotes the sequence of latent variables.
Critically, the inclusion of these latent variables enables the proposed method to capture dependencies on
non-local quantities, as we enforce the latent variables to be governed by the recursion

On) (11) = gGOT (n) (p), kr (71-1) (11) , i Tf(n-1) (1-1)) 1 n = 1, • • • , Rt, (28)

where g : RNP x RNh x R —> RNh ; i5.7 40 = (5° (µ) is given; and h°(/..t) = O. Similarly, we impose the following
structure on the noise model:

6T(n) (p) = 601;(n-1)(l-t)7 eT(n)) 7 n = 1, • • • , Nt • (29)

Here, e:VxV —> V, 25°(µ) = 0, and en E V, n E T denotes a sequence of independent and identically
distributed mean-zero random variables.

Remark 3.1 (Classical non-recursive regression). We note that classical non-recursive regression meth-
ods can be described by omitting latent variables from the regression function approximation such that
f (pn(µ), hn (A)) f (pn (µ)), omitting latent-variable dynamics (28), and employing a simple non-recursive
noise model such that 8E (µ) = En , n E T.

Remark 3.2 (Noise models). We note that more sophisticated functional forms of "e could be considered,
e.g., by allowing parameters that define the probability distribution of En for n E T to depend on features,
or by including latent variables as inputs to the function E.

The primary distinction between the proposed T-MLEM method and the methods proposed in Refs. [15,
45] is the consideration of recursive regression models that employ latent variables. The MLEM method [15]
considered only static problems and thus did not require the use of such variables. The EMML framework [45]
accounted for dependencies on non-local quantities by explicitly considering features corresponding to quan-
tities computed at previous time instances. This introduces difficulties, as it requires knowledge about the
memory of the system (i.e., how many previous time instances to consider in constructing the features) and
can lead to a prohibitively large set of features. In contrast, the use of latent variables and the specific
functional forms (27)-(29) allow the proposed T-MLEM method to capture non-local effects naturally.

As in Ref. [15], we aim to construct regression models that exhibit the following properties:

Objective 1 Low cost. The error model CO (p) should be computationally inexpensive to deploy, i.e., its
evaluation should not dominate the computational cost of computing the approximate solutions - n(p),
n = 0, ... , Nt. This requirement implies that the features pn (p) should be cheap to compute, the
latent-variable dimension Nh should be relatively small, and it should be inexpensive to evaluate the
functions f , g, and E.
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Objective 2 Low noise variance. Because the variance of the noise model kn(p) reflects the magnitude of
epistemic uncertainty introduced by the use of an approximate solution, reducing this variance in turn
reduces the uncertainty introduced into the analysis. A model with low noise variance has not been
underfit to training data.

Objective 3 Generalizability. For the regression model to be trustworthy, the distributions of the true
error (Nit) and the error model P (µ) should closely match on an independent test set, which was
not used to train the error model. A model exhibiting generalizability has not been overfit to training
data.

We adopt the machine-learning framework proposed in Ref. [15] to satisfy these objectives. This frame-
work comprises the following steps:

Step 1 Feature engineering. Select features that are inexpensive to compute (Objective 1), informative of
the error such that a low-noise-variance model can be constructed (Objective 2), and low dimensional
(i.e., Np small) such that less training data are required for the resulting model to generalize (Objective
3). To satisfy these requirements, we engineer residual-based features informed by classical error-
quantification methods as described in Section 2.3. We ensure these features are low dimensional
and inexpensive to compute through the use of sampling-based approximations (e.g., gappy principal
component analysis). Section 3.1.1 describes this step.

Step 2 Data generation. After selecting candidate features, generate both training and test data in the
form of a set of response—feature pairs on the coarse time-index set T for parameter instances sampled
according to the imposed probability distribution on the parameter domain D. Constructing these
data requires computing both the FOM solutions and approximate solutions for the selected parameter
instances. Sections 3.1.2-3.1.3 describe this step.

Step 3 Train the deterministic regression-function model 4(,,,,). Define candidate functional forms
for the functions f and g, compute model parameters by (approximately) minimizing a loss function
defined on the training data, and perform hyperparameter selection using (cross-)validation. Sections
3.1.4-3.1.5 describes this step.

Step 4 Train the stochastic noise model i5,n(p). Finally, define candidate functional forms for the func-
tion "e, and compute model parameters via maximum likelihood estimation on a training set independent
from that used to train the deterministic regression function. In this work, we employ a subset of the
test set used to evaluate the deterministic regression function for this purpose. Sections 3.1.6-3.1.7
describe this step.

3.1.1. Feature engineering

We now describe Step 1 of the proposed framework: feature engineering. Namely, we describe the candi-
date features pn that we consider, which are inspired by those proposed in Ref. [15]. Several considerations
drive feature engineering, which balance Objective 1—Objective 3:

Consideration 1 Feature cost. To satisfy Objective 1, we aim to develop features that are inexpensive to
compute. Satisfying this objective can compromise quality, as high-quality features are often costly to
compute.

Consideration 2 Feature quality. To satisfy Objective 2, we aim to develop features that are as informative
of the error as possible, because employing high-quality explanatory features can lead to a low-noise-
variance regression model.

Consideration 3 Number of features. Employing a large number of features often leads to a high-capacity
model that can yield low noise variance with sufficient training data (i.e., Objective 2 is bolstered).
However, computing a large number of features can be computationally expensive (i.e., Objective 1
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suffers), and often requires a large amount of training data to generalize well and avoid overfitting (i.e.,
Objective 3 suffers). Regularization strategies can be employed when training a regression model with
a large number of features to mitigate overfitting.

The remainder of this section details a variety of candidate features that differ in terms of the above
considerations.

Feature 1 Parameters: The system's parametric inputs it correspond to free-to-compute but low-quality
features, where the number of features is equal to the number of parameters Nm. Simply setting
pn(µ) = µ, comprises the same feature choice as that employed by the classical model-discrepancy
approach [25], which uses Gaussian-process regression to construct the regression model. These features
are time independent.

Feature 2 Time: The time variable tn is a single, free-to-compute feature, which is likely to be low quality in
most scenarios. This low quality arises from the fact that—in most applications—the error is not driven
by the time variable itself. Instead, the classical error-quantification methods discussed in Section 2.3
suggest that the error is instead determined by the residual, Lipschitz constants, and dual vectors.
Intuitively, employing time as a feature can cause the resulting regression model to be "tie& to the
particular time coordinates associated with the behavior observed during training. This implies that
the resulting regression method will lack invariance with respect to the time grid, i.e., the model will
not generalize well for problems characterized by phase shifts or for prediction beyond the training
time interval. The EMML framework considered time as a feature [45, Table I].

Feature 3 Residual norm: As discussed in Section 2.3, classical error-quantification methods are residual
based. In particular, the first term on the right-hand side of a posteriori error bound (14) demonstrates

that the residual norm 2, where 
p rn (t) ; 71-1 (p), tt) is informa-

tive of the state error (5.n(µ); bound (15) shows that the residual norm Pn(i-t)112 is also informative
of the magnitude of the QoI error ISs 401. This feature is computationally expensive to compute, as
it requires computing all N elements of the vector P(µ) before computing its norm. However, this
(single) feature is likely of higher quality than the both Feature 1 and Feature 2, as it appears explic-
itly in classical a posteriori error bounds (14)—(15). Yet, this feature will likely be of lower quality
for predicting the (signed) QoI error 63(p,) because it is not informative of the error's sign. We note
that in contrast to static systems the residual norm Pn(A)112 (along with stability constants) is not
sufficient to bound the errors 4'(µ) and 165n(P)i. Instead, inequalities (14)—(15) illustrate that these
bounds depend additionally on non-local quantities, namely (5,91-i (µ), j =1,...,0. Thus, we expect
this feature choice—as well as all subsequent residual-based features—to perform best when used with
recursive regression methods that can capture dependencies on non-local quantities. We note that the
ROMES method [12] employed features P = P(P)112 with Gaussian-process regression to construct a
regression model for the normed state error.

Feature 4 Residual: To increase the number of features relative to Feature 3 yet maintain high feature
quality, one may employ all N elements of the residual vector i-n(µ) as features. This has the effect
of changing the number of features from one extreme to another, as we assume the full-order-model
dimension N is large. Employing N features can enable very high-capacity regression models, which can
lead to low noise variance given sufficient training data; however, the amount of training data needed to
ensure generalizability may be excessive. Further, these features are costly to compute. These features
are of high quality, as the residual not only appears in the a posteriori error bounds (14)—(15), but
it also appears in the dual-weighted residual discussed in Section 2.3.2. Namely, inserting Eq. (25)
into Eq. (19) shows that the QoI error can be approximated to first order by a linear combination of
space—time residual elements.

Feature 5 Residual principal components P(µ). As proposed in Ref. [15], to retain the high quality of
Feature 4, but reduce the number of features such that less training data is needed for generalization,
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we can employ principal components of the residual as features. In particular, one can use

:= (1),(1.n(p) —

as features, where the columns of 41,, E likN Xnr comprise the first nr(< N) principal components of
the training set Tr,train C RN (which will be described in Section 3.1.3), and i; :=  17;,,tram I 'i'ETr,tlaan

denotes the training-set mean. These features are costly to compute, as they require computing all
N elements of the residual (II) before applying projection with the principal-component matrix
However, these features retain the high quality of the residual vector if the truncation level ar is set
such that the principal components explain most of the variance of the data in the training set Tr,train•
Critically, this approach associates with using nr features and thus constitutes a compromise between
Feature 3 and Feature 4: it will lead to a higher-capacity model than can be obtained using Feature 3,
but will likely generalize with significantly less training data than would be the case with Feature 4.

Feature 6 Residual gappy principal components: This approach aims to address the primary shortcom-
ing of Feature 5: the high computational cost incurred by the need to compute all N elements of the
residual i.n(µ). In particular, this feature choice aims to approximate the residual principal components
using the gappy POD method [14], which replaces orthogonal projection with a sampling-based linear
least-squares approximation to realize computational-cost savings. Specifically, introducing a sampling
matrix P E {0, l}nsxN comprising ns selected rows of the identity matrix (with nr < ns < N), the
residual gappy principal components are

1-7:(µ) := [13437.]+P(i-n(µ) —

In this work, we construct the sampling matrix P according to the q-sampling method [11]; Appendix C
presents the associated algorithm. We note that the number of features for this method is the same as
that for Feature 5, and the feature quality is similar to that of Feature 5 if least-squares reconstruction
yields similar results to orthogonal projection. However, computing these features requires computing
only ns(« N) elements of the residual vector li.n(µ); thus, this feature choice is substantially less costly
to compute than Feature 5.

Feature 7 Sampled residual: Feature 6 constitutes an affine transformation applied to the sampled residual
Pi'n(p). Thus, it is sensible to consider employing only the underlying sampled residual Pi.n(µ) as
features, given that many regression techniques are likely to discover this affine transformation if
it yields superior prediction performance. Further, employing the sampled residual does not require
computing the residual principal components (although q-sampling employs this matrix to construct
the sampling matrix P). We note that the number of features in this case is n5(> nr).

In the numerical experiments, we consider feature-engineering methods that employ different combinations
of the above features. However, all considered methods use at most one of the residual-based features, i.e.,
at most one of Feature 3—Feature 7. Table 1 summarizes the feature-engineering methods considered in the
numerical experiments.

3.1.2. Data generation

We now describe Step 2 of the proposed framework: data generation. After selecting the features, the
method generates response—feature pairs that comprise the training, validation, and test sets used to select
the deterministic regression-function model and stochastic noise model, respectively. Specifically, we first
define

T(D, T) := {On (p), pm (A)) E D, n E T}

as the set of response—feature pairs generated by computing the full-order and approximate states for µ E D
and computing the features and errors at time instances tn with n E TC {1, , Nt}. We then define the
training, validation, and test data as

Train := T(Dtrain, Ttrain), Tval T(Dval, Tval), Test := T(Dtest, Ttest), (30)
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Description Features pn Number of features N,0
Number of residual

elements required

Parameters A N A o

Parameters and time [P; tn] Np, + 1 CI

Residual norm Ilin(P)112 1 N

Parameters and
residual norm

[itt; Ili'n (P) 112] Np, + 1 N

Parameters, residual norm,
and time

[A; Ili'll(P)112; tn] N p + 2 N

Parameters and residual [P; f'n (A)] N. + N N

Parameters, residual,
and time

[A; i'n(P); tn] N p, N 1

Parameters and residual
principal components

[P; rn (A)] N p,

Parameters, residual
principal components, and time

[A; (A); tn] N p, nr + 1

Parameters and gappy
residual principal components

[11;1'7;40] N p, nr ns

Parameters, gappy residual
principal components, and time

[I-t; i'7:(1-); tn] N p, + nr + 1 ns

Parameters and sampled residual [µ; P i'n (µ)] N p, + ns ns

Parameters, sampled
residual, and time

[A; Pi;n (A); tn] N µ + ns + 1 ns

Table 1: Summary of considered feature-engineering methods.
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Ttrain := {T(1), TaTtrainD} C T, Tvai := {7-(1), • • • , 7-(17vadil grespectively, where Dtrain, Dyad) Dtest C D; and 
T, and Ttest := {7-(1), , TaTtest C T. For example, Dtrain Dval, and Dtest can be generated by drawing
samples from a probability distribution defined on the parameter domain D, and the time indices can be set
to Ttrain = Tval = Ttest = T (which we do in the numerical experiments).

3.1.3. Training data for principal component analysis and q-sampling

Feature 5 and Feature 6 require computing principal components of the residual; Feature 6 and Feature 7
require constructing the sampling matrix P, which we do via q-sampling [11] (which in turn requires residual
principal components). In these cases, computing residual principal components requires the additional
training set

Tr,train frn(P) I lu E Dtrainl n E Ttrainl• (31)

Because principal component analysis is an unsupervised machine learning method, it does not require
validation or test sets.

3.1.4. Regression function

We now describe Step 3 of the proposed framework: training the deterministic regression-function model
87(µ) of the form (27)—(28). In particular, this step constructs the mappings f and g. To achieve this, we
consider a variety of both recursive and non-recursive regression methods from classical time-series analysis
and supervised machine learning. In particular, we consider three categories of regression methods:

Category 1 Non-recursive. Non-recursive regression methods do not include latent variables or latent-
variable dynamics. In this case, the latent variables can be omitted from the regression function
arguments, i.e., f(p, h) f(p), and the mapping g is not employed. EP: We note that this category
of models are physically-inconsistent in the sense that they do not capture the non-local nature of
the error as outlined in Sections 2.3.1 and 2.3.2; we include this category of regression models for
benchmark purposes.

Category 2 Recursive with latent state equal to previous prediction. This category of methods
employs latent variables, but sets them equal to the predicted response at the previous time instance,

i.e., hT (n) = Srf
(n-1) 

n = 1, , Nt. This is equivalent to prescribing the recursion function as simply

g : (p,h, 4) (32)

These methods place no particular restriction on the mapping f . EP: It is noted that we specifically
consider Category 2 models as they correspond to the recursive form of, e.g., standard autoregressive
models and integrated methods. We describe these approaches in more detail later in this section.

Category 3 Recursive. This category of methods follows the general framework outlined in Section 3.1
with no particular restrictions on the forms of the mappings f or g.

Table 2 summarizes the considered methods and their associated categories.

• k-nearest neighbors (kNN) (Category 1): kNN is a simple regression method wherein the prediction
comprises a weighted average of the nearest neighbors in feature space such that

f P E wcp,o5
(6,13)E7INN (P)

(33)

where 71,1\TN(P) c Ttrain with liid\TN(P)1 — k denotes the k response—feature pairs of the training set

Ttrain whose features are closest to the vector p in feature space. Common choices for the weights are
uniform weights, w : (p, p) H 1/k and weights based on Euclidean distance, i.e.,

w (p, H+ (E(s 
713 
)EykNN ) IIP 0112 1)-1 

P112
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Description Description Classification Latent dynamics Latent dimension Nh

k-nearest neighbors kNN Category 1 None N/A

Artificial neural network ANN Category 1 None N/A

Autoregressive w/ exogenous inputs ARX Category 2 Linear 1

Integrated artificial neural network ANN-I Category 2 Linear 1

Latent autoregressive w/ exogenous inputs LARX Category 3 Linear Arbitrary

Recurrent neural network RNN Category 3 Nonlinear Arbitrary

Long short-term memory network LSTM Category 3 Nonlinear Arbitrary

Table 2: Summary of considered regression methods.

The hyperparameters associated with this method correspond to the number of neighbors k, and the
definition of the weights w. We note that all parameters characterizing this model are hyperparameters;
there are no parameters that are subject to training via optimization.

• Artificial neural network (ANN) (Category 1): Feed-forward ANNs (i.e., multilayer perceptrons)
employ function composition to create nonlinear input—output maps. In the context of error modeling,
Ref. [15] observed ANNs to yield the best performance for static systems. In the present context,
feed-forward ANNs can be used to construct the (parameterized) non-recursive regression function

that satisfies f(p,h) f(p) and is given by

f (MO f) zd(•,0d) o • • . o zi(13;01),

where Of (01,... , Od) with Oi (Wi, bi) E I p xp,-1 x RP' , i = 1, . . . , d denotes neural-network
weights and biases; zi(.; Oi) : RP-1 —> RP., i = 1, . . . ,d denotes the activation function employed at
the ith layer; d denotes the depth of the network; and pi, i = 0, , d (with po = Np and pd = 1)
denotes the number of neurons at layer i. The activation function takes the form

zi : (w; Oi) (i(Wiw bi), i = 1, . . . , d,

where Ci : RP. RP., i = 1, . , d denote activations (e.g., rectified linear unit (ReLU), hyperbolic
tangent) applied elementwise.

In this work, we consider only fully connected feed-forward ANNs with ReLU activation functions. EP:
We choose ReLU activation functions due to their wide-spread use in the machine-learning community;
we note that in preliminary numerical experiments we found the specific choice of activation function
to have minimal impact. As such, we consider the number of layers d and the number of neurons at
each layer pi, i = 1, , d —1 to be hyperparameters.

• Autoregressive with exogenous inputs (ARX) (Category 2): Autoregressive methods are linear
models that have been widely adopted for time-series analysis. The ARX model is an extension
of the autoregressive (AR) model that allows for exogenous inputs, which we treat as the features.
ARX(p, r) methods regress the response at given time index as a linear combination of the value of the
response at the previous p time instances and the exogenous inputs at both the current time instance
and the previous r — 1 time instances. This work considers the ARX(1, 1) model, in which case the
(parameterized) regression function is given by

f (P, h; f) p + 02h + b, (35)
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where Of (01, 02, b) E RNP xR xR denote the regression-function weights and bias, and the latent
variable (of dimension Nh = 1) corresponds to the predicted response at the previous time instance

such that On) = rn-1) n = 1, , Nt and the latent-variables dynamics are prescribed via (32).f
We remark that classical autoregressive models typically include the noise term directly within the
recursion, i.e., the latent variables On) correspond to the regression-function prediction perturbed by
stochastic noise. As a result, generating statistical predictions requires simulating an ensemble of model
realizations. To avoid this complication, this work constructs the stochastic noise model separately from
the deterministic regression-function model; for the stochastic noise models considered in this work,
the statistical distribution of the response is given analytically. Sections 3.1.6-3.1.7 describe this step.
We also note that it is possible to construct higher-order autoregressive models (i.e., AR(p, q) with
p > 1 and/or q > 1) that include additional lagged states. While we do not consider such approaches
in this work, the ARX formulation presented above could be modified to address this case by changing
the definition of the latent variables and recursion function.

• Integrated artificial neural network (ANN-I) (Category 2): To facilitate time-series modeling,
it is common to apply transformations to the training data in order to make the associated processes
weakly stationary. The most commonly adopted transformation is time differencing. This process
leads to integrated methods. Here, we investigate the use of an "integrate& artificial neural network
(ANN-I) model, wherein a neural network is used to predict the time-differenced error. This leads to
a modification of the ANN model wherein the (parameterized) recursive regression function takes the
form

f : (p,h; f) h + zd(• , d) o • • • o zi (p, el),

where the parameters Of (01, , Od) and activations z2, i = 1, . , d are defined as in the ANN
model and the latent variable (of dimension Nh = 1) corresponds to the predicted response at the

previous time instance such that hT(n) = "rf
(n-1) 

n = 1, . , Nt and (32) holds. As with ANN, we
consider only fully connected feed-forward networks with ReLU activation functions such that the
hyperparameters correspond to the number of layers d and the number of neurons at each layer pi,
i = 1, . . . , d — 1.

• Latent autoregressive with exogenous inputs (LARX) (Category 3): Because ARX falls into
Category 2, it employs the predicted response at the previous time instance as the latent variables
according to Eq. (32). The LARX method relaxes this assumption and considers higher-dimensional
latent variables governed by general linear dynamics. This equips the model with a higher capacity
than ARX and thus enables it to capture more complex non-local dependencies. In particular, LARX
defines the (parameterized) regression function as a linear mapping from the latent variables to the

prediction that satisfies f (p,h) f (h) and is given by

f : (h; f) 1—> OT b

where B f = (01, b) E NNh x R. The latent-variable recursion operator is linear in its first two arguments

such that g(p, h, 5f) g(p, h) with

g : (p,h; g) 1—> Opp+ hh + bh,

where 09 (Op, eh, bh) c RNh ATP X RNhXNh x RNh

LARX is characterized by one hyperparameter: the number of latent variables Nh.

• Recurrent neural network (RNN) (Category 3): RNNs [43] comprise a particular neural-network
architecture that have been widely adopted for modeling time sequences. The main idea of an RNN
is to employ the same feed-forward neural network for prediction at each point in a sequence, but
to treat the hidden layer of the neural network as inputs to the neural network at the next point in
the sequence; these hidden layers associate with the latent variables. RNNs comprise a generalization
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of LARX models: LARX methods develop a linear recursion for the latent-variable dynamics, while
RNNs enable nonlinear latent-variable dynamics. Figure 2 illustrates the computational graph for
an "unrolled" RNN. An RNN of depth d employs latent variables h (hi, . . . , hd) , with hi E RP',

i = 1, . . . , d and Nh = Ezd  1 pi. For RNNs, the deterministic regression-function model is given by an

output activation function acting on the latent variables at the final layer; it satisfies (p, h) (h)
and is given by

: ( ; 0 f ) ((4 h,d bf )

where Of (wf, b f) E Wd x R and ((•) is typically the identity operator.

The latent variables satisfy the recursive relationships

hir(n) = ri (hir(ni), h2(n-1); Oi), i = 1, , d, n = 1, • Nt,

(36)

(37)

where r i(• , • , 0i) : RP,-1 x —> , i = 1, . . . , d denote activation functions and the latent state

at layer zero is defined from the input features such that hor(n) = ho(p7(n)) with ho : RP°.
These recursive relationships can be expressed by a latent-variable recursion operator, which satisfies
g(p, h, bf) g(p, h) and is given by

g : (p, h; Og) 1—>

ri(ho(P), h1; 611)
r2(-, h2; 02) o ri(ho(P), h1; 190

r d(• , hd; cl) 0 • • • 0 ri(ho(P), h1; 01)

where Og (01, • • • OC1)•

For standard RNNs, the function applied at the ith layer takes the form

ri : hi; Oi) + Wi,2hi + bi),

(38)

(39)

where Oi (Wo, Wi,2, bi) E RPixPi-1 X RP' xPi x RPi, i = 1, . . . , d denote the recursive weights and
biases, Ci : RPi RPi , i = 1, , d again denote activations (e.g., ReLU) applied elementwise, and hip

is the identity operator such that hor(n) = pT(n), n = 1, , Nt and po = N.

Different RNN architectures can be obtained, for example, by modifying the activation functions, the
number of latent variables, or the network depth. The LARX method can be recovered from RNN
by setting the depth d = 1 and setting CO and (1(.) to be the identity mappings. We consider
hyperparameters corresponding to the number of neurons at each layer and the depth of the network.

• Long short-term memory network (LSTM) (Category 3): The LSTM network [20] is a particular
type of RNN designed to capture dependencies on long-term non-local quantities. Figure 3 provides a
diagram of an "unrolled" LSTM. LSTMs are able to capture long-term non-local dependencies through
the use of two latent variables: the hidden state and the cell state. The cell state, which is depicted as
the topmost horizontal line running through the cells in Figure 3, undergoes only minor interactions [33]:
elementwise multiplication and elementwise addition. Due to the minor changes experienced by the
cell state, it can (in principle) more easily capture long-term dependencies. The LSTM architecture is
arguably the most widely adopted RNN architecture as of this writing.

Formally, an LSTM decomposes latent variables at the ith layer as hi ci) , where hz E RP'/2 and

ci E II:Pa2 denote the hidden state and cell state, respectively. The deterministic regression function
for LSTMs is defined as in (36), but with elements pi/2 + 1 to pi of the weighting vector v f set to

zero so that the output depends only on hd.

The latent-variable recursion is also defined as in (37)-(38); however, the activations take a special
form based on the LSTM "celr . In particular, the LSTM cell corresponds to defining the ith layer's
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Figure 2: Diagram of an "unrolle& recurrent neural network with depth d = 3.

20



function as

ri : hi ; 09i)I-->
[rp,i (hi_i, hi; ) 0 tanh(rcemi (hi —1, hi; Oil

rcen,i(hi—i, hi; Oi)
(40)

where hi, ei (ei,i, • • • , oi,4), and 0 denotes the elementwise (Hadamard) product, and

rcell,i ; (hi-1, hi; ei) ra,i(hi—i, hi; 0i,2) ci ra,i(hi—i, hi; Oi,3) rtanh,i \--i-11—ii i,4/

denotes the cell activation. Here,

ra,i : cs(ivi,j,1hi-1+ wi,j,2iii + bi,j), j = 1, ... ,3

rtanh,i ; (hi—i, ei,4) H tanh(WiAihi—i + Wi,4,2hi + ) 7

where = (Wi,j,i, Wi,j,2, bi,j) E Rpi/2xpi_1/2 X Riji/ 2x /Pi, 2 X RP/2, i = 1, , d, j = 1, , 4 denote
the sigmoid and hyperbolic tangent operators, respectively. For LSTM, the latent state at layer zero

is defined via ho : p [pT 0T]T such that such that ho
(n)
 = pT(n), n = 1, . , Nt and po = 2Np.

Different types of LSTM networks can be constructed, e.g., by modifying the definition of the LSTM
cell. For instance, the "peephole' LSTM network can be obtained by replacing the hyperbolic tangent
function in Eq. (40) with the identity function. We consider hyperparameters corresponding to the
number of neurons pi, i = 1, , d and the network depth d.

To summarize, this section outlined a variety of non-recursive and recursive regression-function models.
This exposition started with a description of the kNN and ANN regression-function models. These regression-
function models are non-recurrent and employ no latent variables; non-local effects cannot be captured with
kNN and ANN. To capture non-local effects, we introduced the ARX and ANN-I regression-function models.
Both of these models employ a single latent variable corresponding to the prediction at the previous time
instance; both methods are thus characterized by linear latent dynamics with a latent dimension of Nh = 1.
To increase the capacity of the latent-dynamics recursion, we introduced the LARX regression-function
model. Unlike ARX and ANN-I, LARX employs an arbitrary number of latent variables governed by general
linear dynamics. Finally, to further increase the capacity of the latent dynamics recursion, we introduced
the RNN and LSTM regression-function models. These methods comprise an extension of LARX as, in
addition to supporting an arbitrary number of latent variables, they allow for nonlinear latent-variable
dynamics. The regression-function models described in this section are thus characterized by the following
hierarchy of models with increasing capacity: no latent variables (kNN, ANN), one latent variable with linear
latent-variable dynamics (ARX, ANN-I), an arbitrary number of latent variables with linear latent-variable
dynamics (LARX), and an arbitrary number of latent variables with nonlinear latent-variable dynamics
(RNN, LSTM).

3.1.5. Regression-function training

To train a regression model, we employ a validation procedure consisting of two loops: the outer loop
modifies hyperparameters characterizing the model, while the inner loop computes optimal model parameters
0*.t. and O*9 via optimization executing on the training set Ttrain given fixed hyperparameter values. The final
model is chosen based on hyperparameter values that yield the smallest MSE on the validation set Tad. In
the case of limited data, this process can be replaced by executing cross-validation within the training set

Ttrain; this obviates the need for an independent validation set Tvai.
The inner-loop optimization problem depends on the category within which the regression model falls.2

2We note that kNN is characterized by only hyperparameters and thus the inner loop does not require solving an optimization
problem.
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Figure 3: Diagram for a deterministic regression-function model utilizing the LSTM architecture with a depth of
d = 2. Figure concept adopted from Ref. [33].
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1. For regression models in Category 1, we compute optimal model parameters 60*f as the solution to the
minimization problem

2
minimize E E (5n(p) — f (pn(p); f)M + f (Of),

Of 2
ILEDtrain neTtrain

(41)

where Kf E TR+ is a regularization operator, e.g., LASSO, ridge, elastic—net. We note that op-
timization problem (41) is nonrecursive, as the prediction at one time instance does not affect the
objective-function contribution associated with the prediction at the next time instance.

2. For regression models in Category 2, we can train the models in one of two ways. The first approach
is non-recursive in nature and computes the optimal model parameters 0*.f as the solution to the
minimization problem

I Ttrain I

minimize E Eof
ILEDtrain n=1

2

F(n) (A) — f(Pr(n)(P), 67(n—l)(A); f) 2 + kf(19 f). (42)

Because the actual error åT(n—l)(A) from the training data is employed as the second argument in f

rather than the predicted value i'r(n 1) (which is the actual value of the hidden state), the optimization
problem (42) is non-recursive. We refer to this approach as non-recursive training (NRT).

3. Finally, regression models in either Category 2 and Category 3 can be trained via a dynamics-
constrained recursive training strategy. In this approach, the optimal weights O*f and 0; are the
solution to the problem

2

mi4ifizize E E ån (A) f (pn (a), hn (11); f) kf (Of) + kg(09)

ttEptram nETtram (43)

subject to hT(n)(11) g(p1-(n)(p), hr(n-1) (to 
&;(n-1)(p); og), p 

E I--' 
,Tht

rain, n = 1, • • • , ITtrainl,

where kg() E 111+ is a regularization operator and the latent-variable dynamics appear explicitly as

constraints. In this approach, the prediction ');(n i)(A) does affect the contribution to the objective
function at time instance T(n) and parameters it through the constraints. Thus, this formulation
reflects the recursive nature of the regression model and can enable more accurate long-time predictions
at the expense of more computationally expensive training. We refer to this approach as recursive
training (RT). We note that the "backpropagation through time" (BPTT) method [32, 41, 17] is a
popular approach for solving the minimization problem (43). We additionally note that for models in

Category 2, problem (43) can be derived by substituting (57(n-1) (1.1,) 
25;(n—i) 

) in problem (42).

In the outer loop, for each candidate value of the hyperparameters, optimization problem (41), (42), or
(43) EP: is solved for either O*f (optimization problems (41) and (42)) or O*f and 0; (optimization problem
(43)), and the resulting model is evaluated on the validation set Tvai. For regression models in Category 1,
we evaluate the validation criterion

„ 2

E E ån(itt) f(Pn(P);Of)112 1

ILEDval nET,„I

while for methods in Category 2 or Category 3, we evaluate the validation criterion

2

E E (A) — f (Pn (11'), hn (Itt); ef) 2

ttEDvai TIETval

(44)

(45)

where the dynamics of the latent variables are defined as IC(n)(A) = g(pT(n) (11), (71-1) (A) i'Srf (n— l) (A); Og*),

A E Dvai, n = 1, ... ,l'Irvad. For each regression model, the hyperparameter values yielding the smallest
validation-criterion value are selected.
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Description Noise Distribution Time-dependent
Stationary Gaussian Gaussian No
Stationary Laplacian Laplacian No

Autoregressive 1 (AR1) Gaussian Yes

Table 3: Summary of considered noise models.

3.1.6. Noise model

We now describe Step 4 of the proposed framework: training the stochastic noise model kn(p) of the form
(29). While complex noise models could be considered in principle, for the sake of simplicity, we consider
here only three types of noise models: a homoscedastic Gaussian model, a homoscedastic Laplacian model,
and an autoregressive model.

• Stationary Gaussian homoscedastic noise model: Arguably, the simplest way to quantify the
discrepancy between the error model and the true error is to assume the errors to be uncorrelated,
Gaussian, stationary, and homoscedastic. The resulting error model is independent of the prediction
at the previous time instance such that 48,, e(c) with

e : E E, (46)

and defining en E V, n E T as a sequence of independent and identically distributed mean-zero Gaussian
random variables, i.e.,

En .Ar(0, a2) n E T. (47)

This model does not have any latent variables and requires estimating only the variance parameter a2.

• Stationary Laplacian homoscedastic noise model: This approach is similar to the Gaussian
model, but instead models the random variables as Laplacian, i.e., (46) holds with

En ̂ , G(0, b), n E T,

where b > 0 denotes the diversity, which must be estimated. Again, this error model does not require
any input features or latent variables.

• Autoregressive Gaussian homoscedastic discrepancy model: Finally, we consider an autore-
gressive noise model, as we expect errors to display time correlations. We refer to this model as AR1.
The model is given by

e : , + E,
where c E R is a model constant, and defining en E V, n E T as a sequence of independent and
identically distributed mean-zero Gaussian random variables such that (47) holds. This method re-
quires estimating the parameters c and a2. The auto-regressive model produces a series of (correlated)
mean-zero Gaussian distributions where the variance at time-instance r(n) is defined recursively as

(n) a,T .=
n-1

a2 E(Co.,(,))2,
i = 1

n = 1, • • • , Nt• (48)

3.1.7. Noise-model training

The stationary Gaussian, stationary Laplacian, and AR1 noise models require specification of the pa-
rameters a2, b, and (c, a2), respectively. We compute these parameters via maximum likelihood estimation
(MLE) on a training set Ttrain,e C Ttest, and evaluate the performance of the noise model on a test set

Tt-est,e C Tt-est, where Ttrain,e n Ttest,f = 1u and

Ttrain,E : = T(Dtrain,E, Ttrain, ) • Ttest, : = T(Dtest, E Ttest, ) •
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In this work, we employ Dtrain,E1 Dtest,e C Dtest with Dtrain,e n Dtest,e = 0 and Dtrain,e U Dtest,e = Dtest with
Ttrain,E = Ttest,E = T. For the stationary Gaussian model, the MLE estimate for a2 is given by

1

aMLE   E E (6-(la) 4(P))2- (50)
train,s tieDtraln, 

TLETtrain,E

For the stationary Laplacian model, the MLE estimate for b is given by

1
bMLE = ler  E E 167'41) 4(P)i•

I / train,E mer,train,
nETtrods,e

Lastly, for the AR1 model, the MLE estimates for the parameters are given by

E,,Evtram,
e 
 EniTt7in,E (6T(n-1) (A) 

—
(n-1) Ga))(8,(n) (A) (-5; (n)(1,))

EILEDtrain,, Enl'irtin'El (6,7-(n-1) (to 
Srf(n-1) caw

Ttrain,e

E (CMLEs'er(n-')(p) — (8-(n)(p) — sf(n)(p)))2.

CMLE

2
MLE

1

Ttrain,e "I,pc .-'tra

4. Numerical experiments

n=1

(51)

(52)

This section investigates the performance of the proposed T-MLEM methods. In particular, we consider
all combinations of the 13 feature-engineering methods reported in Table 1 with the 7 deterministic regression
function models listed in Table 2. For the regression methods in Category 2 (i.e., ARX and ANN-I), we
construct two separate regression-function models: one using non-recursive training (NRT) and one using
recursive training (RT) as described in Section 3.1.5. In total, we consider 117 candidate T-MLEM methods.
We also compare the performance of the T-MLEM methods with that achieved by time-local Gaussian-
process (GP) regression in parameter space [35]; Appendix D describes this method in detail.

We consider three examples. The first two examples employ approximate solutions generated by a
ROM constructed via Galerkin projection (as discussed in Section 2.1.3), while the third example considers
approximate solutions generated by a coarse-mesh lower-fidelity model (as discussed in Section 2.1.2).

4.1. Implementation and model evaluation details

We now provide details on the implementation of the machine-learning regression methods, training
algorithms, hyperparameter grids, and evaluation metrics.

4.1.1. Training and model selection of machine learning algorithms

We implement k-nearest neighbors and GP regression algorithms with Scikit-learn [38], and all other
machine-learning regression methods with Keras [10]. We employ the following workflow to train and test
all machine-learning regression models:

1. Define the coarse time grid T on which regression methods will operate.

2. Define the training set Ttrain, validation set Tvai, and test set Ttest according to (30) with Ttrain — Tval =
Ttest = T and Dtrain, Dval, and Dtest generated by drawing independent samplestrainl 

=

of the parameters
p, IAD), where t1(•) denotes the uniform distribution. We ensure that IT 41Tvail (i.e., we
employ an 80/20 split between training and validation).

• For Feature 5, Feature 6, and Feature 7, additionally extract the residual training set Tr,train from
Dtrain and Ttrain according to (31).

3. Standardize features and responses according to their respective means and variances on the training
set %rain •
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4. Define the hyperparameter grid for each considered regression model.

5. For each value of the hyperparameters, train the regression model by solving optimization problem
(41), (42), or (43), depending on the category of the method. For the ARX, LARX, ANN, ANN-I,
RNN, and LSTM models, we employ the Adam algorithm [26] with early stopping (assessed on a 20%
holdout set) for this purpose. For regression methods employing the recursive training (RT) approach,
as described in Section 3.1.5, BPTT is used to solve the optimization problem. Within the optimization
problems, we employ ridge regularization such that f (-) ail • and kg(*) • 11 where a E R±
is a regularization hyperparameter. As the Adam algorithm is stochastic, each model is trained 20
times. For the interested reader, we note that Appendix A presents results for all 20 training runs for
the first numerical experiment.

6. For each regression method, select the model—which corresponds to one value of the hyperparameters
and one execution of the Adam algorithm—by evaluating validation criterion (44) or (45), depending
on the category of the method.

7. Define the noise training set 77-,urain,c and test set Tt„.,,, according to (49) with Tt rain,E Ttest,E

Dtrain,E drawn randomly from Dtest, and Dtest,€ = Dtest Dt rain,E.

8. Train stochastic noise models corresponding to a stationary Gaussian, stationary Laplacian, or AR1
via (50), (51), and (52), respectively.

9. Evaluate the trained noise models using statistical validation criteria (e.g., empirical prediction inter-
vals, Komolgorov—Smirnov test) on the test set Ttest,E •

As discussed in Section 3.1.5, the validation procedure described in steps 5-6 could be replaced with a
cross-validation process.

4.1.2. Hyperparameter grid and optimization
We now describe the specific hyperparameter grid employed by each considered regression method as

defined in step 4.

• k-nearest neighbors (kNN): The hyperparameters for kNN correspond to the number of neighbors
k, and the definition of the weights w. We employ the hyperparameter grid

(k, weighting function) E {1, , 5} x {uniform, Euclidean distance}.

• Artificial neural network (ANN): The hyperparameters for ANN correspond to the network depth
d and the number of neurons per layer p, which we set to be constant such that pi = p, i =1, , d. We
also consider the regularization parameter a that appears in ridge regularization terms f all
and kg() all • 11 as a hyperparameter. We employ the hyperparameter grid

(d,p, a) E {1, 2} x {10,25,50,100} x

Listing 1 provides the Python code for the Keras implementation of this method.

• Autoregressive with exogenous inputs (ARX): Because we consider only ARX(1,1) methods,
the only hyperparameter for this technique is the regularization parameter a; we employ the hyperpa-
rameter grid

E

We construct ARX models using both the NRT and RT approaches (see Section 3.1.5). We refer to
the resulting models as ARX (NRT) and ARX (RT). Listing 2 provides the Python code for the Keras
implementation of ARX (RT).
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• Integrated artificial neural network (ANN-I): For ANN-I, we employ the same hyperparameter
grid as for ANN. As with ARX, we construct two different ANN-I models: one with NRT and one
with RT. We refer to the resulting models as ANN-I (NRT) and ANN-I (RT). Listing 3 provides the
Python code for the Keras implementation of ANN-I (RT).

• Latent autoregressive with exogenous inputs (LARX): The hyperparameter for LARX is the
number of latent variables Nh. We also consider the regularization term a and employ the hyperpa-
rameter grid

(Nh, a) E {10,25,50,100} x

Listing 4 provides the Python code for the Keras implementation of LARX.

• Recurrent neural network (RNN): For RNN, we employ the same hyperparameter grid as for
ANN. Listing 5 reports the Python code used to develop the RNNs used in this work; we employ
Keras' SimpleRNN cell.

• Long short-term memory network (LSTM): For LSTM, we employ the same hyper-parameter
grid as for ANN. Listing 6 gives the Python code used to develop the LSTM networks in this work; we
employ Keras' LSTM cell.

• GP regression: GP regression is characterized by one hyperparameter: the noise magnitude A. We
employ the hyperparameter grid

A E 8(iiV) 120
{10 Ji=1*

Additionally, for feature methods employing the principal components of the residual or residual samples, the
number of principal components nr. and number of residual samples ns can be viewed as hyperparameters.
Here, we employ nr = n5, where nr is determined such that the retained singular values associated with
the truncated residual principal components contain 99% of the total statistical energy (see, e.g., Ref. [9,
Appendix A]).

4.1.3. Evaluation metrics
To evaluate the performance of the deterministic regression-function models, we employ the fraction of

variance unexplained (FVU) computed on the test set rt„t, which is given by

FVU := 1 - r2,

where the coefficient of determination is defined as

r2 1 EnETtest,µEptest (67(p) 8n (A))2 

7\ 2

EnETtest,µEptest (p) — 0)

where the mean response is 3 := 1/ ITtest EnETtest,µEptest (5n(11)•

4.2. Example 1: Advection-diffusion equation with projection-based reduced-order model
The first example considers the advection-diffusion equation and approximate solutions generated by a

POD-Galerkin reduced-order model. The governing PDE is

2
—
Ot

u(x,t) —u(x, t) = /12 
)(2 

U(X, t), u(0, t) = u(2,t) = 0, u(x, 0) = x(2 - x)exp(2x), (53)
ax

on the domain x E Q = [0, 2] with t E [0, 7] and T = 0.3 and u : Q x [0, T] R. We employ a parameter
domain of (ul, µ2) E D = [-2, -0.1] x [0.1,1], where the parameter pi is the wave speed and the parameter

bt2 is the diffusion coefficient.
To derive a parameterized dynamical system of the form (1) for the FOM, we apply a finite-difference

spatial discretization to the governing PDE (53), which uses central differencing for the diffusion term and
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upwind differencing for the advection term. This discretization is obtained by partitioning the spatial domain
into 101 cells of equal width, yielding a FOM with N = 100 degrees of freedom of the form

dxk Xk+1 Xk Xk+1 — 2Xk Xk-1 

dt
 +  

Ax 
= ott2 

Ax2 
k = 1, . . . , N,

where the state vector is x(t, [xi(t, it) • • • x N (t, 11)F and xk(t, µ) is the finite-difference approximation
to u(xk, t, µ) with xk := 2k/(N + 1) the kth point in the finite-difference discretization. The initial condition
is characterized by xo (µ) xo = [xi (2 — xi ) exp(2x1) • • • xN (2 — xN) exp(2xN)F.

To define the FOM OAE of the form (2), we employ a time step At = 3 x 10-4 with the implicit Crank—
Nicolson scheme, which is characterized by multistep coefficients ao = 1, ctil = —1, 00 = 01 = 1/2 in (3),
which yields Nt = 103 time instances.

To construct approximate solutions, we employ projection-based reduced-order models as described in
Section 2.1.3. For this purpose, we construct the trial-basis matrix 4) E IRNx K using proper orthogonal
decomposition (POD) by executing Algorithm 1 in Appendix B with inputs DROM = {0.1, 1.05, 2.0} x
{0.1, 0.55, 1.0}, Nskip = 10, reference state xref(µ) = xo(µ), and K = 5. For the ROM, we employ Galerkin
projection such that the ROM ODE corresponds to (12) with ‘11 = 41. We employ the same time discretization
for the ROM as was employed for the FOM, i.e., the Crank—Nicolson scheme with time step At = 3 x 10-4.

We model both the QoI error Ssn(p,), where the QoI corresponds to the solution at the midpoint of the
domain such that the associated functional is g(x; t, eEx with ei the ith canonical unit vector, and
the normed state error b..n

4.2.1. Coarse time grid, training, validation, and test sets
We now describe how we execute Steps 1-2 and 7 described in Section 4.1.1. For Step 1, we set 7C =

{20n}n5°_1; the coarse grid is selected sruach, that the error responses on the training set are well represented.
For Step 2, we employ set sizes of IDt

in
I = 40, ID,a1 I = 10, and IDtest l = 50. To assess the impact of the

training set size on the performance of the deterministic regression-function model, we consider four smaller
training and validation sets with (lDtrain IDvai E {(8, 2), (16, 4r)a,(2:11 , = 6), (32, 8)1, which are constructed by
sampling the original sets Dtrain and Dyad. In Step 7, we set IDt

in, 
20.

4.2.2. Regression results
Figures 4-8 summarize the performance of the considered error models. First, Figure 4 reports the

dependence of the performance of each deterministic regression-function model (with its best performing
feature-engineering method) on the size of the training set IDt Irain • This figure illustrates several trends.
First, we observe that traditional time-series-modeling methods, i.e., ARX and LARX, nearly always yield the
worst performance. Here, ARX yields the worst performance, likely due to the fact that it is a low-capacity
model and contains only a single latent variable. LARX outperforms ARX; this is likely due to its inclusion of
additional latent variables. We observe that the performance of ANN-I is slightly better than ARX or LARX,
but not as good as the (non-integrated) ANN. This indicates that, in this case, differencing the data provides
no particular benefit. We also observe that recursive-neural-network models, i.e., RNN and LSTM, yield the
best performance nearly uniformly, and generate FVU values at least one order of magnitude smaller than
both traditional time-series-modeling methods. This highlights that there is substantial benefit to modeling
nonlinear latent dynamics as is done with RNN and LSTM models. Of these two, LSTM tends to yield best
performance in most cases. Finally, LSTM and RNN outperform the GP regression-function model. This is
likely due to the fact that the time-local GP method employs only the parameters µ as features, which are
low quality compared to the residual-based quantities employed by the T-MLEM methods.

Figure 5 shows a histogram that, for regression methods in Category 2, compares the ratio of the fraction
of variance unexplained using RT for training to fraction of variance unexplained using NRT for training.
This figure shows that RT training generally outperforms NRT training; this is likely due to the fact that RT
training properly accounts for the latent dynamics while training the model. For ARX, regression functions
trained through RT outperform their NRT counterparts 90.8% of the time; for ANN-I the regression functions
trained through RT outperform their NRT counterparts 72.3% of the time.
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Figure 4: Advection-diffusion equation. Fraction of variance unexplained for all considered deterministic regression-
function models, with each employing their best respective feature-engineering method.

Next, Table 4 summarizes the percentage of cases that a given deterministic regression-function model
produces results with the lowest FVU; each case is defined by one of the 13 feature-engineering methods
and one of the 5 training-set sizes, yielding 65 total cases. We do not include the GP method in these
results, as it employs only the parameters as features. Results are presented for the cases where (1) all
feature methods are considered and (2) only feature methods that don't include time are considered. The
table shows that LSTM is the best overall performing regression-function model, leading to the lowest FVUs
approximately 60% of the time. RNN is the next best performing regression-function model, followed by
ANN. For the normed state error 8x, recursive regression methods comprise the best performing regression-
function models in 87.7% of cases when all feature-engineering methods are considered, and in 97.1% of
cases when only feature-engineering engineering methods that omit time are considered; this shows that
including time can improve the relative performance of non-recursive regression methods. For the QoI error
Ss, recurrent architectures comprise the best performing methods in over 97% of cases whether or not time
is considered as a feature.

error
include feat.
eng. w/ time?

kNN ANN
ARX
(NRT)

ARX
(RT)

ANN-I
(NRT)

ANN-I
(RT)

LARX RNN LSTM
Recursive

total
4 Yes 0.0 12.3 0.0 0.0 1.5 0.0 0.0 27.7 58.5 87.7
4 No 0.0 2.9 0.0 0.0 2.9 0.0 0.0 31.4 60.0 97.1
88 Yes 0.0 1.5 0.0 0.0 0.0 1.5 1.5 32.3 63.1 98.5
8., No 0.0 2.9 0.0 0.0 0.0 2.9 2.9 40.0 51.4 97.1

_ train

Table 4: Advection-diffusion equation. Percentage of cases having the lowest predicted FVU for each regression
method. Results are summarized over all values ID E {8,16, 24, 32, 40} and all feature-engineering methods.
Recursive total reports the sum of all regression methods in Category 2 and Category 3.

Figure 6 summarizes the performance of each combination of regression method and feature-engineering
method for the case IDtrain = 40. These results clearly show two critical trends. First, as hypothesized, using
residual-based features can improve performance significantly; this is why they were considered high-quality
features. This trend was also observed in Ref. [15]. Further, we note that-in this casc cxcellent results
were obtained by computing only 7(< N) samples of the residual. Second, as hypothesized, the recurrent
regression methods yield the best performance (even for low-quality features), with LSTM performing best
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• log (FVU(ANN-I RT) / FVU(ANN-I NRT)) • log (FVU(ANN-I RT) / FVU(ANN-I NRT))

(c) Normed state error Sm (d) QoI error (5,5

Figure 5: Advection-diffusion equation. Histogram of the ratio of the fraction of variance unexplained using RT for
training to fraction of variance unexplained using NRT for training. Results are shown for ARX (top) and ANN-I
(bottom). For ARX, RT outperforms NRT 90.8% of the time. For ANN-I, RT outperforms NRT 72.3% of the time.
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Figure 6: Advection-diffusion equation. Summary of the performance of each combination of regression method
and feature-engineering method for the case 1Dt Irain = 40.

of all. In fact, LSTM and RNN outperform the time-local GP by approximately one order of magnitude.
We also observe that including time slightly improves performance for these methods. Finally, we observe
that for the deterministic regression-function models in Category 2, both training methods yield comparable
results.

Figure 7 shows the predictions made by the different considered regression methods (for their best per-
forming respective feature-engineering method) as a function of time for a randomly drawn element of Dtest

for cases IDtrain = 8 and 1Dtrain = 40. First, we note that the case 1Dtrain = 8 yields significant errors for
all considered models, with LSTM yielding the best performance. For the case IA Irain = 40, all regression
methods display substantially improved performance; LSTM, RNN, and ANN yield particularly accurate
results.

Figure 8 shows the regression errors (i.e., the response error of the deterministic regression-function
models) for the best performing regression method (i.e., LSTM) employing its best performing feature-
engineering method. The figure compares the regression-error distribution with the distributions predicted
by the Gaussian, Laplacian, and AR1 stochastic noise models. Table 5 reports validation frequencies of
the approximated distributions, where w(C) corresponds to the fraction of test data that lie within the C-
prediction interval generated by the stochastic noise model. We also report the Kolmogorov-Smirnov (K-S)
statistic. We observe that the Laplacian noise model yields the most accurate prediction-interval frequencies,
with AR1 yielding similar performance to that of the Laplacian model.

In summary, for the advection-diffusion example, the LSTM model yielded best performance, followed
by RNN and ANN. We observed the residual-based features to yield best performance as well. Finally, the
Laplacian model yielded the most accurate stochastic noise model.
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Figure 8: Advection—diffusion equation. Histogram of regression errors on the noise test set, West,e, for the normed
state error (top) and QoI error (bottom). On the left, we show absolute errors On (p) — (57 (A)), µ E Dtest,€ n E T.

On the right, we show standardized errors, On (A) — 4(11))/ OT, µ E Dtest,g n E T. The true regression errors are
compared to the distributions predicted by the Gaussian, Laplacian, and AR1 error models. Regression errors are
shown for the LSTM deterministic regression function model with the best performing feature-engineering method
on the I Dtrain I = 4 0 case.
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Gaussian Laplacian AR1
Prediction interval 6, 6, 6x 6s 4 8s

w(0.68) 0.842 0.805 0.724 0.673 0.714 0.725
w(0.95) 0.924 0.932 0.883 0.913 0.834 0.880
co (0.99) 0.943 0.967 0.868 0.967 0.868 0.913

K-S Statistic 0.216 0.216 0.114 0.088 0.146 0.131

Table 5: Advection—diffusion equation. Prediction intervals for the various stochastic noise models. Results cor-
respond to those generated by the LSTM regression function model with its best performing feature-engineering
method on the I Dtrain = 40 case, with samples collected over Ttest,E.

4.3. Example 2: Shallow-water equations with projection-based reduced-order model
The second example considers the shallow water equations and approximate solutions generated by a

POD-Galerkin reduced-order model. The governing system of PDEs is

Oh 0 a+ , (hu) + (hv) = oat
Ohu  

at 
+ 

ax 2 
—
0
(hu2 + -

1
,a1h2) + (huv) = 0

ay

Ohv 0 a 
(htly) (hv2 + -2µ1h2) = 0

at

on the domain (x,y) E /2 = [0, 5] x [0,5], t E [0, T] with T = 10, and where h, u,v : S2 x [0,7] R, with
h denoting the height of the water surface, u denoting the x-velocity, and v denoting the y-velocity. The
parameter µl is the "gravity" parameter.

The parameterized initial conditions are given by

h(x, y, 0) = 1 + µ,2e(x-1)2±(Y-1)2, u(x, y, 0) = v(x, y, 0) = 0, (x,y) E Q,

which corresponds to a Gaussian pulse centered at (1, 1) with a magnitude of µ,2. We consider a parameter
domain (µ1,µ2) E D = [2,9] x [0.05,2].

To derive a parameterized dynamical system of the form (1) for the FOM, we apply a third-order
discontinuous-Galerkin spatial discretization, which partitions the domain into a 16 x 16 grid of uniform
square elements and employs tensor-product polynomials of order 2 to represent the solution over each ele-
ment, yielding a FOM of dimension N = 1.23 x 104. We employ slip-wall boundary conditions at the edge
of the domain.

To define the FOM OAE of the form (2), we employ a time step At = 1.25 x 10-2 with the implicit
Crank-Nicolson scheme, which is characterized by multistep coefficients ao = 1, al = -1, ,30 = (31 = 1/2 in
(3), which yields Nt = 800 time instances. Figure 9 shows elevation surfaces obtained from the solution to
the FOM OAE at one randomly chosen parameter instance.

As in the first example, we employ projection-based reduced-order models to construct approximate
solutions. We again construct a POD trial-basis matrix 4) E R*N x-K by executing Algorithm 1 in Appendix
B with inputs DROM = {3,6,9} x {0.05,0.1,0.2}, Nskip = 1, reference state xref(µ) = 0, and K = 78. For
the ROM, we employ Galerkin projection such that the ROM ODE corresponds to (12) with = 41,. We
employ the same time discretization for the ROM as was employed for the FOM.

We model both the QoI error Ssn(µ), where the QoI corresponds to the water-surface height in the middle
of the domain, and the normed state error 8VA).

4.3.1. Coarse time grid, training, validation, and test sets

We now describe how we execute Steps 1-2 and 7 introduced Section 4.1.1. For Step 1, we set T =

= 40, lDvad = 10, and Dtest =

{402°_°1; this coarse grid is again selected such that the error responses on the training set are well repre-
sented. For Step 2, we employ set sizes of Pt Irain 20. Again, to assess the

34



(a) t = 1 (b) t = 2 (c) t = 3

Figure 9: Shallow-water equations. Elevation surfaces of h for a randomly chosen parameter instance. Solutions are
colored by velocity magnitude.

impact of the training set size on the performance of the deterministic regression-function model, we con-

rain,c =

sider four smaller training and validation sets with aptrain l) E {(8, 2), (16, 4), (24, 6), (32, 8)}, which
are constructed by sampling the original sets Dt and Dvai. In Step 7, we set IArain 10.

Lastly, we note that we do not consider any feature-engineering methods that employ Feature 4, as the
dimension of the residual N = 1.23 x 104 is prohibitively large in this example.

4.3.2. Regression results
Figures 10-13 summarize the performance of the deterministic regression-function models and stochastic

noise models. First, Figure 10 reports the dependence of the performance of each deterministic regression-
function model (with its best performing feature-engineering method) on the size of the training set IDtrain1.
Figures 10a-10b considers all feature-engineering methods, while Figures lOc—lOd limit consideration to
feature-engineering methods that omit time from the set of features. When time is included as a feature,
LSTM and RNN yield the best overall performance, followed closely by ANN; ANN slightly outperforms RNN
in predicting the normed state error when time is included as a feature. ARX and LARX do not perform
well for predicting the normed state error 8x, but do perform very well in predicting the QoI error 83. We
additionally observe that both methods for training ARX yield similar trends. ARX (RT) outperforms ARX
(NRT) in predicting the normed state error, and ARX (NRT) outperforms ARX (RT) in predicting the QoI
error. Next, we again observe that ANN-I performs worse than the standard ANN. We also observe that, in
general, ANN-I (RT) performs slightly better than ANN-I (NRT) and yields similar results to ANN. Next,
in comparing Figures 10a and 10b to Figures lOc and lOd, it is observed that the non-recursive regression
methods are more reliant upon time to yield good performance than the recursive regression methods. This
indicates that the non-recursive methods will likely not generalize well for problems characterized by phase
shifts or for prediction beyond the training time interval. Lastly, the time-local GP benchmark is the worst
performing method, and is particularly poor at predicting the QoI errors. This is thought to be due to the
fact that the parameters are low quality features.

Table 6 summarizes the percentage of cases that a deterministic regression-function model produces
results with the lowest FVU, where each case is defined by one of the 11 feature-engineering methods (recall
that the residual, i.e., Feature 4 is not considered in this example) and one of the 5 training-set sizes, yielding
55 total cases. We again present results for the cases where (1) all feature methods are considered and (2)
only feature methods that don't include time are considered. Again, the results indicate that LSTM yields
the best overall performance, followed by LARX and RNN. Recursive methods yield the best performance
for predicting the normed state error in 81.8% of cases when all feature engineering methods are considered,
and in 86.7% of cases when only feature engineering methods that do not include time are considered. For
the QoI prediction, recursive methods yield the best performance in 85.5% and 86.7% of cases, respectively.
As before, this shows that including time as a feature can (slightly) improve the relative performance of non-
recursive regression methods. Also as observed previously, including time as an input feature is observed to
be more beneficial in predicting the normed state error than the QoI error.

Figure 11 summarizes the performance of each combination of regression method and feature-engineering
method for the cases IArain = 8 (top) and IArain I , = 40 (bottom). For the case IA 1rain , = 40, the recursive
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Figure 10: Shallow-water equations. Fraction of variance unexplained for all considered deterministic regression-
function models, with each employing their best respective feature-engineering method.
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error
include feat.
eng. w/ time?

kNN ANN
ARX
(NRT)

ARX
(RT)

ANN-I
(NRT)

ANN-I
(RT)

LARX RNN LSTM
Recursive

total
,5 Yes 9.1 9.1 0.0 5.5 9.1 9.1 5.5 7.3 45.5 81.8
6. No 13.3 0.0 0.0 10.0 6.7 0.0 10.0 3.3 56.7 86.7
õs Yes 14.5 0.0 12.7 5.5 5.5 7.3 20.0 16.4 18.2 85.5
õs No 13.3 0.0 16.7 3.3 3.3 3.3 16.7 13.3 30.0 86.7

Table 6: Shallow-water equations. Percentage of cases having the lowest predicted FVU for each regression method.
Results are summarized over all values 1Dtrain , I E {10, 20,30, 40, 50} and all feature-engineering methods. Recursive
total reports the sum of all regression methods in Category 2 and Category 3.

regression methods generally display better overall performance than the non-recursive regression methods
in predicting the normed state error 6.. The low-dimensional feature engineering methods are additionally
seen to lead to better overall performance than the high-dimensional feature engineering methods in this
case, as using a small number of features typically leads to lower-capacity models that generalize with limited
training data (see Consideration 3). For the QoI error, all regression methods perform poorly for the case

IDtrain = 10, with the lowest observed FVU value around FVU = 0.5. For the case IArain l = 40, all methods
perform substantially better; here, it is clear that residual-based features are essential for obtaining good
performance. LSTM, RNN, ANN, and ANN-I (RT) generally yield the best performance for the normed
state error 6.; however, ANN and ANN-I (RT) perform well only when time is included as a feature. For
the QoI prediction, LSTM, RNN, LARX, and ARX (NRT) generally perform best.

Figure 12 shows the predictions made by the different considered regression methods (for their best
performing respective feature-engineering method) as a function of time for a randomly drawn element of

Dtest for case lArainl = 40. The figure shows that all approaches except GP provide reasonably accurate
predictions for both the normed state and QoI errors.

Figure 13 and Table 7 summarize the performance of the stochastic noise models, where results are
shown for the LSTM regression method employing its best performing feature-engineering method for the
case l Dtrainl = 40. Similar to the previous case, the Laplacian noise model yields the best performance.

Gaussian Laplacian AR1
Prediction interval 6. 6., J. 6.5 S. 6.,

w(0.68) 0.956 0.971 0.801 0.848 0.927 0.972
w(0.95) 0.991 0.995 0.966 0.960 0.984 0.990
w(0.99) 0.998 0.996 0.987 0.988 0.987 0.991

K-S Statistic 0.265 0.323 0.125 0.146 0.231 0.350

Table 7: Shallow-water equations. Prediction intervals for the various stochastic noise models. Results correspond
to those generated by the best LSTM regression function model with its best performing feature-engineering method
on the IDtrain , = 40 case, with samples collected over Ttest,€•

4.4. Example 3: Inviscid Burgers' equation with coarse-mesh low-fidelity model
The final example considers the one-dimensional inviscid Burgers' equation and approximate solutions

generated by a low-fidelity model provided by a coarse spatial discretization. The governing PDE is

on 1 5,11,2
at + 2 ax 1-110-L2x, u(0, t) = t13, u(x, 0) = µ4 for x E (0, 100] (54)

on the domain x E Q = [0, 100] with t E [0, T] and T = 40, and u : Q x [0, T] -> R. We employ a parameter
domain of (µ1, µ3, µ4) E D = [0.005, 0.05] x [0.005, 0.05] x [3, 5] x [0.5, 2.5].
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Figure 12: Shallow-water equations. Error response S. (left) and Ss (right) predicted by each regression method as
a function of time. Results are shown for the best performing feature engineering method on the I Dtrain I = 40 case.,

To derive a parameterized dynamical system of the form (1) for the FOM, we apply a finite-volume
spatial discretization to the governing equations (54), which uses an upwind flux at the cell interfaces and a
uniform control-volume width of Ax = 0.1, yielding a FOM with N = 1000 degrees of freedom.

To define the FOM OAE of the form (2), we employ a time step At = 0.05 with the implicit Euler scheme,
which is characterized by multistep coefficients ao = 1, al = -1, 130 = 1 in (3), which yields Nt = 800 time
instances.

To construct approximate solutions, we employ coarse-mesh low-fidelity models as described in Section
2.1.2. In particular, to define the LFM ODE of the form (7), we employ the same finite-volume scheme as
that employed by the FOM, but use a uniform control-volume width of Ax = 2 such that NLF = 50. The
prolongation operator p consists of a linear interpolation of the coarse-grid solution onto the fine grid.

We model the QoI error (Ss (µ), where the QoI corresponds to the solution at the midpoint of the domain
such that the associated functional is g(x; t, e5o1x.

4.4.1. Coarse time grid, training, validation, and test sets

We now describe how we execute Steps 1-2 and 7 described in Section 4.1.1. For Step 1, we set T=
f8,nlinoo

1 For Step 2, we employ the same approach as in the previous section. Namely, we employ set
sizes of IArain I , = 40, lDvad - estt= 10, and ID I = 50. To assess the impact of the training set size on the
performance of the deterministic regression-function model, we consider four smaller training and validation
sets with (lDtrain , I 11) E {(8, 2), (16, 4), (24, 6), (32, 8)}, which are constructed by sampling the original

rain,Esets Dtrain and Dvai. In Step 7, we set lpt = 20.

4.4.2. Regression results

Figures 14 through 17 summarize the performance of the deterministic regression-function models and
stochastic noise models. First, Figure 14 reports the dependence of the performance of each deterministic
regression-function model (with its best performing feature-engineering method) on the size of the training
set IDtrain . Figure 14a considers all feature-engineering methods, while Figure 14b limits consideration to
feature-engineering methods that omit time from the set of features. We observe that LSTM and RNN
again yield the best performance, although their improvement over ANN is less significant than what was
observed in the previous two examples. We observe that all other methods—including the time-local GP
benchmark—perform substantially worse than these three techniques.
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Figure 13: Shallow-water equations. Histogram of regression errors on the noise test set, Ttest,,, for the normed
state error (top) and QoI error (bottom). On the left, we show absolute errors (bn(µ) — (57(µ)), µ E Dtest,E, n E T.

On the right, we show standardized errors, (FL (µ) — S7(µ))1aT, µ E Dtest,c, n E T. The true regression errors are
compared to the distributions predicted by the Gaussian, Laplacian, and AR1 error models. Regression errors are
shown for the LSTM deterministic regression function model with the best performing feature-engineering method
on the IDtrain I = 40 case.
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Figure 14: Inviscid Burgers' equation. Fraction of variance unexplained for all considered deterministic regression-
function models, with each employing their best respective feature-engineering method.

Next, Table 8 summarizes the percentage of cases that a deterministic regression-function model produces
results with the lowest FVU, where each case is defined by one of the 13 feature-engineering methods and one
of the 5 training-set sizes, yielding 65 total cases. Results are presented for the cases where (1) all feature
methods are considered and (2) only feature methods that don't include time are considered. The table
shows that LSTM is the best overall performing regression-function model, leading to the lowest FVUs in
over half of cases. RNN yields the next best performance, followed by ANN. We again observe that recursive
regression methods yield the best performance in the vast majority of cases; we also again observe that
including time can improve the relative performance of non-recursive regression methods.

error
include feat.
eng. w/ time?

kNN ANN
ARX
(NRT)

ARX
(RT)

ANN-I
(NRT)

ANN-I
(RT)

LARX RNN LSTM
Recursive

total
Ss
(58

Yes
No

0.0
0.0

12.3
5.7

0.0
0.0

0.0
0.0

0.0
0.0

0.0
0.0

1.5 35.4
2.9 34.3

50.8
57.1

87.7
94.3

Table 8: Inviscid Burgers' equation. Percentage of cases having the lowest predicted FVU for each regression
method. Results are summarized over all values Mtrain , I E {8,16,24,32, 40} and all feature-engineering methods.
Recursive total reports the sum of all regression methods in Category 2 and Category 3.

Figure 15 summarizes the performance of each combination of regression method and feature-engineering
method for the case 1Dtrain = 40. We once again observe that feature-engineering methods employing
elements of the residual lead to the best performance. We also observe that the LSTM and RNN methods
yield the best performance, and substantially outperform the time-local GP method; indeed, they generate
FVU values around 0.1 when they use only the parameters µ as features. These methods also generate FVU
values lower than 0.01 when using only 46 residual samples in the set of features.

Figure 16 shows the predictions made by the different considered regression methods (for their best
performing respective feature-engineering method) as a function of time for a randomly drawn element of

Dtest for cases Ptrain , = 8 and 1Dt Irain = 40. Here, we observe that LSTM, RNN, and ANN provide the most
accurate predictions; indeed, their predictions are already very accurate for only Pt Irain = 8. The time-local
GP benchmark and ARX models perform the worst.

Lastly, Figure 17 and Table 9 summarize the performance of each stochastic noise model for the LSTM
regression method employing its best performing feature-engineering method. Similar to the previous cases,
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Figure 15: Inviscid Burgers' equation Summary of the performance of each combination of regression method and
feature-engineering method for the case 1Dt Irain , = 40.

the Laplacian stochastic noise model provides the best stochastic noise model.

Gaussian Laplacian AR1
Prediction interval 8, 8, 8,

w(0.68) 0.943 0.810 0.933
w(0.95) 0.970 0.946 0.959
w(0.99) 0.976 0.975 0.965

K-S Statistic 0.273 0.111 0.274

Table 9: Inviscid Burgers' equation. Prediction intervals for the various stochastic noise models. Results correspond
to those generated by the best performing regression method (i.e., LSTM) with its best performing feature-engineering
method on the I Dt rain 1 = 40 case, with samples collected over Test.

5. Conclusions

This work proposed the Time-Series Machine-Learning Error Modeling (T-MLEM) method for construct-
ing error models for approximate solutions to parameterized dynamical systems. The T-MLEM method
extends the machine learning error modeling (MLEM) [15] method to dynamical systems. The key contri-
bution of this work as compared to previous works on error modeling for dynamical systems is the use of
residual-based features and recursive regression methods (e.g., recurrent neural networks, long short-term
memory networks) that employ latent variables. The use of these latent variables enables these regression
models to model dependence on temporally non-local quantities, which is essential for modeling errors in
this context (as illustrated by classical approaches for error quantification).

Similar to the MLEM method, the T-MLEM method entails four steps: feature engineering, data gener-
ation, training a deterministic regression-function model that maps from features to the conditional expec-
tation of the error, and training a stochastic noise model. For feature engineering, we considered a variety
of techniques based on those proposed in Ref. [15], along with several new techniques that include the time
variable as a feature. The majority of these feature-engineering methods employ residual-based quantities
inspired by classic error-quantification approaches. Next, we considered a hierarchy of regression methods
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Figure 16: Inviscid Burgers' equation. Error response 88 predicted by each regression method as a function of
time. Results are shown for the best performing feature engineering method on the IDtrain I = 8 case (left) and the,
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Figure 17: Inviscid Burgers' equation. Histogram of regression errors on the noise test set, Ttest,,, for the QoI error.
On the left, we show absolute errors (on (µ) — S f(µ)), /1 E Dtest,E, n E T. On the right, we show standardized errors,

(P(I-1) (57 (11)) E Dtest,Ei n E T. The true regression errors are compared to the distributions predicted by
the Gaussian, Laplacian, and AR1 error models. Regression errors are shown for the LSTM deterministic regression
function model with the best performing feature-engineering method on the 1Dtrain I = 40 case.,
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that employ both non-recurrent and recurrent regression functions as well as linear and nonlinear latent-
variable dynamics. These techniques include classic time-series modeling techniques (e.g., ARX), as well
as time-series modeling techniques emerging from the deep-learning community (e.g., LSTM). Lastly, we
examined three different stochastic noise models: Gaussian, Laplacian, and autoregressive Gaussian.

Across three benchmark problems and two different types of approximate solutions, the numerical ex-
periments illustrated the best overall performance was obtained using the T-MLEM framework with an
LSTM regression-function model. We attribute this favorable performance to LSTM's ability to capture
dependencies on long-term non-local quantities through its use of a "cell state , as well as its amenability to
training. While the best-performing feature-engineering method varied across the considered problems, gen-
erally feature-engineering methods that employ residual-based features yielded the best performance. Lastly,
we observed the Laplacian stochastic noise model to provide the best statistical model for the prediction
noise. In particular, we emphasize that the T-MLEM method with an LSTM regression-function model
and residual-based features significantly outperformed both (1) the classical model-discrepancy method [25],
which constructs an error model by applying Gaussian-process regression in parameter space, and (2) error
models constructed using non-recursive regression models as was proposed in Ref. [45].

Future work involves the application of the T-MLEM framework on truly large-scale problems, as well
as in more difficult scenarios, e.g., predicting errors beyond the training time interval.

6. Acknowledgements

E. Parish acknowledges an appointment to the Sandia National Laboratories' John von Neumann Postdoc-
toral Research Fellowship in Computational Science. The authors thank Brian Freno for providing the data
that was used in the third numerical experiment. This work was partially sponsored by Sandia's Advanced
Simulation and Computing (ASC) Verification and Validation (V&V) Project/Task #103723/05.30.02. This
paper describes objective technical results and analysis. Any subjective views or opinions that might be ex-
pressed in the paper do not necessarily represent the views of the U.S. Department of Energy or the United
States Government. Sandia National Laboratories is a multimission laboratory managed and operated by
National Technology and Engineering Solutions of Sandia, LLC., a wholly owned subsidiary of Honeywell
International, Inc., for the U.S. Department of Energy's National Nuclear Security Administration under
contract DE-NA-0003525.

44



Appendix A Distributions of trained models

In Section 4.1.1, we outlined the training and model selection process used in the numerical experiments.
In Step 5, we train the regression-function model for each value of hyperparameters 20 times using the Adam
algorithm; the models are trained 20 times because the Adam algorithm is stochastic. In Step 6, we then
select the model — which corresponds to one value of the hyperparameters and one execution of the Adam
algorithm — by evaluating validation criterion (44) or (45), depending on the category of the method. This
"best" model is presented in the numerical results.

The reader may be interested in the distribution of models obtained through the 20 training runs. Here,
we display these results for the Dtrain = 40 case in the first numerical experiment. Figure 18 presents
a histogram of the fraction of variance unexplained for all twenty training runs of the regression-function
models. Each count on the histogram in Figure 18 corresponds to a trained regression-function model
employing its best respective feature-engineering method. We observe that Figure 18 displays the same
trends as Figure 4. LSTM and RNN yield the best distribution of regression-function models, followed
closely by ANN and ANN-I. One feature worth noting for the normed state error is that LSTM yields a more
accurate distribution of regression-function models than RNN; RNN, however, yields one regression-function
model that has a particularly low FVU. This provides insight into why RNN slightly outperforms LSTM in
predicting the normed state error in Figure 4.
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Figure 18: Advection—diffusion equation. Histogram of fraction of variance unexplained for all twenty training runs
of the regression-function models. Each entry corresponds to a trained regression-function model employing its best
respective feature-engineering method.

Appendix B Proper orthogonal decomposition

Algorithm 1 provides the algorithm for computing the POD basis used in this work. We note that the
basis dimension K can be determined from the decay of the singular values; for simplicity, we treat it as an
algorithm input.

Appendix C Q-sampling

Feature engineering methods explored in this work that employ either the gappy principal components
(Feature 6) or sampled residual (Feature 7) require the specification of the sampling matrix P. In this work,
we compute this sampling matrix via q-sampling [11]. Algorithm 2 provides the associated algorithm.
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Algorithm 1 Proper orthogonal decomposition (POD)

Input: Training parameter instances DROM Luitoml C D; number of time steps between collected
snapshots Nskip < Nt; reference state xref(tt); desired basis dimension K.
Output: POD basis [01 • • • 0K] E ETX K

Steps:

1. Solve the FOM OAE (2) for µ E DROM and collect the snapshot matrix

S(µ, N.kip) := [xArSkiP (A) — xref(i-t) • • •

2. Compute the (thin) singular value decomposition

Xfloor(Nt/Nskip)Nskip (A) — xref(P)]

wi,./Vskip)[S(Alto • • • s(PRNOtrmain,ROM \ 
EVT,)1vskip)] = U 

where U [u1 • • • UNtram,ROMNt/Nsklpl •

3. Truncate the left singular vectors such that 0i = ui, i = 1, , K .

(55)

(56)

Algorithm 2 Algorithm for generation of sampling matrix through q-sampling.

Input: Residual training set 7:• ,-,train = fi'n(p) E Vtrain 
={~lz}iDiainl 

n E Ttrain}
Output: Sampling matrix P E {0, i}m5xN
Steps:

1. Compute the residual snapshot matrix:

Sr := (ai) • • •

2. Compute the column mean of Sr

r(
N

t)

) i'r(i)(Ipptra,„ l) • • •

1
E:=  

I /r,traini i;e7-„,train

3. Compute the (thin) singular value decomposition:

Sr — T-eT = UEVT ,

where e E {1}17;'frainl.

4. Compute the QR factorization of UT with column pivoting

LTT[F1T 
= 
QR,

where P* [pi
i

PIT,,trainli

T 
E {0, 1}N.

47.,(Nt) (A 
lptratn

5. From the permutation matrix P*, select the first rt, < IT.r,trainl rows to form the sampling matrix

P := [Pi • • • rins] 
T •
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Appendix D Gaussian-process regression

The numerical experiments consider time-local Gaussian-process regression models as a benchmark error-
modeling method. This method is analogous to employing the "model-discrepancy" method of Kennedy and
O'Hagan [25] at each time instance. This approach constructs a separate GP model to predict the error for
each time instnace of interest. As such, the approach can only be used to make predictions at time instances
for which training data exist, i.e., prediction beyond the training time interval is not possible. We note that
the use of time-local GP regression was considered in Ref. [35], wherein GP models were constructed in
parameter space over time windows.

We begin by setting Dtrain liN21 , where Ars := rain ,lpt I and consider an arbitrary test point µ E D.
We define the vector of training responses and the model of the test response at time instance n E as

(5n (1-t) :=[Örtirain

i0 (U)]

where 15tnrain [8n (au') • • • (5n(pws)]T. We then assume the data are drawn from the prior distribution

(5n (p) ̂ N(0,En(µ) + AI),

where E R± is an additive noise hyper-parameter and En (p) is a positive definite (N, + 1) x (N, + 1)
covariance matrix of the form

) 
7tlest1(//)T1

En(P) = [Zert'rstian

where we employ radial-basis-function kernels such that

2

:= 
exp  

h2 
= 1, , Ns,

'

II~ 2
[ rtiest(P)]ii = exp  — 11 

h2 ' 
. 
= 1, • ,N„,

(57)

Given the training data, the posterior distribution of the model of the test response is

(A) (test (A)(grain + AI) —16:rain , 1 + — rtiest (I-t)(train + 1( rtiest (P))1

Comparing with Eq. (26), we see that this model corresponds to the following quantities in the present
T-MLEM framework:

sf (i-t) = glest (u)(Elrain + AI) Örtirain

SE (1-) Ar (0, + — glest(ea)(Ellrain + AI) —1 (Eitlest (P))T) •

(58)

This model requires specifying parameters and h. We compute the length-scale parameter h by max-
imizing the log-marginal likelihood of the posterior distribution (see Ref. [40]), while we treat the noise
parameter as a hyper-parameter that is selected using a validation procedure with a grid search.

Appendix E Keras algorithms

We implement the ANN, ARX, ANN-I, LARX, RNN, and LSTM models using Keras. This appendix
provides the Python code that was used to construct these networks. For ARX and ANN-I, only networks
corresponding to the RT training formulation are presented.
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E.1 Artificial neural network (ANN)

def build_nn (X,y, hyperparams) :
neurons , depth , reg = hyperparams [0] ,np. int (hyperparams [1] ) , hyperparams [2]
model = Sequential ()
model . add(Dense (neurons , input_shape=(None ,np. shape (X) [ —1]) , activation=' relu ' , use_bias=True

, kernel_regularizer=regularizers .12 (10.**reg)))
for i in range (1 , depth) :

model . add(Dense (neurons , activation=' relu ' , use_bias=True ,
kernel_regularizer=regularizers .12 (10**reg)))

model . add(Dense (np . shape (y) [ —1] , activation=' linear ' , use_bias=True))
model. compile ( loss=' mean_squared_error ' , optimizer='Adam')
return model

Listing 1: Python code for the initialization of ANN.

E.2 Autoregressive w/ Exogenous Inputs (ARX)

def build_model_arx (X, y , hyperparams) :
neurons , reg = int (hyperparams [ 0] ) ,np. int (hyperparams [ 1 ] )
model = Sequential ()
model . add(SimpleRNN(np . shape (y) [ —1] ,input_shape=(None ,np. shape (X) [ —1]) ,return_sequences=
True , activation=' linear ' , kernel_regularizer=regularizers .12 (10**reg) ,
recurrent _regularizer=regularizers .12 (10**reg) ) )

model. compile ( loss=' mean_squared_error ' , optimizer='Adam')
return model

Listing 2: Python code for the initialization of ARX.

E.3 Integrated Artificial Neural Network (ANN-I)

def build_model_nni (X,y, hyperparams) :
neurons , depth , reg = hyperparams [0] ,np. int (hyperparams [1] ) , hyperparams [2]
model = Sequential ()
model . add(Dense (neurons , input_shape=(None ,np. shape (X) [ —1]) , activation=' relu ' , use_bias=True

, kernel_regularizer=regularizers .12 (10.**reg)))
for i in range (1 , depth) :

model . add(Dense (neurons , activation=' relu ' , use_bias=True , kernel_regularizer=regularizers
12 (10**reg)))

model . add(Dense (np . shape (y) [ —1] , activation=' linear ' , use_bias=True))
model . add(SimpleRNN(np . shape (y) [ —1] ,return_sequences=True , activation=' linear ' , use_bias=

False , recurrent_initializer='ones ' ,kernel_initializer='ones ' ,nam'RNN'))
model. get _layer ( 'RNN') . trainable = False
model. compile ( loss=' mean_squared_error ' , optimizer='Adam')
return model

Listing 3: Python code for the initialization of ANN-I.

E.4 Latent Auto-Regressive w/ Exogenous Inputs (LARX)

def build_model_rnn_linear (X,y, hyperparams) :
neurons , reg = int (hyperparams [ 0] ) ,hyperparams [1]
model = Sequential ()
model . add (SimpleRNN(neurons , input_shape=(None,np. shape (X) [ —1] ) ,retur n_s equence s=True ,
activation=' linear ' , kernel_regularizer=regularizers .12 (10**reg) , recurrent_regularizer=
regularizers .12 (10**reg)) )

model . add(Dense (np . shape (y) [ —1] , activation=' linear ' , use_bias=True))
model. compile ( loss=' mean_squared_error ' , optimizer='Adam')
return model

Listing 4: Python code for the initialization of LARX.
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E.5 Recurrent neural network (RNN)

def build_rnn (X,y, hyperparams) :
neurons , depth , reg = int (hyperparams [0] ) ,np. int (hyperparams [1]) ,hyperparams [2]
model = Sequential ()
model . add (SimpleRNN (neurons , input_shape=(None,np. shape (X) [ —1]) ,
return_sequences=True , kernel_regularizer=regularizers .12 (10**reg) ,
recurrent_regularizer=regularizers .12 (10**reg)) )

for i in range (1 , depth) :
model . add (SimpleRNN( neurons ,
return_sequences=True ,
kernel_regularizer=regularizers .12 (10**reg) ,
recurrent_regularizer=regularizers .12 (10**reg)) )

model . add(Dense (np . shape (y) [ , actiyation=' linear ' , use_bias=True))
model. compile ( loss=' mean_squared_error ' , optimizer='Adam')
return model

Listing 5: Python code for the initialization of the RNN.

E.6 Long short-term memory network (LSTM)

def build_lstm (X,y, hyperparams) :
neurons , depth , reg = int (hyperparams [0] ) ,np. int (hyperparams [I]) ,hyperparams [2]
model = Sequential ()
model . add (LSTM(neurons , input_shape=(None,np. shape (X) [ ) , return_sequences=True ,
kernel_regularizer=regularizers .12 (10**reg) , recurrent_regularizer=regularizers .12 (10**
reg)) )

for i in range (1 , depth) :
model . add(LSTIVI( neurons , return_sequences=True , kernel_regularizer=regularizers .12 (10**reg)
,recurrent_regularizer=regularizers .12 (10**reg)) )

model . add(Dense (np . shape (y) , activation=' linear ' , use_bias=True))
model. compile ( loss=' mean_squared_error ' , optimizer='Adam')
return model

Listing 6: Python code for the initialization of LSTM.
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