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Abstract—As the growing availability of computational power
slows, there has been an increasing reliance on algorithmic
advances. However, faster algorithms alone will not necessarily
bridge the gap in allowing computational scientists to study
problems at the edge of scientific discovery in the next several
decades. Often, it is necessary to simplify or precondition solvers
to accelerate the study of large systems of linear equations
commonly seen in a number of scientific fields. Preconditioning a
problem to increase efficiency is often seen as the best approach;
yet, preconditioners which are fast, smart, and efficient do not
always exist.

Following the progress of [1], we present a new preconditioner
for symmetric diagonally dominant (SDD) systems of linear
equations. These systems are common in certain PDEs, network
science, and supervised learning among others. Based on spectral
support graph theory, this new preconditioner builds off of
the work of [2], computing and applying a V-cycle chain of
approximate inverse matrices. This preconditioner approach is
both algebraic in nature as well as hierarchically-constrained
depending on the condition number of the system to be solved.
Due to its generation of an Approximate Inverse Chain of
matrices, we refer to this as the AIC preconditioner.

We further accelerate the AIC preconditioner by utilizing
precomputations to simplify setup and multiplications in the con-
text of an iterative Krylov-subspace solver. While these iterative
solvers can greatly reduce solution time, the number of iterations
can grow large quickly in the absence of good preconditioners.
Initial results for the AIC preconditioner have shown a very
large reduction in iteration counts for SDD systems as compared
to standard preconditioners such as Incomplete Cholesky (ICC)
and Multigrid (MG). We further show significant reduction
in iteration counts against the more advanced Combinatorial
Multigrid (CMG) preconditioner.

We have further developed no-fill sparsification techniques
to ensure that the computational cost of applying the AIC
preconditioner does not grow prohibitively large as the depth of
the V-cycle grows for systems with larger condition numbers. Our
numerical results have shown that these sparsifiers maintain the
sparsity structure of our system while also displaying significant
reductions in iteration counts.1 2

Index Terms—spectral support solver, linear systems, fast
solvers, preconditioners, multigrid, graph laplacian, benchmark-
ing, iterative solvers, precomputations, approximate inverse
chain, sparsifiers, iterative solvers
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I. INTRODUCTION

For many numerical methods and problems, scientific
computing approaches have been reaching the limits at which
we can accelerate solvers and approaches for HPC [3]. The
20th and 21st centuries have seen a massive explosion in the
number of algorithms for accelerating the solutions of systems
of linear equations [4]. Following the exponential growth of
computing power through the 1960s to 1980s, these algorith-
mic advances slowed in favor of leveraging ever-increasing
computational power [5]–[8]. Despite the reliance on compute
power, a number of important algorithmic innovations such as
Multigrid methods (i.e., hierarchical representations) [9], [10],
the Fast Multipole Method [11]–[14] and the exploitation of
sparsity and patterns (e.g., FFTs [15], [16], sparse FFTs [17],
[18] and reduced-communication FFTs [14], [19], [20]) have
further advanced scientific discovery; however, we are rapidly
approaching the point at which additional compute power will
not yield significantly better results. It is becoming increasingly
important to develop new algorithmic advances as well as find
new ways of accelerating existing computational techniques.

Consider solving large systems of linear equations of the
form Ax = b, which have benefited greatly from computational
and algorithmic advances, consider. As introduced and dis-
cussed in [1], Krylov-subspace solvers, particularly Conjugate
Gradient (CG)- and Generalized Minimal Residuals (GMRES)-
based solvers [21]–[25], are commonly-employed approaches
to iteratively solving such systems. These approaches are often
extremely fast and efficient at each step of the solver, but the
number of steps can become quite large, and communication
or parallelization across iterations is often not feasible. In the
absence of new algorithms or more compute power, it is often
necessary to precondition a problem, or condition it to be
solved more quickly with existing techniques in fewer steps.

The development and advancement of new preconditioners
such as [1], where the system can be preconditioned in terms
of its underlying structure, allow for faster solvers with existing
techniques and computational resources. Preconditioners, which
can further exploit the hierarchical nature and structural
sparsity of systems of linear equations, lead to smarter solvers.
Preconditioners that are smart, adaptive, and can be constructed
on the fly in a problem-specific fashion will have a great
impact on the types of problems and sizes of problems that
computational scientists will need and want to tackle in the
next 50 years.



In this paper, we follow the discussion in [1] by looking at
a preconditioner based on spectral support-graph theory [26]–
[30]. In particular, we focus on the method of [2], in which
an approximate inverse chain of matrices is constructed and
then applied at each iteration of the linear solver. We begin by
outlining the theory and algorithms for this solver in sections II-
III; we then look at initial results in Section IV; sparsification
techniques, necessary for retaining structural sparsity for
efficiency, are introduced and discussed in Section V with
results in Section VI. Our focus here is mainly in studying
effective ways of reducing iteration counts, and we discuss
plans for incorporating the results here with [1] in Section VII.

II. BACKGROUND AND MOTIVATION FOR SYMMETRIC
DIAGONALLY DOMINANT ITERATIVE SOLVERS

As in [1], we remain interested in positive-definite, sym-
metric systems, for which solutions are required in a number
of areas, including in the solution of certain PDEs with finite
elements [12], [31], in semi-supervised learning problems [32]–
[34], SDP approaches for graph partitioning [35], and in study-
ing graph flow problems such as max-flow [36] and congestion
control [37]. For these systems the CG in Algorithm 1 can be
leveraged due to simplicity and reliance solely on vector-vector
additions and matrix-vector multiplications.

Algorithm 1 CG algorithm for solving Ax = b with a positive definite
matrix A.
1: if k := 0 then
2: x0 := 0
3: r0 := b− Ax0, p0 := r0
4: end if
5: while ||rk|| > ε do
6: αk :=

(rk,rk)

(pk,Apk)

7: xk+1 := xk + αkpk , rk+1 := rk − αkApk

8: βk :=
(rk+1,rk+1)

(rk,rk)

9: pk+1 := rk+1 + βkpk
10: k := k + 1
11: end while

As discussed in [1], [2], for systems with large condition
number, κ(A), the CG method’s rate of convergence can be
adversely affected [38]. The approach we discussed in [1] in-
volved using Combinatorial Multigrid (CMG) as preconditioner
to compare against Incomplete Cholesky (ICC) and Multigrid-
based preconditioning solvers. The Preconditioned Conjugate
Gradient (PCG) constructs a matrix P, which approximates A
in some desired ways and whose inverse is relatively easy to
compute in order to solve:

P−1Ax = P−1b. (1)

Here, P is constructed such that it both lowers the iteration
count (increases the rate of convergence of the iterative solver)
while not increasing the computational cost of each step [23].
For more information on the Combinatorial Multigrid and
Incomplete Cholesky approaches, we refer to [1].

As in our prior work, we are focused primarily on symmetric
diagonally-dominant (SDD) matrices, A where Aij = Aji and
Aii ≥

∑
j 6=i |Aij |; these systems are common in a variety of

fields as mentioned above.

For a symmetric real matrix, A = AT , and we use the
notation A < 0 to indicate that A is positive semi-definite (all
eigenvalues λj ≥ 0); similarly, A � 0 indicates A is positive
definite (λj > 0). For matrices A,B, A < B⇔ A−B < 0.
Using this notation, we can say that A ≈ε B⇔ exp (εA) <
B < exp (−εA).

Using these definitions and notation, [2] have developed a
new algorithm for solving systems of equations with SDDM
matrices, which we will focus on for the remainder of this
paper. An SDDM matrix M is a generalization of an SDD
matrix which can decomposed as M = D−A where D is a
diagonal matrix, A is symmetric, both are non-negative,and
D � A. Inverting A is potentially expensive, so [2] invoke
the following identity for SDDM matrices:

(D−A)−1 =
1

2

[
D−1 + (I+D−1A)(D−AD−1A)−1(I+AD−1)

]
(2)

Now, instead of inverting A, one needs to invert D, a trivial
task. The problem, however, is that this approach also involves
potentially expensive matrix-matrix multiplications. Further, we
would still have to invert (D−AD−1A), but if this process
could be simplified, or if the matrices could be sparsified,
the process outlined by [2] can be streamlined. Indeed, [2]
uses the above identity to create an approximate inverse chain
of matrices, which provides the basis for a preconditioning
approach, leading to an iteration count significantly lower than
those seen in other advanced preconditioners, including the
CMG approach shown in [1], [39]. It is further desirable that
this chain of matrices maintain a relative structural sparsity in
order to remain computationally efficient. We discuss this in
further detail in Section V.

III. THEORY AND ALGEBRAIC MOTIVATION FOR
APPROXIMATE INVERSE CHAIN PRECONDITIONER

Since D−A is SDDM, it can be shown that if it is sparse,
(D−AD−1A) is sparse as well (or maintains the same level of
general sparsity). Given the structure of D and A, we present
the following identity from [40]:

D− (AD−1A)(D−1(AD−1A)) = D−D(D−1A)4. (3)

In particular, applying the left-hand side of equation (3) to a
vector k > 1 times results in the right-hand side of the equation
becoming D − D(D−1A)2k. Since ||D−1A|| ≤ 1 (from
SDDM property), (D−1A)2k → 0 and D−D(D−1A)2k → D
as k →∞. This naturally leads to the following approach [2]:

For a system Mx = b, where M is SDDM, let M0 = M such that
M = D0−A0. Let M1 = (D0−A0D

−1
0 A0) := D1−A1. Iterate

in this way, i.e.,
{
Mi = (Di−1 −Ai−1D

−1
i−1Ai−1) := Di −Ai

}
until a maximum number of iterations is reached..

,

Combining this with (2), we can now approximate M−1i =
(Di −Ai)

−1 with,
1

2

[
D−1

i + (I+D−1
i Ai)(Di+1 −Ai+1)

−1(I+AiD
−1
i )
]
. (4)

From equations (3) and (4), as i grows large, (Di+1 −
Ai+1)→ Di+1. This suggests that for inverse chain parameter



Algorithm 2 Approx. Inverse Chain Solve M0x = (D0 −A0)x = b0

for depth d

for i = 1 : d do
Compute Mi = Di−1 −Ai−1D

−1
i−1Ai−1 = Di −Ai.

Compute bi = (I + AiD
−1
i )bi−1.

end for
Compute xd = D−1

d bd.
for i = d− 1 : 0 do

Compute xi = 1
2

(
D−1

i bi + (I + D−1
i Ai)xi+1

)
.

end for

depth d, we can solve M0x = b0 in Algorithm 2 [2] . Note
that if the condition number of M0 is κ, then the maximum
eigenvalue, i.e., λmax

(
D−1A

)
, is O(1 − 1

κ ) (Proof see [2])
such that setting d = O(log(κ)), then λmax

(
D−1A

)2d ≈ 0.
As can be seen in the algorithm above, the structure of

the algorithm provides a V-cycle in the same spirit as many
Multigrid algorithms including the CMG [1], [39], with a few
matrix vector multiplications except for the construction of the
chain of matrices. The V-cycle is shown in Figure 1. Precalcu-
lations can reduce the amount of per-iteration calculations in
the algorithm.

b0

b1

bd

x1

x0

xd

Fig. 1: Example of the V-cycle in calculation the chain of right-hand side
approximations, bi, allowing for the construction of the chain of approximate
solution vectors, xi. b0 is the initial right-hand side at each iteration of the
preconditioner, and we calculate up to a maximum depth of d (prespecified
manually or calculated based on the system’s condition number). x0 is the
final approximation to the solution vector at each step of the iteration.

This Approximate Inverse Chain (AIC) preconditioner [2]
is framed as a solver, but really is more of a preconditioner
used in the context of a CG Krylov subspace solver. Similar
to [41] and [42], the approaches of [2] can be employed as
a preconditioning step of an iterative solver to decrease the
overall iteration count. It can further be seen from the algorithm
above that it is best to precompute many of the matrix-matrix
multiplications and diagonal matrix inversions such that the
overall cost of each preconditioning step is O(3dN) where
O(N) is the cost of each matrix-vector multiply. We separate
the above algorithm into a precomputation step and a dynamic
computation step in Algorithm 3. It can be seen how Algorithm

Algorithm 3 Precomputation with Input: M0, depth d and output{
Ci,Ei, D̃i

}
for i = 1 : d do

Let Mi = Di−1 −Ai−1D
−1
i−1Ai−1 = Di −Ai.

Compute D̃i = D−1
i .

Compute Ci = (I + AiD̃i).
Compute Ei = (I + D̃iAi).

end for

2 reduces to a O(3d) matrix-vector multiplications in the solver
with the precomputation input from Algorithm 2 (shown in
Algorithm 3). In fact, these Mi matrices can be pre-computed,

Algorithm 4 Approx. Inverse Chain Solve M0x = b0 for depth d with
input

{
Ci,Ei, D̃i

}
as precomputed in Algorithm 3

for i = 1 : d do
Compute bi = Cibi−1.

end for
Compute xd = D̃dbd.
for i = d− 1 : 0 do

Compute xi = 1
2

(
D̃ibi + Eixi+1

)
.

end for

so that step in the initial descent can be pulled out of the loop.
As mentioned in Section I, if care is not taken in Algorithms
2 and 3, the inverse chain can become prohibitively dense. We
introduce an approach for tackling this potential bottleneck in
Section V. First, in the next section, we discuss initial prototype
results for the Approximate Inverse Chain preconditioner as
compared to other preconditioners.

IV. INITIAL RESULTS FOR A NON-SPARSIFIED SOLVER

The Approximate Inverse Chain approach in [2] utilizes a
Richardson iteration approach with the original Algorithm 1
solver in the preconditioning step while [40] uses a Chebyshev
iterative method for optimal theoretical asymptotics; however,
in practice neither of these solvers are particularly good for
general problems as compared to more stable and mature
iterative solvers. As discussed in [1], for sparse SDD (or
SDDM) systems the Conjugate Gradient (CG) algorithm, is a
better, more stable candidate [21]–[23]. As previously discussed
in further detail in [1], for large condition numbers, the
number of iterations required for convergence can become
unacceptably high but these iteration counts can be reduced
with preconditioners. To review, we seek to construct a
preconditioner P from (1) that reduces the number of steps
for an iterative method while not introducing significant cost
to setup and apply at each iteration. For the purposes of a
symmetric positive definite A, P is also required to have
the same symmetry properties as A; the convergence rate of
the iterative solver would therefore be based on the structure
and condition number of P−1A. In [1], we showed results
for simple preconditioners such as the Modified Incomplete
Cholesky (MIC) as well for the more complex Combinatorial
Multigrid (CMG) preconditioner.

For testing the effectiveness of the AIC preconditioner, we
first implemented and tested a MATLAB prototype. We utilized
the same sample test as in [1] seen in Figure 2, in which we
construct a simple matrix A using a 5-point discrete Laplacian
stencil on top of a regular two-dimensional grid. The result
is a very sparse system. We then solve Ax = 1T for x using
a PCG solver with a residual tolerance set to εres = 1e − 8
and several preconditioners. In Figure 3, we investigate the
number of iterations needed to reach the desired residual for no
preconditioner, an IC, MIC, CMG, and the new Approximate
Inverse Chain (AIC) preconditioner as we increase the size of
the grid used to construct A, thereby increasing the number of
nonzeros and the resulting condition number κ(A). We observe
that from a pure iteration count perspective, for larger problems
the AIC preconditioner performs even better than our CMG



r = zeros(1,m);
r(1:2) = [2, -1];
T = toeplitz(r);
E = speye(m);
A = kron(T,E) +
kron(E,T);
p = symamd(A);
A = A(p,p);
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Fig. 2: Sample input to the CMG preconditioner/solver. Left: Sample
MATLAB code to generate the systems of various sizes; Right: System with
n = 102400, 510720 non-zeros, and condition number, κ ≈ 6e4. This code
can generate systems of various sizes.

implementation, which in itself performs better than standard
approaches.
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Fig. 3: For experiments from [1], we plot the condition number against the
number of iterations. For small κ(A), various Incomplete Cholesky (IC/MIC)
approaches are successful, but CMG outperforms all other approaches as κ(A)
grows. However, our implementation of the AIC method from [2] greatly
outperforms CMG in terms of iteration count for larger problems.

We note that in Figure 3, we set the depth of the AIC
solver to be no greater than d = 10; however, as noted, the
chain of matrices can become increasingly dense, resulting
in an effectively-dense solver in terms of matrix-vector multi-
plications. In the next section, we discuss a simple approach
to producing a set of sparsified matrices in the approximate
inverse chain to guarantee that structural sparsity is maintained.

V. SPARSIFICATION APPROACHES FOR SIMPLIFIED CHAINS

When A0 with condition number κ is passed as input to
Algorithms 2 and 3, the matrix product Ai−1D

−1
i−1Ai−1 can

become dense for some i ≤ d. It is desirable to maintain
a level of sparsity in the chain of matrices that is on the
same relative order of A0 in order to avoid computational

bottlenecks. [2] note that these bottlenecks can be partially
overcome through parallelization approaches but more impor-
tantly through sparsification techniques as outlined in [29] and
[43]. Sparsifying the matrix construction on-the-fly at each step
in the chain construction i results in an approximate calculation
Mi ≈ε Ai−1D

−1
i−1Ai−1. Sparsification methods are often

based on a low-stretch spanning tree (LSST) construction;
however, we have implemented an LSST algorithm and found
this approach in practice to be computationally prohibitive.

Instead of an LSST-based sparsification approach, we have
developed an approach for sparsifying the inverse chain of
matrices by measuring the sparsity of the original system and
then maintaining a relative level of sparsity in the subsequent
chain of matrices based on the ideas of Incomplete Cholesky
(ICC) preconditioner methods. ICC methods are popular as
preconditioners in solving systems of linear equations with
sparse matrices [23]. The basic idea is to use no fill or zero
fill in constructing the preconditioner K̂ when corresponding
locations in A = KKT are zero during Cholesky factorization.
That is, ICC methods set Kij = 0 when Aij = 0 during the
Cholesky factorization. For sparse matrices A, this guarantees
that K is as sparse as A’s lower-triangular half. In the context of
developing a sparsifier for the AIC preconditioner, we use a no-
fill strategy by leveraging the ideas from ICC preconditioners.

We sparsify the approximate inverse chain of matrices in
our preconditioner implementation by performing a no-fill
approach to Di−AiD

−1
i Ai, based on a specified threshold of

heuristics obtained from A0. In general, the main requirement
in sparsification routines is that the number of new edges in
the product of matrices remain bounded [2]. That is, if Ai is
of size n × n with m non-zeros (in the context of support-
graph theory, this is analogous to a graph with n vertices and
O(m) edges), then successfully sparsifying Di −AiD

−1
i Ai

should result in O(n+mlog(n/ε2)) non-zero entries, and then
further reduced to O(nlogc(n/ε2)), where ε is a nonnegative
value chosen to be less than 1/2 and c is constant. We can
achieve the same resulting sparsity by effectively not creating
new entries in the chain of matrices in the AIC solver once a
new matrix Ai in the chain has achieved a constant multiplier
level of sparsity from the original matrix. That is, if A0 has m
non-zero entries, we can specify maximum density in the chain
of matrices to be C · m for some small constant C << m
such that at some depth d in the chain {Ai}, the number of
nonzeros in all matrices Aj , where j ≥ d, will be ≈ C ·m.

In Figure 4, we show examples for performing the matrix-
matrix multiplications in developing the chain of matrices for
the AIC preconditioner, displaying the resulting density from
(1) not sparsifying the matrix product as well as from (2)
applying the no-fill sparsifier. In Figure 4, a system of size
n = 1600 (small for illustrative purposes) is built to a chain
of depth d = 6, initiating the no-fill strategy at i = 4. It can
be seen how the general structure of the matrices remains
consistent while maintaining a desired level of sparsity. We
further note that while it is possible to simply zero entries
not desired after computing the matrix product, in practice we
do not perform a full level of computations, instead ignoring
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Fig. 4: Example no-fill sparsification strategy for input of size n = 1600. Here, we arrest the fill of nonzero locations in computing Mi+1 = (Di−AiD
−1
i Ai)

at level i = 4 for maximum depth d = 6. For each of the size figures, there are three subfigures. For example, for figure (a) on the left, we see the original A
matrix at the prior step (in this case A0); in the middle is the computed (Di−1 −Ai−1D

−1
i−1Ai−1) with full fill; the right figure is what the results looks

like if no fill is performed (this case only occurs here for i ≥ 4. In the figure, (a), (b), (c) and depths 1,2, and 3 (the original M0 is at depth 0), the fill is
computed and stays. For (d), (e), and (f) and depths 4, 5, and 6, no fill is performed, and the results of the nonzeroes remaining the same can be seen after
zeroing out the unnecessarily filled entries.

undesired entries in the matrix multiplication phases. In the
next section, we present results from an implementation of the
AIC preconditioner with our no-fill sparsification techniques.

VI. NUMERICAL RESULTS FOR NO-FILL APPROACHES

As in [1] where we developed a CMG preconditioner, we
have implemented a version of the AIC preconditioner in
C/Petsc [44], [45]. We again use the sample input from
Figure 2; this input provides a good test because, while it is very
sparse, the last row and column are relatively dense. Therefore,
as we compute the chain of approximate inverse matrices, the
resulting Mi matrices grow dense quickly if sparsification is
ignored. The systems are generated in MATLAB and converted
to a Petsc-friendly format using scripts. For the right-hand
side, we use a standard input of b = [10]T . From this input,
we construct the Mi from Algorithms 2 to 4, stopping the fill
of the (Di−AiD−1i Ai) at a pre-determined level to enact our
no-fill strategy.

The preconditioner shows good results in reduced iteration
counts against Incomplete Cholesky and Petsc’s Multigrid
preconditioner for our test systems.

In Figure 5, we compare the AIC preconditioner against
a standard Incomplete Cholesky (ICC) preconditioner (no-
fill Cholesky) and an off-the-shelf Multigrid preconditioned
Conjugate Gradient solver (PCG). We consider 12 digits of
relative accuracy for the PCG solver and a maximum number
of 10, 000 iterations, looking at various levels of problem size,

condition number, depth of approximate inverse chain and
no-fill level. As an example of executing our solver in Petsc
on a system for a maximum of d = 7 levels in the chain of
matrices and no-fill beginning at i = 4 and 12 digits of relative
numerical accuracy (when PCG stops), we execute:
./Solver -f mat_vec_sampl.in -pc_type AIC
-pc_ps_numlevels 7 -pc_ps_nofill_it 4 -ksp_rtol 1e-12

The fill strategy can also be based on an ε-type parameter,
determining the percentage of fill based on a relative number
of edges and vertices.

For our tests in Figure 5(a), we observe that for moderate
levels of no-fill, the AIC preconditioner performs significantly
better in terms of pure iteration count than ICC. Continuing this
trend in Figure 5(b)-(f), we observe that the AIC preconditioner
performs significantly fewer iterations even at the no-fill level
of NF = 3, as compared to both the ICC and Multigrid
preconditioners.

VII. CONCLUSIONS AND FUTURE WORK

We have presented an implementation of a new precondi-
tioner based on support-graph theory as introduced in [2].
Following our work on implementing the Combinatorial
Multigrid (CMG) preconditioner in [1], we have shown how
certain classes of SDD systems of linear equations can be
solved with iterative Krylov solvers and reduced iteration
counts. This new preconditioner builds an approximate inverse
chain (AIC) of matrices and applies them using a V-cycle
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Fig. 5: We compare the total iteration count against the maximum depth d of the AIC preconditioner. We also show various no-fill levels and compare
these results against the ICC(0) and MG preconditioners. As described above, the no-fill level is the level in the inverse chain of matrices at which we stop
adding new entries to the subsequent matrices in the chain in the interest of maintaining sparsity. For various problem sizes and condition numbers, we further
investigate the total number of maximum nonzeroes in the deepest matrix in the chain; the number of nonzeroes is based on the no-fill level. (a): Problem size
of n = 100 and κ = 7.0e1; (b): problem size of n = 400 and κ = 2.6e2; (c): problem size of n = 1600 and κ = 9.9e2; (d): problem size of n = 6400
and κ = 3.9e3; (e): problem size of n = 25600 and κ = 1.5e4; (f): problem size of n = 102400 and κ = 6.1e4. For each graph, ICC refers to Incomplete
Cholesky, MG refers to Multigrid, and NF followed by the value indicates the level at which no further matrices deeper in the the AIC solver’s inverse chain
add entries to existing locations with zero values.

as shown in the Algorithms in Sections II- III. We further
showed how precomputations can simplify the algorithmic
implementation. Prototype results showed the efficacy of the
AIC preconditioner in Section IV; we discussed the need for
sparsification approaches to maintain the structural sparsity of
the system and introduced our no-fill sparsifier in Section V;
results for the full AIC preconditioner in C/Petsc were
presented in Section VI, where we showed that the AIC
preconditioner possesses significantly-reduced iteration counts
as compared to commonly-employed Incomplete Cholesky and
Multigrid preconditioners.

We are currently working to combine the strengths of the
new AIC and no-fill sparsification approaches with the CMG

preconditioner. Additionally, we are working on parallelization
techniques for computing the no-fill sparsifiers in the setup
of the inverse chain of matrices; indeed, these matrices
mostly require sparse matrix-matrix multiplications, which
lend themselves well to parallelization.

Finally, one can further reduce the size of the V-cycle in
Figure 1 by reducing the value of d; this would increase the
iteration count, but there could be circumstances in which
this is more computationally efficient for more dense initial
systems. Such an option has not been explored, but it would
be useful to ascertain if such a trade-off could be computed
in an a priori manner, especially as we move to combine the
AIC, CMG and sparsification approaches.
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