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Interactive Visualization of Extremely Large Data!



Interactive Visualization of Extremely Large Data!

March, 2005: 473 million triangle mesh, 1.5 Billion polygons/sec.!



Advancing Scalable Scientific Visualization with ParaView 3.0!



Distance Visualization of Terascale Data with ParaView!

•  Out-of-the-box solution (despite complexity of hardware)!
•  ParaView 2x faster than other solutions (27 million unstructured cells)!

•  ParaView only workable solution for large data (274 million unstructured cells)!
!



Principles Resulting from Large Scientific Data Analysis!

•  Scalability!

•  Run the same software on everything from laptop to cluster!

•  Data size shouldn’t matter to the analyst!
•  Algorithms, data structures and visualization must adapt to data size!
•  Client (user-side) software can connect to appropriate remote hardware!

•  Tools must be cross-platform!
•  Linux, Windows, Mac!

•  Responsive innovation leads to success!
•  Balance between research, long term planning and immediate problems!

!



Targeted Tool Development!

•  Rapid Prototyping, with flexible technologies (Qt, VTK, etc.)!

•  Promotes interctive, cross-platform tool development!

•  Attacks the ‘real problems’!

•  Addresses customer concerns up front!

•  Promotes creative, collaborative developement!

 



Analysis of NASA Telemetry Data (Leading Edge of Orbiter Wings)!



Accelerating Insight into Complex Data with LDRDView!



Accelerating Insight into Complex Data with LDRDView!



The Networks Grand Challenge? 



•  Many national security threats come from 
loose, dynamic networks of people & 
organizations. 

–  Facilitated by networks of finance, shipment, 
recruiting, smuggling, etc. 

–  E.g., terrorism, proliferation, cyber, drug 
trafficking. 

•  Apprehending individuals or preempting 
events doesn’t remove the threat. 

–  Need means to discover and defeat the network. 

•  Individual tidbits of data look benign. 
–  Only recognizable in larger context of related 

activities 
 

•  R&D gap in issues around scale and 
automation: 

–  Lacking scalable methods for processing very 
large network graphs. 

–  Need to find very faint signatures (e.g., 1013 
bytes within 1013 data). 

–  Batch-processing unacceptable (analysts need 
answers within seconds). 

President Bush looks over a chart depicting Osama bin Laden’s 
financial network; an excerpt from the chart (created using one of the 
leading tools, i2 Analyst’s Notebook) 

….and so, SNL is conducting R&D to yield a  
     radical improvement on analytical methods and tools. 

“our real adversaries are networks…” 



NGC Gathers Expertise from across the Labs, 
working on an End-to-end Approach 

•  Data 
–  Provides data sets to the project, creates and supports 

the data infrastructure required by the project.  
•  Architectures 

–  Develops software to efficiently integrate specialized 
hardware devices required by the research teams 

•  Analysis (Discovery and Forecasting Teams) 
–  Develops capabilities relevant to the needle-in-a-

haystack kinds of problems that concern intelligence 
analysts. 

•  Integration 
–  Integrates NGC technologies and techniques into tools 

that are usable by analysts 
•  Human Factors 

–  Responsible for all elicitation and knowledge 
representations, as well as software evaluation and 
assessment of technology impact on analyst 
performance.   

–  Team of social and computer scientists interested in 
the relationship between human beings and computer 
technologies. 

Analysts 

Data 

Architectures 

Analysis 

Integration 

Human 
Factors 



NGC System Diagram 

Architectures Algorithms Web Services Applications 
(Clients) 

Titan, browser Trilinos 
Algebraic Methods 
Clustering, Ranking, 
High Dimensional  
Mapping 

MTGL 
Graph Methods 
Subgraph searches, 
Connection sg’s, 
Shortest Path, etc. 

Specialized 
Distributed Data  
Operations 

Titan 
Analysis Pipelines, 
Capability Integration, 
Data Access, 
Lightweight analysis 

Titan 
Analysis Pipelines, 
Capability Integration, 
Data Access, 
Lightweight analysis 

“This project seeks to bring these two strengths – a solid reputation for excellence in computing, and our niche 
expertise in specific classes of intelligence analysis – to bear on a thorny problem: developing advanced informatics 
capabilities that are both usable and useful to analysts who are drowning in data.”  NGC project proposal 

 

Highly optimized Iterative, flexible 

Data 



NGC’s Commitment to Prototypes Promotes  
End-to-end Integration 

 PI: Cyber Application 
•  Capability integration 

and demonstration 

PII: Document Analysis 
•  Targeted development with 

analysts 
•  Iterative development 
•  Currently under 

consideration for funding 

PIII: Web ‘prediction’ 
•  New approach: web services 

architecture, lightweight 
application in browser 



There are Specific Reasons to Use HPC 

•  Iterative questioning in Analyst Time 
•  “Firehose, Stopwatch, or Dump truck” problems 

–  Data Constraints 
–  Time Constraints 
–  Complexity of the query 



NGC research thrust:  
Multilingual Text Analysis 
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Cross-language Information 

Retrieval (CLIR)

Documents could be in any language

English

French

Arabic

Spanish

English
German
Japanese
French
Chinese Simplified
Spanish
Russian
Dutch
Korean
Polish
Portuguese
Chinese Traditional
Swedish
Czech
Norwegian
Italian
Danish
Hungarian
Finnish
Hebrew
Arabic
Turkish
Slovak
Indonesian
Bulgarian
Croatian
Catalan
Slovenian
Greek
Romanian
Serbian
Estonian
Icelandic
Lithuanian
Latvian

Example: languages on the web
Goal: Cluster documents by 
topic regardless of language

• Translation triage

• Multilingual sentiment 
analysis

• Ideological classification

3
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Bible as a !Rosetta Stone"

• The Bible has been translated carefully and widely 

- 451 complete & 2479 partial translations

• Verse aligned

Afrikaans Estonian Norwegian

Albanian Finnish Persian (Farsi)

Amharic French Polish

Arabic German Portuguese

Aramaic Greek (New Testament) Romani

Armenian Eastern Greek (Modern) Romanian

Armenian Western Hebrew (Old Testament) Russian

Basque Hebrew (Modern) Scots Gaelic

Breton Hungarian Spanish

Chamorro Indonesian Swahili

Chinese (Simplified) Italian Swedish

Chinese (Traditional) Japanese Tagalog

Croatian Korean Thai

Czech Latin Turkish

Danish Latvian Ukrainian

Dutch Lithuanian Vietnamese

English Manx Gaelic Wolof

Esperanto Maori Xhosa

Sandia!s database: 54 languages:  99.76 % coverage of web

5
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Term-Doc Matrix

Term-by-verse matrix 
for all languages

terms

Bible verses

English

Spanish

Russian

Arabic

French

163,745 x 31,230

Look for co-occurrence of 
terms in the same verses 
and across languages to 
capture latent concepts

• Approach is not new: pairs of languages in Latent Semantic Analysis (LSA)

- English and French (Landauer & Littman, 1990)

- English and Greek (Young, 1994)

• Multi-parallel corpus is new
8
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Bible, color-coded according to language, are represented in the vector space.
18

 Note that 

the books cluster first to their counterparts in other languages, and then into larger 

clusters containing related books; this kind of visualization is possible only when MP6 is 

satisfactorily high. In summary, these techniques have effectively allowed us to factor 

language out, focusing only on topic, just as we had hoped. 

 

Figure 6. Visualization of multilingual Bible books in vector space 

 
18 To create this visualization, we used Tamale 1.2. The graph layout is created using VxOrd. Both are 

software created in-house at Sandia National Laboratories. For further details on VxOrd, see Boyack et al. 

(2005). 

Bible Clustering with LMSATA

• Books of the Bible color 
coded by language

• MP5 about 90%

• Books cluster first with 
their counterparts in 
other languages, then in 
larger clusters by topic 

• Visualization software: Tamale 1.2

• Graph layout:  VxOrd (Boyack et 

al., 2005)

New Testament

Gospels

Old Testament

27
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Clustering Close-up

Figure 7. Partial visualization of multilingual Bible books in vector space 

 

7 Discussion 

 

In this paper, we have offered what we believe to be clear evidence that computational 

linguistics provides fertile ground for rethinking many of the standard techniques of 

information retrieval. This is true because of the strong basis CL has in information 

theory. All of our proposed modifications (weighting term-document pairs according to 

mutual information; redefining the ‘term’ as the morpheme, or minimal unit of meaning; 

not excluding high-entropy terms; and including term alignments of the sort used in 

SMT) have obvious connections to IT. What is more, if included in an IR framework, 

they clarify the relationship between IT and IR, theoretically strengthening the latter 

without necessarily getting in the way of speed and efficiency. 

 

We have examined four basic types of modification, but we believe that there are further 

opportunities for improvement. An obvious example is that instead of limiting the 

morphological component to stem-suffix tokenization, we could also take prefixes and 

word-internal suffixes into account. Similarly, the performance of our CLIR model with 

respect to Arabic and other Semitic languages could be improved if the morphological 

component were able to identify non-concatenative roots and patterns. 

 

Following this line of reasoning further, one could conceive of building a phonological 

and/or morphophonological component into the framework without compromising its 

basis in unsupervised learning. If morphological regularities can be learned in an 

unsupervised manner, there is no reason in principle why morphophonological 

regularities of the sort described in Chomsky and Halle (1968) cannot also be learned in 

the same way. Where morphophonological or phonological alternations are reflected in 

orthography, as in English divid+e/divis+ion or Russian !"#$%&+'/!"#$%(+#), one can 

• John and Acts have tight clusters

• Some mixing with Matthew, Mark, 
Luke (synoptic gospels - share a 
similar perspective)

28



All (Large) Data Analysis is Highly, 
Immediately Constrained  

• Raw data must be processed 
– Example: database schema 

• Analysis Algorithms op on specific data types 
– Graphs, tensors, images 

• Advanced architectures support certain ops 
– XMT: multithreaded (graphs) 
– Netezza: hardware execution of SQL 
– Distributed memory: large tensor operations 

• Analysis results viewed, queried many ways 
– Layout/vis introduces bias 

• Human in the loop is a known unknown 
– Especially in non-scientific arenas 



The Hairball Principle 

This image, created by Trey Ideker using Cytoscape, depicts thousands of known 
molecular and genetic interactions occurring inside the human body.!

http://www.physorg.com/news/2010-10-center-human-function.html!



http://www.bannerblog.com.au/news/2008/08visualizing_your_life_the_non_new_age_way.php!



Mapping of intensity of Facebook friends between pairs of cities, with the connections drawn as great arcs. 
 
After a few minutes of rendering, the new plot appeared, and I was a bit taken aback by what I saw. The blob had turned into a surprisingly 

detailed map of the world. Not only were continents visible, certain international borders were apparent as well. What really struck me, 
though, was knowing that the lines didn't represent coasts or rivers or political borders, but real human relationships. Each line might 
represent a friendship made while travelling, a family member abroad, or an old college friend pulled away by the various forces of life. 

!
Paul Butler, in a blogpost:  http://www.facebook.com/notes/facebook-engineering/visualizing-friendships/469716398919!



UX notes 

• Real data is messy.  Very messy 
• Interesting data is hopeless to view in its entirety 

– This requires interactivity across CS 
• Algorithms, architectures, data movement, vis 

• Understanding data is a process, not a product 
• Customers must understand the algorithms, so 

they do not infer unsupported information from 
the presentation 

Elbow-to-elbow collaboration is essential to 
understanding large data – iterative development 
is essential. 

The process and the data are messy – the software 
CANNOT be 



Unifying Data Abstractions 



Semantic Graphs and Tensors are Sandia’s Unifying Data Structures 

1 

1 1 1 

1 1 

1 1 1 

1 
•  Networks can be of many types 

–  Social network 
–  Cyber traffic 
–  Communications 

•  Graph and matrix/tensor are equivalent representations 
–  Extends to multiple dimensions 

•  Data can be easily transformed 
•  Both graph and algebraic algorithms can be run on the same data 

–  appropriate architectures 

“The central hypothesis of this project is the idea that network 
structures extracted from large datasets can be subjected to 
mathematical analysis and testing to identify patterns of real-
world behavior.”  NGC proposal 

 



Text is Easily Transformed into  
Graph and Matrix Data Structures 

cat 10 20 
dog 10 1 
bone 2 1 1 10 
mouse 2 20 10 

cat 

dog 

bone 

mouse 

•  Raw, unstructured text input 
•  Any document, in any language, can be 

processed into these data structures 
•  Language expertise is embedded in techniques 

–  No language expertise required to use them 



‘Connecting the Dots’ Benefits from a  
Range of Approaches 

Community finding, 
subgraph searches, 
shortest path, etc. 

Ranking, clustering, 
concept mapping, 
high dimensional 
mapping 

• Supports rich relationship-centered analysis 
• Combines large, heterogeneous data corpora 
• Different abstractions support different analytics 



PII: Integrating Algebraic and Graph Methods 



PII: Integrating Algebraic and Graph Methods 

•  Problem: a small dumptruck of data 
•  Entity extraction, clustering, entity linking, ‘soap opera’ hotlist, and corpus network/

concept query 
•  Query is a set of named entities 

–  Can be imported; has been implemented w/Palintir 

Clustering 

Document Display 

‘Soap opera’ 

Corpus query 
network 

Entity list 



‘Connecting the Dots’ Benefits from a  
Range of Approaches 

Community finding, 
subgraph searches, 
shortest path, etc. 

Ranking, clustering, 
concept mapping, 
high dimensional 
mapping 

• Supports rich relationship-centered analysis 
• Combines large, heterogeneous data corpora 
• Different abstractions support different analytics 



Document/
Entity 
Matrix 

Concept Space Document/
Entity 
Matrix 

Social 
Network 

Graph 

Social 
Network 

Graph 

Linked Graph and Algebraic Methods 
Provide Rich Analysis Capability 

•  Entities can be linked through social networks and concept space 
•  Provides rich connection data in a clear visual representation 
•  Promotes new paths of investigation 

Bob 

Patrick 

PII Prototype, emphasizing the combined  
graph and algebraic methods view 

English Arabic 



UX notes 

• Complexity arises from algorithms and data 
structures, as well as raw data 

• Complexity comes from the human as well 
– Cognitive models, new intuitions, and personal bias 













We have successfully clustered and 
visualized 17 million records. 

3/10/11 44 



Author Communities Visualized 

• Each blob is a 
topic area 

• Each tiny orange 
dot is a single 
community 

• 44 topics, 64,314 
communities 
– 10-150 authors in 

each community 

Slide 45 of  16 



Author Communities: Zoom 1 

• Topic areas 
contain between 
5 and 9800 
communities 

• Each community 
is sized 
according to its 
author/article 
count 

Slide 46 of  16 



Author Communities: Zoom 2 

•  Finer-grained topics (and diagrams) are possible 
• Hierarchical layout possible with advanced clustering algorithms 

Slide 47 of  16 



Author Communities: Zoom 3 

• Community glyphs indicate relative proportion of authors to articles 
• Red = articles, yellow = authors 
• Red outside yellow means more articles than authors (and vice versa) 
•  Labels show country where most papers are published 

Slide 48 of  16 









All (Large) Data Analysis is Highly, 
Immediately Constrained  

• Raw data must be processed 
– Example: database schema 

• Analysis Algorithms op on specific data types 
– Graphs, tensors, images 

• Advanced architectures support certain ops 
– XMT: multithreaded (graphs) 
– Netezza: hardware execution of SQL 
– Distributed memory: large tensor operations 

• Analysis results viewed, queried many ways 
– Layout/vis introduces bias 

• Human in the loop is a known unknown 
– Especially in non-scientific arenas 



Analysis Path Forward 

• Tight coupling among architectures, algorithms 
and applications 
– Customers must understand algorithms 

• Everything must be interactive 
– But we must make task-specific tradeoffs 

• Good software foundations are crucial to 
collaboration in the field 
– http://titan.sandia.gov 

• It takes interactive research to find things that are 
valuable enough to throw away 
– Finding viable products is worse 

• Good news: this is so difficult and important that 
visualization, UI, and design are recognized as 
core to success 



An important next step 
Make sure your users understand the math … 

•  We find that users need to understand the underlying algorithms – everything from analysis to 
layout (visualization) 

–  Prevents incorrect conclusions from the data 
•  Analysis V&V needs study 

–  How do we quantify the accuracy of the conclusions that are made? 
•  Close connection to analysts (Human Factors Team) is critical to ensure relevance 

–  An untrusted algorithm is useless (literally won’t get used) 
–  A trusted algorithm should be understood 

•  This data-algorithm-visualization-analyst cycle is crucial 
–  Subject of another talk 



Questions? 


