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6x	
  Performance	
  Applica.ons	
  

Lab	
   Code	
   Fortran	
   Python	
   C	
  	
  	
  	
   	
  C++	
  	
   	
  MPI	
  	
   OpenMP	
   Descrip.on	
  

SNL RAMSES/	
  
Charon X X X 

A	
  transport	
  reac1on	
  code	
  to	
  simulate	
  the	
  
performance	
  of	
  semiconductor	
  devices	
  

under	
  irradia1on 

SNL CTH X X X 
Explicit,	
  mul1-­‐material	
  shock	
  

hydrodynamics	
  code 

LANL xNOBEL X X X 

Con1nuous	
  Adap1ve	
  Mesh	
  Refinement	
  
(CAMR)	
  code:	
  Hydrodynamics	
  with	
  
adap1on	
  and	
  high-­‐explosive	
  burn	
  

modeling 

LANL SAGE X X X 
Mul1-­‐dimensional	
  mul1-­‐material	
  Eulerian	
  
hydrodynamics	
  code	
  with	
  adap1ve	
  mesh	
  

refinement. 

LLNL AMG2006 X X X 
Algebraic	
  Mul1-­‐Grid	
  linear	
  system	
  solver	
  
for	
  unstructured	
  mesh	
  physics	
  packages 

LLNL UMT2006 X X X X X X 
Single	
  physics	
  package	
  code.	
  

Unstructured-­‐Mesh	
  determinis1c	
  
radia1on	
  Transport.	
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  6x	
  Applica.on	
  Improvement	
  Rela.ve	
  to	
  Purple	
  	
  
(	
  WEAK	
  SCALING)	
  

Performance	
  Metric	
   Purple	
   Cielo	
   Ra.o	
  

Applica1on	
  Performance	
   1x	
   >	
  6x	
  Purple	
   	
  TBD	
  

Number	
  of	
  nodes	
  used	
   1,024	
  (of	
  1,336)	
   up	
  to	
  5,138	
  (of	
  6,704)	
   5.02x	
  

Number	
  of	
  cores	
  used	
   8,192	
   	
  up	
  to	
  82,208	
   10.0x	
  

Peak	
  FP	
   62.3	
  TF	
   789	
  TF	
   12.7x	
  

Peak	
  Memory	
  BW	
   102	
  TB/s	
   438	
  TB/s	
   4.29x	
  

Total	
  Memory	
  Capacity	
   32	
  TB	
   160	
  TB	
   5.0x	
  

Memory	
  per	
  node	
   32	
  GB	
   32	
  GB	
   1.0x	
  

Memory	
  per	
  core	
   4	
  GB	
   2	
  GB	
   0.5x	
  

•  Improvement = (speedup in runtime) * (increased problem size) 
•  Runtime metric will be chosen to measure platform performance, 

not algorithmic performance 
•  E.g., a problem run at 8x the problem size as the Purple baseline 

problem, and the runtime speedup is 1.33x (i.e. ¾ the time ) that of 
Purple 

•  Speedup = 8x * 1.33x = 10.6x 
•  Application must use at least 4,469 (2/3) of Cielo’s compute nodes 



U N C L A S S I F I E D	
  

U N C L A S S I F I E D	
  

Execu.ve	
  Summary	
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SAGE:	
  8x	
  *	
  0.97x	
  =	
  7.7x	
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Weak scaling: timing_h input, 17,500 cells/PE, 10 cycles 
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xNOBEL:	
  8x	
  *	
  1.27x	
  =	
  10.2x	
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CTH:	
  8x	
  *	
  0.86x	
  =	
  6.9x	
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Charon:	
  8x	
  *	
  1.73x	
  =	
  13.8x	
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AMG:	
  12.2x	
  (speedup	
  already	
  factored	
  into	
  FOM)	
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UMT:	
  9.3x	
  (speedup	
  already	
  factored	
  into	
  FOM)	
  

!"#$%&'

!"#$%('

!"#$%)'

!"#$!%'

!"#$!!'

!"#$!*'

!' !%' !%%' !%%%' !%%%%'

+,
-.
/0
'1
2'3

0/
,4
'

5'12'367'89:;<'=>1/0<?'

@3A'

B,0C1' 6./DC0'

Higher is Better 

9.7 x 

9.3x 



U N C L A S S I F I E D	
  

U N C L A S S I F I E D	
  

6x	
  Applica.on	
  Messaging	
  Characteris.cs	
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6x	
  Applica.ons	
  Messaging	
  Pa`erns	
  
AMG Charon CTH 

SAGE UMT xNobel 
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Takeaways:	
  Food	
  for	
  Thought	
  

•  Charon,	
  Sage	
  and	
  xNOBEL	
  have	
  limita1ons	
  in	
  the	
  
total	
  number	
  of	
  “cells”	
  that	
  can	
  be	
  processed	
  in	
  a	
  
single	
  job	
  due	
  to	
  the	
  use	
  of	
  32-­‐bit	
  signed	
  
integers,	
  i.e.	
  2	
  Billion	
  “cells”	
  total	
  
–  I/O	
  needed	
  to	
  be	
  controlled	
  if	
  not	
  totally	
  eliminated	
  
in	
  some	
  circumstances	
  

•  What	
  applica1ons/methods	
  do	
  we	
  use	
  for	
  
140,000+	
  core	
  Cielo	
  Phase	
  2	
  system?	
  	
  
– Mini-­‐Apps?	
  

•  Phase	
  2	
  acceptance	
  1me	
  period	
  will	
  be	
  short	
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IPDPS/LSPP	
  PAPER:	
  ACCEPTED	
  
THE	
  EVOLUTION	
  OF	
  CRAY	
  XT/XE	
  ARCHITECTURES	
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Sage	
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xNobel	
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SC11	
  PAPER:	
  SUBMISSION	
  
USING	
  THE	
  6X	
  APPLICATIONS	
  FOR	
  ANALYZING	
  CAPACITY	
  COMPUTING	
  AT	
  SNL	
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Sage	
  on	
  Red	
  Sky	
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xNobel	
  on	
  Red	
  Sky	
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Charon	
  on	
  Red	
  Sky	
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QUESTIONS,	
  COMMENTS,	
  DISCUSSION	
  
DWDOERF@SANDIA.GOV	
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BACKUP	
  SLIDES	
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U N C L A S S I F I E D	
  

Cielo	
  Placorm	
  Overview	
  

Douglas	
  Doerfler	
  
Cielo	
  System	
  Architect	
  

	
  
Cielo	
  Roadshow	
  

October	
  26th,	
  27th	
  and	
  28th	
  2010	
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Design	
  Philosophy	
  &	
  Goals	
  

•  Petascale	
  produc1on	
  capability	
  to	
  be	
  deployed	
  in	
  Q1FY11	
  
–  Take	
  over	
  the	
  role	
  Purple	
  currently	
  plays	
  
–  Usage	
  Model	
  will	
  follow	
  the	
  Capability	
  Compu1ng	
  Campaign	
  (CCC)	
  process	
  
–  Capability:	
  Capable	
  of	
  running	
  a	
  single	
  applica1on	
  across	
  the	
  en1re	
  machine	
  

•  Easy	
  migra1on	
  of	
  exis1ng	
  integrated	
  weapons	
  codes	
  
–  MPI	
  Everywhere	
  is	
  the	
  nominal	
  programming	
  model	
  
–  2GB	
  memory	
  per	
  core	
  (minimum)	
  to	
  support	
  current	
  applica1on	
  

requirements	
  
•  Produc1vity	
  goal	
  is	
  to	
  achieve	
  a	
  6x	
  to	
  10x	
  improvement	
  over	
  Purple	
  on	
  

representa1ve	
  CCC	
  applica1ons	
  	
  
–  Memory	
  subsystem	
  performance	
  will	
  be	
  the	
  major	
  contributor	
  to	
  node	
  

performance	
  
–  Interconnect	
  performance	
  will	
  be	
  major	
  contributor	
  to	
  scaling	
  performance	
  
–  Reliability	
  will	
  be	
  major	
  contributor	
  to	
  CCC	
  total	
  1me	
  to	
  solu1on	
  

•  Upgrade	
  path	
  to	
  allow	
  increased	
  capability	
  in	
  out	
  years	
  
•  Key	
  challenges:	
  Reliability,	
  Power,	
  HW	
  and	
  SW	
  Scalability,	
  Algorithmic	
  

Scaling	
  to	
  80K	
  to	
  100K	
  MPI	
  ranks	
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U N C L A S S I F I E D	
  

Cielo	
  at	
  a	
  Glance	
  

•  Plaporms	
  
–  Cielo	
  –	
  Petascale	
  Capability	
  Compu1ng	
  Plaporm	
  
–  Cielito	
  –	
  Small	
  applica1on	
  development	
  testbed	
  

•  Cray	
  XE6	
  Architecture	
  
–  3D	
  Torus	
  Topology	
  using	
  Cray	
  Gemini	
  high-­‐speed	
  interconnect	
  
–  AMD	
  Magny-­‐Cours	
  based	
  nodes	
  

•  Cray	
  Linux	
  Environment	
  (CLE)	
  System	
  Sorware	
  
–  ALPS	
  Run1me	
  with	
  Moab	
  batch	
  scheduling	
  
–  CrayPat	
  &	
  Appren1ce2	
  performance	
  	
  

analysis	
  tools	
  
–  TotalView	
  debugger	
  
–  PGI,	
  Cray	
  and	
  GNU	
  compiler	
  suites	
  
–  Etc.	
  

•  Integrated	
  Visualiza1on	
  &	
  Analysis	
  Par11on	
  
–  64	
  GB	
  memory	
  per	
  node	
  par11on	
  

•  Integrated	
  into	
  LANL’s	
  Parallel	
  Scalable	
  Backbone	
  Network	
  (PaScalBB)	
  
–  10	
  PB	
  of	
  user	
  available	
  storage	
  
–  200	
  GB/s	
  of	
  network	
  bandwidth	
  
–  160	
  GB/sec	
  of	
  parallel	
  file	
  system	
  bandwidth	
  

CrayPAT	
  
Cray	
  Appren,ce	
  

Itera,ve	
  Refinement	
  Toolkit	
  
Cray	
  PETSc,	
  CASK	
  

DVS	
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U N C L A S S I F I E D	
  

Cielo	
  Hardware	
  Architecture	
  

•  AMD	
  Magny-­‐Cours	
  Node	
  
–  Dual-­‐socket	
  AMD	
  6136	
  Processors	
  
–  2	
  x	
  8	
  =	
  16	
  total	
  cores	
  
–  2.4	
  GHz	
  core	
  frequency	
  
–  32	
  GB	
  of	
  1333	
  DDR3	
  memory	
  

•  64	
  GB	
  for	
  Visualiza1on	
  Nodes	
  
–  153.6	
  peak	
  DP	
  GFLOPs	
  
–  85.3	
  peak	
  GB/s	
  memory	
  BW	
  

•  Gemini	
  High-­‐Speed	
  Interconnect	
  
–  3D	
  Torus	
  topology	
  
–  Phase	
  1:	
  18x8x24	
  

X	
  bisec1on:	
  >	
  4.38	
  TB/s	
  
Y	
  bisec1on:	
  >	
  4.92	
  TB/s	
  
Z	
  bisec1on:	
  >	
  3.92	
  TB/s	
  

–  Phase	
  2:	
  16x12x24	
  
X	
  bisec1on:	
  >	
  6.57	
  TB/s	
  
Y	
  bisec1on:	
  >	
  4.38	
  TB/s	
  
Z	
  bisec1on:	
  >	
  4.38	
  TB/s	
  

–  Node	
  Injec1on	
  
>	
  6	
  GB/s/dir	
  sustained	
  BW	
  
>	
  8	
  MMsgs/sec	
  sustained	
  

Y 

X 

Z 
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U N C L A S S I F I E D	
  

Cielo	
  By	
  Numbers	
  

Phase	
  1	
   Phase	
  2	
   Cielito	
  

#	
  of	
  Cabinets	
   72	
   96	
   1	
  

#	
  of	
  Service	
  Nodes	
   208	
   272	
   14	
  

#	
  of	
  Compute	
  Nodes	
   6,704*	
   8,944*	
   68	
  

#	
  of	
  Visualiza1on	
  Nodes	
   (376)	
   (376)	
   (4)	
  

#	
  of	
  Compute	
  Cores	
   107,264	
   143,104	
   1,088	
  

Peak	
  Memory	
  BW	
   572	
  TB/s	
   763	
  TB/s	
   5.8	
  TB/s	
  

Memory	
  Capacity	
  per	
  Core	
   2	
  GB	
  (4	
  GB)	
   2	
  GB	
  (4	
  GB)	
   2	
  GB	
  (4	
  GB)	
  

Compute	
  Memory	
  Capacity	
   226.6	
  TB	
   298.2	
  TB	
   2.3	
  TB	
  

Peak	
  Compute	
  FLOPS	
   1.03	
  PF	
   1.37	
  PF	
   10.4	
  TF	
  

Sustained	
  PFS	
  BW	
   >	
  160	
  GB/s	
   TBD	
  

System	
  Power	
   <	
  3.9	
  MW	
   <	
  4.4	
  MW	
  

Full	
  System	
  Job	
  MTBI	
   >	
  25	
  hours	
  

System	
  MTBI	
   >	
  200	
  hours	
  

*	
  Total	
  compute	
  nodes	
  including	
  Viz	
  nodes	
  and	
  nodes	
  allocated	
  for	
  other	
  services	
  



U N C L A S S I F I E D	
  

U N C L A S S I F I E D	
  

Capability	
  vs.	
  Capacity;	
  HPC	
  systems	
  
applica.on	
  performance	
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System	
  Comparison	
  

SYSTEM Red Sky Cielo 
Num Compute Nodes 2318 6704 
Num Compute Cores 18,544 107,264 
Processor Dual Intel Nehalem 2.93 

GHz 
Dual AMD Magny-
Cours, 2.4 GHz 

Cores / node  8 16 
Memory / Core 1.5 GB 2 GB 
Peak Node GFLOPS 93.76 153.6 
Memory 3 channels/socket, DDR3, 

1333 MHz 
4 channels/socket, 
DDR3,1333 MHz 

Cache L1=4x32KB I,D 
L2=4x512KB 
L3=8MB 

L1=8x64 KB, I,D 
L2=8x512KB 
L3=12MB (10MB) 

Interconnect / Topology QDR IB, Torus Gemini, Torus 
Compute Node OS TOSS CNL 
MPI OpenMPI 1.4.1 MPT 5.1.4 

Compilers Intel 11.1 PGI 10.x; Cray CCE 7.x  
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Red	
  Sky	
  Sofware	
  

Ø OS:	
  CentOS	
  Red	
  Hat	
  Linux	
  based	
  with	
  patches	
  
Ø MPI:	
  OpenMPI	
  &	
  MVAPICH	
  (IB	
  OFED	
  stack)	
  

Ø Scheduler:	
  Slurm	
  and	
  Moab	
  

Ø Compilers:	
  Intel	
  and	
  GNU	
  

Ø Debugger:	
  	
  TotalView	
  
Ø Math	
  Libraries:	
  BLACS,	
  FFTW,	
  MKL	
  

Ø Performance	
  Tools:	
  OpenSpeedShop,	
  TAU,	
  mpiP	
  

Ø User	
  Control:	
  via	
  Modules	
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