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ABSTRACT

Energy transfer through anharmonically-coupled vibrations influences the earliest chemical
steps in shockwave-induced detonation in energetic materials. A mechanistic description of
vibrational energy transfer is therefore necessary to develop predictive models of energetic
material behavior. We performed transient broadband infrared spectroscopy on hundreds of
femtoseconds to hundreds of picosecond timescales as well as density functional theory and
molecular dynamics simulations to investigate the evolution of vibrational energy distribution in
thin film samples of pentaerythritol tetranitrate (PETN), 1,3,5-trinitroperhydro-1,3,5-triazine
(RDX), and 2,4,6-triamino—1,3,5-trinitrobenzene (TATB). Experimental results show dynamics
on multiple timescales, providing strong evidence for coupled vibrations in these systems, as
well as material-dependent evolution on tens to hundreds of picosecond timescales. Theoretical
results also reveal pathways and distinct timescales for energy transfer through coupled
vibrations in the three investigated materials, providing further insight into the mechanistic
underpinnings of energy transfer dynamics in energetic material sensitivity.



ACKNOWLEDGEMENTS

The authors thank Robert Harmon for programming the data acquisition software, Michael Marquez
for depositing the PETN, TATB and RDX samples, Paul Schrader for assistance with laboratory set-
up, and Deneille Wiese-Smith for handling storage and transport of the energetics. The authors are
grateful to Leanna Minier and Darcie Farrow for their useful insights and thank Jeffrey Kay for his
critical involvement at the outset of this project.



CONTENTS

1. INEOAUCHON .ttt 9
20 MEtROAS . 10
2.1, EXPErimMeEntal ... 10
2.2, TREOLEHCAL ...t 11
2.2.1. Density Functional Theory ... 11

2.2.2. Molecular Dynamics SIMUlations.......cccucueiriririninininininiiiiiccccceeee e 12

2.3, Sample Preparation... ..o s 14

3. Results and DISCUSSION ...t 16
3.1. Pentaerythritol Tetranitrate (PETIN)..ccocoviiiiiiiiieeeieecieiennssreseseeeeteeeseesenenenenes 16
3.1.1. Femtosecond Infrared Spectroscopy Results.........cccceeueuiiniiiiininnninnininiiiccccenee 16

3.1.2.  Ab Initio Computational ReSULs ..o 19

3.1.3. Molecular Dynamics RESULLS ......covuveririiiiiiiccicicieieieieieieieisnssee et 21

3.2, 1,3,5-Trinitroperhydro-1,3,5-Triazine (RDX).....ccoviviiiiiiinieiiiiiciiieerccesieeneicenes 26
3.2.1. Femtosecond Infrared Spectroscopy Results.........cccceeueuiiiiiniiinnnnnininiicccccenae 26

3.2.2.  Ab Initio Computational ReSULs ... 29

3.3. 2,4,6-Triamino—1,3,5-Trinitrobenzene (TATB) ..o 30
3.3.1. Femtosecond Infrared Spectroscopy Results.........cccooieiviiiiiiiiiniciiiniciiiiceiians 30

3.3.2. Molecular Dynamics RESULLS .......couviviviiiiiiiiiiiiiciciciccecceee e 35

4. CONCIUSIONS ..ottt 38

LIST OF FIGURES

Figure 2-1. SEM images of the top surface and fracture cross-section of vapor-deposited TATB
and RDX films. (a) Top surface of TATB (20 um FOV); (b) Top surface of RDX (50 pm
FOV); (c) Cross-section of TATB (5 um FOV); and (d) Cross-section of RDX (10 um FOV)..15
Figure 3-1. Transient infrared absorption spectra of PETN vibrations in the 800-1700 cm™ region
following narrowband excitation at 1256 cm™. Time delays are plotted on a linear scale until 4
ps, and on a logarithmic scale after. .......ccooiiiiiiiiiiii e 17
Figure 3-2. Transient infrared absorption spectra of PETN vibrations in the 800-1700 cm™ region
following narrowband excitation at 1060 cm™. Time delays are plotted on a linear scale until 4

ps, and on a logarithmic scale After. ... 18
Figure 3-3. Composite two-phonon density of states in PETN for high frequency excitation........... 20
Figure 3-4. Composite two-phonon density of states in PETN for low frequency excitation............ 20
Figure 3-5. Molecular Dynamics results for VET in PETN where the asymmetric-NO stretch

(1653 €M) IS PUMPEA cervveririririreieniieeiesiseiieie sttt 22
Figure 3-6. Molecular Dynamics results for VET in PETN where the symmetric NO stretch

(1329 CM") 1S PUMPEM rvrveererrerieeeeeeeise e esse st s ss s es st ssee st saesenes 23
Figure 3-7. Molecular Dynamics results for VET in PETN where the RO-NO; stretch and C-C—

H torsion modes (836 cm™) are PUMPE. ... .uurureeriumrieeriireeireiseeieeiseisesese s ssse e sssessessessseens 24
Figure 3-8. Molecular Dynamics results for (non-) equilibrium thermal conduction in PETN .......... 25
Figure 3-9. Infrared spectrum of ~2.5 pm thick film of RDX on a 1 mm thick CaF; window.......... 26

Figure 3-10. Transient infrared absotrption spectra of RDX vibrations in the 800-1700 cm™ region
following narrowband excitation at 1533 cm™. Time delays are plotted on a linear scale until 4
ps, and on a logarithmic scale after. .......cooviiiiiiiiiini e 28

Figure 3-11. Lineouts through the transient infrared spectra of RDX at the indicated frequencies...29



Figure 3-12. Composite two-phonon density of states in RDX for high frequency excitations ......... 30
Figure 3-13. Infrared spectrum of ~2.5 um thick film of TATB on a 1 mm thick Cal; window......31
Figure 3-14. Transient infrared absotption spectra of TATB vibrations in the 800-3500 cm™

region following narrowband excitation at 1533 cm™. Time delays ate plotted on a linear scale

until 4 ps, and on a logarithmic scale after. ......covviviviviniiiiiiiiicc e 32
Figure 3-15. Lineouts through the 1533 cm™-pumped transient infrared spectra of TATB at the
Indicated fIEQUENCIES. c..iviiiiiiiiiiiiii s 33

Figure 3-16. Transient infrared absotrption spectra of TATB vibrations in the 800-3500 cm™
region following narrowband excitation at 1190 cm™. Time delays are plotted on a linear scale

until 4 ps, and on a logarithmic scale after. ......cooviviviviniiiiiiiiccc e 34
Figure 3-17. Molecular Dynamics results for VET in TATB where the vibrations centered on 672

CN QL€ PUMPEA. ovrierieeiriieirecie ittt et 35
Figure 3-18. Molecular Dynamics results for VET in TATB where the vibrations centered on

1323 CM ALE PUMPEM. corrierrireireieeieieeise et ees s ss st ss sttt ss et ssee st 36
Figure 3-19. Composite Molecular Dynamics results of the spectral evolution in TATB pumped

at various indicated fIEQUENCIES. .....cvuiiiiiiiiiiiii s 37



This page left blank



ACRONYMS AND DEFINITIONS

Abbreviation Definition
VET Vibrational Energy Transfer
PETN Pentaerythritol Tetranitrate
TATB 2,4,6-triamino-1,3,5-trinitrobenzene
RDX 1,3,5-Trinitroperhydro-1,3,5-triazine
FOV Field of View
SEM Scanning Electron Microscopy
DFT Density Functional Theory
MD Molecular Dynamics
DoS Density of States
2PhDoS Two-Phonon Density of States
MP Muller-Plathe
GLE Generalized Langevin Equations
OPA Optical Parametric Amplifier
DFM Difference Frequency Mixing
fs Femtoseconds (1 fs = 1015 s)
ps Picoseconds (1 ps = 1012 s)
IR Infrared
BBIR Broadband Infrared
FT Fourier Transform
IAP Interatomic Potential




1. INTRODUCTION

Complex energy transfer processes underpin the conversion of mechanical energy to chemical
energy during shockwave-induced detonation in energetic materials. The cascade of processes
contributing to this shock-to-detonation transition spans several decades in time, ranging from
vibrational motion that occur on femtosecond timescales to chemical reactions that occur on
microsecond or longer timescales. While a significant body of work exists on this topic,"* much is
unknown about the mechanism of shock-induced reaction initiation and the influence of properties —
such as chemical structure, crystalline morphology or defects — on the sensitivity of energetic response
to shock. The work presented here tests aspects of one hypothesized mechanism for energetic
initiation — the phonon up-pumping mechanism®® — and investigates the influence of chemical
structure on the observed femtosecond to picosecond vibrational energy transfer (VET) dynamics.

The phonon up-pumping mechanism hypothesizes that the large anharmonicities of phonon
modes excited behind a shockwave results in uphill vibrational energy transfer to select molecular
vibrations, ultimately resulting in bond dissociation and reaction.”® Vibrational up-pumping and
vibrational cooling work in tandem, as energy is shuffled between different molecular and lattice
modes in the material.” There have been many studies of VET in energetic material analogs and
solvated energetics using ultrafast Raman and IR spectroscopy (for examples, see Refs. 8-11).
However, VET is strongly dependent on the phase of matter and the environment, requiring that
these measurements be performed on neat energetic solids to obtain a better understanding of energy
transfer in these systems.'*!* Prior to our work, there were two studies of VET in neat energetic solids,
where ultrafast two-dimensional infrared spectroscopy'* and ultrafast coherent anti-Stokes Raman
spectroscopy’” were used to understand vibrational coupling and energy transfer in PETN and RDX,
respectively. Much insight was gained from these measurements on the influence of hydrogen
bonding, vibrational coupling, and the extent of vibrational delocalization on the femtosecond to
picosecond vibrational dynamics. The infrared experiments,' however, were limited by the narrow
bandwidth of the infrared pulses used, allowing only single bands of vibrations to be probed, thus
precluding a global view of VET. The ultrafast Raman studies of RDX used broadband excitation
below 1000 cm™ to understand vibrational coupling, but this study was confined to low frequency
vibrations."” Given the myriad infrared transitions present in energetic materials and the critical role
they play in channeling energy to the reaction coordinates responsible for initiation, a broadband view
of VET across all vibrational modes is necessary.

In order to establish timescales and pathways for VET, we performed ultrafast broadband
infrared spectroscopy, density functional theory (DFT) and molecular dynamics (MD) simulations on
thin films of three energetic materials: pentaerythritol tetranitrate (PETN), 1,3,5-trinitroperhydro-
1,3,5-triazine (RDX), and 2,4,6-triamino—1,3,5-trinitrobenzene (TATB). Broadband pulses generated
from a laser-driven plasma-based source allowed probing of all infrared-active vibrations in the mid-
IR region.'” The three energetic materials were chosen due to their differing shock sensitivities, with
TATB being highly insensitive to shock, and PETN being the most shock sensitive of the three
materials.”” Experimentally, our method for studying VET in these materials utilized a narrowband
infrared “pump” pulse to excite specific infrared bands in the system and a broadband infrared
“probe” pulse to monitor the evolution of all infrared-active modes in the mid-infrared region on
hundreds of femtoseconds to hundreds of picosecond timescales. Computational work utilizing DFT
involved mapping the harmonic and anharmonic terms of the potential energy surface in order to
identify scattering pathways for VET. In addition to these static calculations, MD simulations
characterized the relaxation times of pumped vibrations as well as vibrations coupled via VET
pathways.



2. METHODS

2.1. Experimental

The apparatus used for ultrafast broadband infrared spectroscopy is described in detail in Refs.
18-19. Briefly, the ~50 fs, 780 nm output from a commercial Ti:Sapphire laser is split into two arms.
One arm is sent into an optical parametric amplifier (OPA), whose signal and idler outputs are
difference frequency mixed (DFM) and sent through a narrow bandpass filter to generate micro-Joule
level, tunable, narrowband (~200 cm™ full-width-at-half-maximum bandwidth) mid-infrared pulses
that serve as pump pulses to excite specific infrared transitions in the material. The other arm of the
laser output is first frequency-doubled, the fundamental and doubled light are then polarization-
matched and temporally overlapped, and finally sent onto a 50 mm dielectric coated concave mirror.
The concave mirror focuses the beams in flowing nitrogen gas at ambient pressure to generate a
plasma. The plasma radiates light that spans visible to the terahertz frequencies; we select the mid-
infrared portion by passing the plasma emission through a 0.5 mm thick Si wafer.'* These weaker
broadband infrared (BBIR) pulses serve as the probe to monitor all IR-active vibrations within the
detected bandwidth of 800 — 4000 cm™. The pump and probe pulses are delayed with respect to each
other using a motorized optical delay line, then focused and overlapped in the sample, and the
transmitted probe pulse is sent into an infrared spectrometer and detected on a 64-element liquid
nitrogen cooled HgCdTe array detector. The 1/ focal diameters of the pump and probe beams at
the sample position are 310 pm and 220 pum, respectively. Experiments involving narrowband IR
pump and broadband IR probe were performed with parallel relative polarizations of the pump and
probe.

For transient infrared spectra where pump and probe frequencies are the same, the output
from the OPA-DFM set-up is split into a ~5%/95% ratio, where the 5% arm setves as the probe and
the 95% arm serves as the pump. In order to minimize scatter of the pump beam at the sample from
reaching the detector, these degenerate pump-probe experiments are performed with the pump
polarization perpendicular to the probe polarization.

Pump-probe experiments in PETN used three different pump frequencies in order to excite
different infrared bands in the material. The first experiment used a narrowband pump pulse centered
at 1661 cm™, with ~200 cm™ of bandwidth and 2 pJ pulse energy; this work is published in Ref. 18
and will not be detailed in the present report. The second experiment used narrowband pump pulses

centered at 1256 cm™ with 1.6 pJ pulse energy. The pump-probe cross-correlation widths for the
above pump frequencies measured using the technique described in Ref. 18-19, was ~200 fs, indicating
the instrument response and the shortest time delay we can resolve. The third experiment used the

narrowband pump pulse centered at 1060 cm™ with 1.2 pJ pulse energy. The pump-probe cross-
correlation width with 1060 cm™ pump pulses was ~300 fs.

Experiments in TATB used pump pulses with center frequencies at 1533 cm™ and at 1190
cm " with pulse energies of 1.6-1.8 pJ and 1.4 pJ, respectively. Experiments in RDX used pump pulses

centered at 1533 cm™ with pulse energy of 2.2-3 nJ. The pump-probe cross-correlation width with
1533 cm™ and 1190 cm™ pump pulses was ~200 fs.
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2.2. Theoretical

The main goal of the theory and computational side of this project is to provide an alternate
means from the experiments to study VET, where we can both test experimental observations further
and provide predictions to narrow the number of necessary experiments. As is the case with all
computational work, we need to be aware of where approximations are being made and how this
impacts our ability to do one-to-one comparisons between experiment and simulation. The following
sections will discuss the methods employed, the data that are generated, but most importantly the
approximations that are made within these methods.

2.2.1. Density Functional Theory

To begin, DFT is considered a first-principles (ab initio) computational method, in that it makes
the least restrictive approximations of the true physics of the system. At its core, DFT circumvents
solving for all of the quantum mechanical wavefunctions via the Schrodinger Equation by instead
solving for the density of electrons within a given volume of material.”** This is further simplified to
just be the density of valence electrons given that most core-electron states play a very minimal role
in material properties near ambient conditions. It is reasonable to assume this additional
approximation, ze. the use of a pseudopotential for core electron states, will not affect our comparison
to experiments where mid-IR pulses will predominately excite v = 0—1 vibrational states far below
the energetic transitions attributed to core electrons. Limiting DFT calculations to valence electrons
also saves a tremendous amount of compute time as the time to solution scales cubically with the
number of electrons treated in the self-consistent field operation.

For the present work, accuracy of the DFT calculation is determined by the convergence of
the iterative solver with respect to the predicted forces on each atom. Comprehensive reviews on the
subject of DFT accuracy” focus on choices in the kinetic energy cutoff of the plane wave basis set
and the reciprocal lattice sampling density (k-point grid). These choices depend on which material
system is of interest, and as such will be defined per-material in the following results section.

The DFT work here is not focused on the light absorption process and immediate electron-
phonon coupling events that precede VET. Rather, we aim to use DFT to map VET cascades through
phonon-phonon interactions. Herein we use “phonon” and “vibration” interchangeably when
discussing the molecular crystals of interest as molecular crystals demonstrate both low frequency
crystal deformations (usually called phonons) as well as high frequency intra- and inter-molecular
modes (usually called vibrations) with a continuous spectrum of modes between them. In doing so,
we can leverage much of the language used and background work in both solid-state physics (thermal
transport theory) and physical chemistry (infrared spectroscopy).

In order to predict the steady-state thermal conductivity of solids, many researchers rely on
the relaxation time approximation in order to solve the Boltzmann transport equation. From first-
principles calculations, this approximation requires either an assumption of the per-mode linewidths
or direct calculation based on phonon-phonon scattering. The end goal of our calculations is not a
prediction of the thermal conductivity, but rather the change in scattering intensities subject to some
frequency-localized excitation of the system.

In order to predict two phonon scattering events (into a third phonon), the first anharmonic
moment of the potential energy surface is required**’. Consider 2 model Hamiltonian with a moment
expansion of the potential energy as follows:

1
H = ;Zi,amivaz +XVP (1)
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1 1 i

where Ug; and ug ; are the displacements of (i,j) atoms in the direction of the vibrational mode
(a, B) and the force constant of this oscillator is ¢qz. Written another way, the right hand side of
equation 2 shows the creation/annihilation operator analog for vibrational modes A of frequency w.
Force constants of all moments in the expansion can be extracted from DFT (or MD for that matter)
through finite differences of forces, as described in Equation 3.

o 9Fp() _ Fa(ibra)—F ()
Pap(L)) =55 = Ara (D) ©)

Note that higher order force constants involve displacements of multiple atoms and it becomes quite
cumbersome to enumerate and calculate all possible combinations, though some of these force
constants are equivalent based on the symmetry of the crystal. The collection of force constants are
then used to construct the dynamical matrix (tensor) which establishes an eigenvalue problem for the
first harmonic (anharmonic) representation of the vibrations. Automation of the collection and
curation of these force constants is achieved through the open source softwatre, Phonopy.”
Calculation of the force constants themselves is carried out through the plane wave basis DFT code
VASP for all materials of interest.”’ * As mentioned previously the primary quantity of interest are the
linewidths; where scattering cross-sections are neglected this is equivalently the inverse of the two-
phonon density of states (2PhDoS). The 2PhDoS quantifies how many different scattering events are
possible into a given frequency, subject to conservation of energy and scattering within the Brillion
Zone.

J'(q,w) = %ZA’,}[” A(=q+q"+q" )y —ny)[8(w + wyr — wyr) = 6(w — wyr + wyr)]
)

In Equation 4, A(—q + q' + q@"") = 1 when (—q + q' + q"") is a reciprocal lattice vector and zero
otherwise, Dirac deltas enforce energy conservation and ny are the Bose-Einstein populations for
modes A’ and 2”'. A summation over reciprocal lattice vectors is computed on a 5 x 5 x 5 sampling
mesh of the Brillion Zone, leaving the 2PhDoS only as a function of frequency (J(w)). To
approximate the excitation caused by the mid-IR pump, the Bose-Einstein populations are perturbed
by adding a Gaussian of width 66 cm™ at the pump frequency. In order to isolate the scattering events
that are affected by the population perturbation, we look at the difference between a pair of 2PhDoS
with and without the perturbation, ze. A2ZPhDoS. Importantly, in the analysis of the 2PhDoS is that
scattering events will be predicted where no native vibration (one-phonon DoS) exists in the material,
which requires extra scrutiny when comparing results directly to experiments.

Infrared spectra can be calculated from the harmonic expansion of the potential energy and
Born effective charges of these vibrations can be calculated from Density Functional Perturbation
Theoty, we use the implementation native to VASP.”* The intersection of the A2PhDoS and
predicted IR spectra will form the main comparison between DFT and pump-probe experiments;
these are vibrations that are coupled to the perturbation and are IR-active (observable by the probe
pulse).

2.2.2.  Molecular Dynamics Simulations

The next simulation method that was utilized in this work is classical Molecular Dynamics
(MD), where the focus was on the dynamic process of VET within a material. As a particle-based
computational tool, MD has broad applicability since particles can be made to represent atoms,

12



molecules or even macroscopic objects like glaciers, continents and planets. The connecting feature
throughout these applications is time-integration of particle trajectories via Newton’s equations of
motion, which implies inter-particle forces are calculated at each time step. For the present study,
these forces could be taken directly from DFT, but this would severely limit the accessible timescale.
Alternatively, calculation of local forces around atoms offers a much greater computational efficiency
that allows for orders of magnitude larger simulations that scale linearly with the number of atoms.
The interatomic potential (IAP) that captures these local forces on atoms is the leading approximation
made in all MD simulations, and special care is needed to construct and validate an IAP. It is worth
noting that for all IAP these are classical, not quantum, dynamic simulations, and there is no notion
of quantized vibrational excitations. For each of the energetic materials studied here, we use a non-
reactive IAP that approximates the true many body forces as an expansion of two-, three- and four-
body bonded interactions as well as pair-wise, long-range electrostatics and dispersion interactions.
Each of the IAP for PETN,” RDX,” and TATB’ are implemented in the Sandia-developed
LAMMPS MD software package, which is used throughout this work.”

As an alternative to the perturbative potential energy expansion approach used with DFT,
characterization of the vibrational spectrum within MD can be collected through a Fourier transform
(FT) of atomic velocities.” In order to resolve the full (0-3500 cm™) vibrational spectral range, the
sampling frequency to output atom velocities needs to be quite small (At = 5 fs) and the total sampled
trajectory at least ~10 ps. The FT of this kinetic energy spectrum yields the power spectrum of
vibrations (P(w), see equation 5); a normalization by the total kinetic energy results in the total
vibrational density of states, which includes both IR active and inactive modes. Calculation of the IR
spectrum is taken from MD as the FT of the first time derivative of the dipole moment, following our
previous work.” The main challenge with this MD analysis is resolving spectral changes on timescales
relevant to VET, which are sub-picosecond to picoseconds. Following our previous work,” we can
manipulate trajectory segments from many independent, but statistically equivalent simulations in
order to achieve spectrally well resolved DoS at ~1 ps intervals. Presently, a 2D-DoS from MD is
assembled from forty independent simulation trajectories, each of 1.28 ps in length and a sampling
interval of 5 fs. In house analysis tools are used to compute the fast FT of each of these trajectories,
code available upon request.

—_ — 1 2
P(w) = E 53, my | S8 vy (nAt)e—2mionat| 5)

Thermostats, as they are colloquially known, in MD are an important part of all MD simulations
because they dictate which thermodynamic ensemble you are sampling your trajectory from. For
example, a lack of any thermostat has conserved quantities of number of particles (N), volume of the
cell (V) and total energy of the system (E). This NVE simulation is decoupled from any external
stimulus and thus is equivalent to the micro-canonical ensemble. Where a thermostat is utilized, the
temperature, rather than total energy, is a conserved quantity and there are many variations of how to
implement velocity re-scaling in order to mimic the infinite thermal bath coupled to the simulation.”
* Langevin thermostats add a Gaussian random noise term to the velocity of all atoms that is scaled
proportional to the temperature of the bath. In most simulations, the Gaussian random noise term
has no time correlation, meaning that there is no preferential coupling of the bath to a subset of
vibrations. However, this preferential coupling, termed a “colored thermostat”, is precisely what is
needed for our MD simulations to match the pump-probe experiments detailed elsewhere in this
report.

The theory behind the Generalized Langevin Equations (GLE) is detailed in works by

Ceriotti”* and work by Dettori”, which show how the method can be used for pump-probe

b
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simulations. The goal here is to adjust the thermostat perturbations such that a preferential resonance
between molecular vibrations and the thermal bath is established. To ensure that the target mode is
held at a higher temperature than the remaining vibrations in the material, we extend the “pump”
duration for much longer times than what is used in experiments. The set of simulations — run for
each material and target vibration — each establish the non-equilibrium vibrational excitation over a
10 ps period, after which the excitation is removed and the simulation is left to evolve in the micro-
canonical ensemble for an additional 100 ps with trajectory segments gathered every 1.28 ps. This
process is repeated forty times for each target mode in order to accumulate enough trajectory segments
at each time interval to calculate well resolved spectra. Infrared active vibrations are chosen as target
modes for direct comparison to experiments. Comparing each time segment of the vibrational spectra
of a GLE pumped system to an equilibrium (equipartition of kinetic energy among vibrations) spectra
allows us to identify when the system has fully relaxed and thus fit relaxation time constants to
individual modes.

2.3. Sample Preparation

Thin films of the explosives PETN, RDX, and TATB were vapor-deposited in a custom-
designed high-vacuum system onto 1-mm-thick, 25-mm-diameter substrates of both CaF, and BK-7
glass. Deposition was performed at a typical base pressure of 1 X 10° Torr. Films were deposited
using an effusion cell thermal deposition source to a nominal thickness of 2 — 3 um. Films on Cal,
substrates were used for the experiments described above, while those on BK-7 substrates were used
for microstructure characterization.

Microstructure characterization was performed using scanning electron microscopy (SEM) to
image the top surface and a fracture cross-section of films of each material. Samples were coated with
~5 nm of iridium prior to imaging to mitigate surface charging. Images were collected using a Zeiss
GeminiSEM 300 operating with a 1.1 kV accelerating voltage and using the secondary electron
detector.

Representative SEM images of the TATB and RDX samples are shown below in Figure 2-1;
note the different fields of view (FOV) for each image. Images and descriptions of the PETN
microstructure can be found elsewhere.' The films all display a columnar morphology, with columns
oriented perpendicular to the substrate. The TATB films have a lateral grain size of ~200 nm.
Numerous protrusions consisting of one or two grains stick out from the surface to a height of up to
100 nm. In the RDX films, small hillocks with lateral sizes ranging from a few pm up to ~10 pm
appear to rise about 100 — 200 nm above the background. In contrast to the protrusions in the TATB
films, these hillocks are composed of many grains with lateral grain sizes of ~0.5 -1 um.

14



SCT1230 TATB film S Width = 20,00 pm SCT1323 RDX film Width = 50,52 pm WD = 47mm

2um wD= 27 Mar 2020 10 um 27 Mar 2020
140 kv StageatT= 0.0° 148 kv StageatT= 0.0°
File= 5GT1330_TATS_2k_20um_08.tif Aperture Size=15.00pm  SE2 s72KX File= SGT1329_RDX_2k_50um_05.tif Aperture Size=15.00pm  SE2 226 KX

SCT1330 TATB film Width = 5.000 pm

1 um WD= 45mm 27 Mar 2020 SCT1329 RDX film 1m Width = 10.00 pm WD= 53mm 27 Mar 2020
140 kv Stage atT= 0.0° 140 kY Stage at T= 0.0°
File= 5CT4330_TATE_X0,_2k_Sum_16.4if Aperiure Size=15.00um ___ SE2 287K X File= 5CT1330_RDX_XC_2k_10um_24 tif Aperture Size=1600um ___ SE2 HA3KX

(c) (d)

Figure 2-1. SEM images of the top surface and fracture cross-section of vapor-deposited TATB
and RDX films. (a) Top surface of TATB (20 ym FOV); (b) Top surface of RDX (50 pum FOV); (c)
Cross-section of TATB (5 ym FOV); and (d) Cross-section of RDX (10 um FOV).
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3. RESULTS AND DISCUSSION
3.1. Pentaerythritol Tetranitrate (PETN)

3.1.1. Femtosecond Infrared Spectroscopy Results

Below 1700 cm’, PETN displays eight infrared absorption bands, and we perform mode
assignments of these bands based on our DFT calculations and Ref. 43 (see Ref. 18 for the PETN
infrared spectrum and detailed mode assignments from DFT). The vibrational band at 1660 cm™ is
primarily the NO; asymmetric stretching vibration, with some mixing with the overtone vibrations of
the broad nitrate ester (RO—NO,) stretching modes near 860 cm™ through a Fermi resonance. The
temaining modes near 1480, 1390, 1280, 1040, 1000, and 940 cm” comprise the alkyl skeletal
vibrations (CH. scissoring, C—C—C deformation, etc.), with NO, symmetric stretch character
contributing to the mode at 1280 cm™.

VET dynamics following excitation of the 1660 cm™ mode has been published in Ref. 18; we
direct the reader to the results, analysis and interpretation presented therein as a point of comparison
with the results presented in this report. Here, we follow our previous study' with an investigation of
VET following excitation at 1256 cm™ as well as at 1060 cm™. Figure 3-1 and 3-2 display false color
maps of the temporal and spectral behavior of transient infrared signal of PETN following 1256 cm’
"and 1060 cm™ excitations, respectively. For isolated vibrational modes, transient infrared spectra at
the earliest time delays (subsequent to a v=0—1 pump-induced excitation of an infrared transition)
appear as positive-negative doublets. The positive absorption (shown as red regions in all of the false
color maps in this report) corresponds to probe-induced absorption from the v=1 to higher lying
vibrational states, and the negative absorption (or bleach, shown as blue regions in all the false color
maps herein) is due to probe-induced stimulated emission of vibrationally excited population back to
the v=0 state. At long time delays, thermal or non-thermal changes to the population in low frequency
phonon modes modify the probed high frequency vibrations, resulting in contributions to the
transient signal from a shifted v=0—1 transition, a transient absorption or bleach from a long-lived
vibrationally excited state, or both.

The pump pulse centered at 1256 cm™ excites the vibrational band at 1280 cm™ that is
characterized by the NO, symmetric stretch vibration and alkyl skeletal modes. The vibrational
dynamics observed in this experiment closely mirror the dynamics observed following excitation of
the 1660 cm” mode. The appearance of bleach features at all IR-active vibrations within the
instrument time resolution of 200 fs supports the fact that PETN consists of strongly coupled
vibrations. Following the sub-picosecond response, the ¢*(1 ps) to ¢(10 ps) dynamics is observed as
a vibrational cascade at the high frequency vibrations. The ¢-(100 ps) evolution is evident for modes
below 1000 cm™ that cotrespond to the nitrate ester stretching vibration and alkyl skeletal modes,
either due to VET occurring from long-lived vibrational excitations in this region or due to a bath of
excited phonons that perturb the v=0—1 transition of these vibrations. The spectral signatures and
the sub-picosecond to sub-nanosecond dynamics are identical, within experimental uncertainty, for
both 1256 cm™ and 1661 cm™ excitation. This observation is consistent with the fact that both of these
pump frequencies excite predominantly NOs stretching vibrations, thus eliciting a similar transient
response and temporal behavior at other vibrations.
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Figure 3-1. Transient infrared absorption spectra of PETN vibrations in the 800-1700 cm region
following narrowband excitation at 1256 cm™. Time delays are plotted on a linear scale until 4 ps,
and on a logarithmic scale after.

Similar to the transient infrared response seen from 1661 cm™ excitation, excitation of the
1040 cm™ band that is characterized by alkyl skeletal vibrations also elicits a broad spectrum response
at all IR-active modes below 1700 cm™ at the earliest resolvable pump-probe time delay of 200 fs.
Features above 850 cm™ then see an intensification with a 0.5 ps time constant, except at 1300 cm™,
where the signal weakens on this timescale. The sub-picosecond evolution is followed by an 8-10 ps
decay of all features except the bands in the 900-940 cm™ region. The 8-10 ps decay timescale agrees
with lifetime of the 1660 cm™ mode in the work of McGrane and co-workers that used Raman
linewidths to approximate vibrational lifetimes."” The vibrational bands below 1000 cm™ then display
an o(100 ps) evolution, consistent with observations from 1661 cm™ excitation. A stark difference
between the observations from the 1661 cm™ or 1256 cm™ excitation and the 1060 cm™ excitation is
seen in the 1280-1300 cm™ region, which corresponds to the symmetric NO; stretching and alkyl
skeletal vibrations. In this region, the 0.5 ps timescale is associated with a decay of the 1300 cm™
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feature, concomitant with a rise in the 1280 cm™ feature, possibly indicating a sequential or mode-
dependent vibrational ladder climbing process. Furthermore, the bleach feature centered at 1315 cm'™
is much more pronounced relative to the neighboring bands following 1060 cm™ excitation, suggesting
that the vibrational coupling of the 1315 cm™ mode with the 1040 cm™ mode is stronger than with
the 1660 cm™ mode, and that VET from the 1040 cm™ band involves a greater degtree of participation
from the mode at 1315 cm™. We note that the large oscillations in the degenerate frequency regions
of Figures 3-1 and 3-2 are artifacts due to pump-probe interference.
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Figure 3-2. Transient infrared absorption spectra of PETN vibrations in the 800-1700 cm™* region
following narrowband excitation at 1060 cm™. Time delays are plotted on a linear scale until 4 ps,
and on a logarithmic scale after.
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3.1.2.  Ab Initio Computational Results

A total of 121,452 unique displacements were made on the PETN ground state structure in
order to construct the dynamical matrix needed for the third order force constants in the potential
energy expansion. Much of the convergence testing on these DFT calculations was done on a simpler
molecular crystal in nitromethane, suppressing the computational cost given the reduced atom count
in these trial calculations. From these initial tests, we arrived at the following set of parameters for
PETN: plane wave cutoff of 900 eV, energy convergence criterion of 1 x 10e® eV, and a 3 x 3 x 3

Monkhosrt Pack k-point mesh (0.037 x 0.037 x 0.051 A™).** A Methfessel-Paxton scheme smearing
width of 0.2 ¢V and the zero damping van der Waals corrections of Grimme®™*® were applied for all
calculations. Projector augmented wave pseudopotentials are used for each element species with an
exchange-correlation functional of Perdew-Burke-Ernzerhof.” Input sctipts are available upon
request.

A displacement distance of 0.03 A was found to be optimal to calculate force constants for
nitromethane, and was subsequently used for all materials. This chosen distance has a subtle
complexity about it that is specific to molecular crystals. For vibrations with a low stiffness
(frequency), finite differences of the potential energy surface to produce force constants should be
large enough (~0.1 A) to yield a significant change in the energy, without leading to an excursion from
the local minimum. In a much stiffer mode (higher frequency), the same displacement distance would
result in excessively large changes in energy, which is numerically undesirable when calculating the
same force constants. Since most crystals have a quite narrow (0-20 THz) phonon spectra, a single
displacement distance for all modes is not a noteworthy approximation. However, in molecular
crystals the phonon spectrum is considerably wider (0-100 THz), and a search for an optimal
displacement was warranted.

The relaxed unit cell lengths of PETN-I were found to be 9.268 x 9.268 x 6.607 A, in
agreement with previously published works.* From the harmonic portion of the potential energy
expansion, the IR spectrum, one-phonon DoS, and normal modes of vibration can be extracted. By
inspection of the normal mode displacements of the IR active modes, we have assigned peaks based
on dominant atomic motions, see Table S1 in Ref. 18.

To inform on the VET process, we use the 2PhDoS to map out modes that are coupled to
one another. As was detailed in Section 2.2.1, a Gaussian population perturbation was applied to a
mode of our choosing, and the change in scattering intensity was recorded. These data are displayed
in Figures 3-3 and 3-4 for the set of IR active vibrations in PETN. Noteworthy from the entire set of
calculations is the density of possible scattering events throughout the 0-55THz spectra range,
indicating that there are numerous active VET pathways for each perturbed vibration. Also of note is
that the selection rules applied in Equation 4 and plotted here do not distinguish if there is a native
vibration in the material that can “accept” a two-phonon scattering event into this frequency, hence
the one-phonon and/or IR spectra ate supplied to aid in this analysis. The data in green and putple
are both the two-phonon density of states, but are separated by their classification as promotion or
decay style of collision events, respectively.” The 2PhDoS data are inversely proportional to the
lifetimes of these scattering events if each contributing scattering event is scaled by the cross-section
of the colliding phonons; note that this scaling was not performed for the present results.
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From the pumped asymmetric-NO stretch 2PhDoS (Figure 3-3 top-right), it was observed
that there are no two-phonon collisions that include the lowest frequency vibrations in PETN(<8
THz). Similarly, where the pump is centered on 5.16 THz, displayed in Figure 3-4 bottom-right, there
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are no scattering events that would directly excite the asymmetric NO stretch at 51.751 THz. This
result is particularly interesting when considering that a strong compression of the lattice (Z.e. a shock
wave) creates an abundance of excited vibrations at low frequency (cz. <10 THz). Following phonon
up-pumping theories, there thus needs to be additional intermediate scattering events that would delay
the thermalization of these higher frequency intramolecular vibrations. The time delay from this
energy cascade will ultimately affect the timescales associated with chemical reactions, where all of the
predominant reaction paths depend on (uni-)intramolecular reaction coordinates. Regarding the
intermediate scattering processes, the remaining data in Figures 3-3 and 3-4 demonstrate the numerous
pathways of VET available in PETN. The dense 2PhDoS for all pump modes between 10 and 50
THz show that, regardless of the vibration of interest, there are two-phonon scattering events that are
capable to shuttle energy to nearly all other vibrations in this same range. An exception needs to be
made for the CH-stretch modes not plotted here, as their placement near 3000 cm™ leaves very few
scattering events that can scatter into these modes.

Surprisingly, and somewhat frustratingly, the calculated lifetimes were exceedingly small (or
equivalently the linewidths are too large) when compared to previous Raman linewidth
measurements.” Predicted lifetimes for PETN at 300 K ranged between 0.01 and 0.15 ps where they
are expected to be 5-10 ps based on experimental linewidths; these small lifetimes were predicted for
both PETN and Nitromethane. Calculation of these lifetimes is the (inverse of) product of two key
terms, the 2PhDoS and a term that captures the scattering cross-section of each of the tallied phonon-
phonon collisions. Since the 2PhDoS is simply tallying scattering events based on selection rules, we
are led to believe the predicted scattering cross-sections is too large, resulting in the unexpectedly small
lifetimes. The root cause is still unknown, but since excessively small lifetimes were not observed when
we tested simple metals(Tungsten and Tungsten-Beryllium intermetallics) using the same protocol,
the problem may be due to poor dispersion interactions captured within DFT resulting in modes that
appear more strongly interacting than they truly are. Nonetheless, the set of DFT calculations were
only intended in identifying VET pathways to be confirmed/denied by experiments, not for predicting
the lifetimes of excited or coupled modes. For prediction of these properties, we turn our attention
to the pump-probe setup of the MD simulations.

3.1.3.  Molecular Dynamics Results

An important observation from the experimental effort was the distinct, and surprisingly long,
timescales over which VET was still active. With these MD simulations, we aim to explain the
mechanisms by which VET governed, and which sets of vibrations are active/inactive at each of these
timescales. As was outlined in Section 2.2.2, the starting point of these simulations is to prepare the
material in a vibrationally excited state (remember these are classical, not quantum excitations). Since
the potential energy surface is different in MD as it is from DFT, the vibrational and IR spectra are
subtly different as a result. While the mode character is the same (7e. N-O asymmetric stretch), the
exact frequency will be unique. For instance, the asymmetric-NO stretch band was observed to be
centered at 1725 cm™ from DFT, at 1660 cm™ from experiment, and 1653 cm™ from MD. The same
protocol is used to select modes of interest, taking ones with the largest IR moment first. The mode
character assignments are mostly the same for each of the selected IR active modes, but the set of
frequencies studied with MD for PETN are 1653, 1329, 1238, 1193, 1102, 836, 538 and 253 cm™.
Each target mode is individually coupled to a thermal bath at 1200 K, while the remaining vibrations
in the system experience a thermal bath of 300 K. Pumped vibrations in practice wont achieve this
target of 1200K because of coupling to other modes in the system which are held at a lower
temperature. To ensure there a steady-state balance between energy input to the target mode and its’
coupled vibrations, the system is held in this pumped state for 20ps, which is much longer than
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experimental pump pulse durations. Depending on the resonator strength of the target vibration,
anharmonicity and the density of neighboring vibrations the net temperature rise of the system will
vary; the range of final temperatures was observed to be 386-461 K. Given the computational
efficiency of MD, much larger samples than DFT are allowable. Here we use 6 X 6 X 6 supercell (>10k
atoms) with a total of 4.1 ns simulated for each target mode.

Much like the analysis of the 2PhDoS, spectra of non-equilibrium states will be compared to
a spectrum at thermal equilibrium. Herein, we assume that the system has reached a “complete” VET
by 100 ps and the final spectrum taken at this time is considered as the equilibrium state. There are
distinct advantages to using this self-contained equilibrium state, namely the pumped mode will elevate
the temperature of the system, which will be unique for each target mode.

The time evolution of the total vibrational density of states is displayed in the top panels of
Figures 3-5 through 3-7 along with the decay constant (middle) and pre-exponential factor (bottom)
from a single exponential fit (ze. Ae"*/B) 4 1) to the normalized population data in the top panel. A
pre-exponential factor greater than zero indicates that this mode is initially excited by, or coupled to,
the target mode. Conversely, a value less than zero means this mode is initially de-coupled to the target
mode and is depopulated relative to an equipartition of energy among modes. The time constant
captures the relaxation or excitation of all modes as they return to an equipartition of energy at the
pump elevated temperature. Fitted data that displayed greater than 25% relative error were omitted
from the relaxation time plot.
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Figure 3-5. Molecular Dynamics results for VET in PETN where the asymmetric-NO stretch (1653
cm?)is pumped

The data shown in Figure 3-5 result from the band of asymmetric NO stretch modes coupled
to the GLE thermostat. Initially, it is clear that the vibrations closest (15001700 cm™) to the
thermostat resonance (1653 cm™) are most strongly out of equilibrium, having up to twice the kinetic
energy than equipartition. Knowing that the system in isolation (after the thermostat is removed) is at
392 K implies that the target mode (again, in a classical sense) achieved a temperature of 784 K. Of
course, temperature is ill-defined for a system far from equilibrium, but the analogy still holds here.
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We observe a rapid (<10 ps) relaxation of the target mode while initially depopulated modes at very
low frequencies (500-600 cm™) return to equilibrium on a slightly longer timescale (10-20 ps). This
fitting process will not adequately capture any delayed dynamics based on a ladder-like VET process.
For instance, vibrations at 1100 cm™ in the top panel of Figure 3-5 show an initial de-population
followed by a weak (~5-10%) excitation relative to the final 392 K spectra at a 100 ps delay. This non-
exponential form of the dynamics results in a poor fit and decay constants close to zero. However,
these delayed dynamics are hallmarks of the ladder-like VET processes that were also observed from
experiments. The symmetric-NO stretch modes near 1330 cm™ have interesting dynamics as well, they
show a weak excitation (pre-factor ~0.2) but have much longer decay constants of 20-30 ps than the
pumped asymmetric NO stretch modes. Given their similarity to the pumped mode, we would have
assumed a strong initial excitation and similar dynamics, but it seems that the symmetric NO stretch
modes play a key role in mediating energy transfer to lower frequency modes.
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Figure 3-6. Molecular Dynamics results for VET in PETN where the symmetric NO stretch (1329
cm?)is pumped

Turning to the case where the symmetric-NO stretch modes are pumped, the data in Figure
3-6 displays the time evolution in the 400-1800 cm™ spectral range and fitted constants to a single
exponential decay function. In contrast to the asymmetric NO-stretch pump, a much wider set of
vibrations are initially excited ranging from ~800 cm™ to ~1700 cm™. Relaxation times of these
anharmonically coupled vibrations seems to correlate with the frequency shift from the pumped mode,
at the low end being equal to the expected <10 ps decay of the target mode. Conversely, the blue edge
of the RO-NO; stretch, and C-C-H torsion modes (~850 cm™) show some of the longest decay
times across all pumped modes tested. For completion of this proposed ladder process, the data of
the pump coupled to the RO-NO; stretch, and C—C—H torsion modes is collected in Figure 3-7. Of
note for this latter pumped mode is the apparent asymmetry in the nearby modes that are initially
excited; the pre-factor data has a long tail above zero toward higher frequencies.
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Figure 3-7. Molecular Dynamics results for VET in PETN where the RO-NO; stretch and C-C-H
torsion modes (836 cm™) are pumped.

As was seen in experiments, there is a very rapid VET process in PETN due to many modes
being anharmonically coupled to each other. This is seen in the middle panels of Figures 3-5 through
3-7, where large sections of the vibrational spectra are weakly excited by the GLE thermostat even
where there is no direct coupling with the thermostat at these mode frequencies. Only the modes
furthest down the VET ladder are de-coupled from the colored thermostat.

Across all of the tested target modes, we observe a rapid (<10 ps) relaxation of strongly
coupled modes and a slight delay in VET completion for nearly all vibrations at around 20-30 ps.
There are a few long lived excitations for a subset of target modes, the details of which will be analyzed
for an upcoming publication. An important experimental observation that these MD simulations are
still missing is the presence of longer-lived VET dynamics with ¢-(100 ps) timescales. It is hypothesized
that these anomalously long timescale events are due to “hot-phonons” at frequencies <5 THz (well
below the experimental detection limit) that continue to perturb and scatter into higher frequencies
on the timescale of thermal conduction. To test this hypothesis with MD, we need to establish a non-
equilibrium vibrational excitation (via GLE) that is also spatially localized. Up to now, the colored
thermostat was applied homogenously throughout the bulk-like (periodic boundaries) crystal, negating
any observation of thermal conduction through the sample. However, the “hot phonon” hypothesis
can be tested after some adaptations to the simulation volume. In the spirit of the Miiller-Plathe (MP)
algorithm for establishing a steady thermal gradient in MD, we have adapted the method to replace
one of the thermal reservoirs with a colored thermostat.” To recap this setup, standard MP
simulations measure the thermal conductivity via Fourier’s Law of a sample by periodically removing
kinetic energy (atomic velocities) from one end of a rectangular cell and depositing it at the far end of
the cell. Over time, this establishes a steady temperature gradient that is proportional to the thermal
conductivity of the sample between the hot and cold reservoirs. However, we are not directly
concerned with measuring the thermal conductivity, rather we need to benchmark our VET timescales
against the timescale that a thermal gradient is destroyed after the constraints are lifted. This local
thermal conduction timescale is the upper limit for the “hot-phonon” re-excitation hypothesis.
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Thus, we performed another set of MD simulations to measure this thermal gradient
destruction timescale; one simulation for a thermal gradient between two equilibrium reservoirs and a
few simulations that have the hot reservoir replaced by a GLE thermostat. These simulations are
significantly larger than the previous MD supercells, now a 5 x 5 x 40 replicas of the unit cell, with
the thermal gradient established in the longest direction. In Figure 3-8, a thermal gradient is established
over the first two nanoseconds after which the thermostats are removed, and the gradient is slowly
destroyed via conduction. Functionally, we again assume this relaxation takes on an exponential decay.
The equilibrium thermal gradient case displayed a 16.4 K/nm initial gradient that decays with a time
constant of 298.5 ps. Whereas an asymmetric-NO stretch pumped thermal gradient shown an initial
gradient of 5.8 K/nm with decay constant 318.4 ps. For comparison to either of these cases, a colored
thermostat coupled to the mode at 253 cm™ in PETN had an initial gradient of 15.0 K/nm and decay
constant of 316.8 ps. All of these data, along with the associated fits, are plotted in Figure 3-8. Of note
is that the non-equilibrium (defined as a non-equipartition of energy) thermal gradient where high
frequency modes are excited shows a longer decay time than the two equilibrium cases, presumably
due to the extra VET processes needed to shuttle this excitation energy down into low frequency, heat
carrying phonons. The assumption of low frequency modes being the dominant heat carriers is due
to their large mean free paths and group velocity relative to intra-molecular vibrations with very small
dispersion and thus small group velocity. A proof of this assumption would involve taking spectra
from sample volumes between the hot and cold reservoirs looking for excited NO stretch vibrations
where there is no thermostat applied. We have not done this analysis at the time of writing this report,
but it will be included in an upcoming publication.
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Figure 3-8. Molecular Dynamics results for (non-) equilibrium thermal conduction in PETN

Following the local thermalization of high frequency vibrations, we must assume up-pumping
from phonons is still active on the ~300 ps timescale while heat is being conducted away. It is possible
that the ‘noise’ we see at time delays >50 ps in the top panels of Figures 3-5 thru 3-7 are due to
broadening and shifting of modes affected by this ‘hot-phonon’ bath. Looking back on the DFT
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predicted 2PhDoS in Figures 3-3 and 3-4, there are several scattering events that involve these low
frequency modes that can reach into higher parts of the PETN vibrational spectrum. Re-iterating the
shortcomings of the DFT results, a true test of these up-pumping events would be if proper scattering
cross-sections can be calculated. Through this work we have built the necessary code connections
between LAMMPS and PhonoPy to allow for third-order force constants to be calculated from an
interatomic potential, but there are additional data- and memory-management challenges that need to
be surmounted. We have tested these code developments on simpler materials, the challenging part is
due to the atom counts and complex crystal structures that these molecular solids display. This code
is available on GitHub via https://github.com/mitwood/phono3py , documentation of the changes
and merge into upstream repositories forthcoming.

3.2. 1,3,5-Trinitroperhydro-1,3,5-Triazine (RDX)

3.2.1. Femtosecond Infrared Spectroscopy Results

Figure 3-9 shows the infrared transmission spectrum of the ~2.5 um thick film of RDX
deposited on 1 mm thick Cal', windows used in our experiments. Vibrational mode assignment of the
infrared bands is performed based on Ref. 50. The C-H stretching vibrations appear in the 3000 cm™
region and the NO; stretch vibrations comprise the bands at 1570 and 1600 cm™. The absorption
features at 1275, 1390, 1435 cm™ correspond to CH, twisting, wagging and bending vibrations with
the N-N stretching vibration contributing to the 1275 cm™ peak as well. The bands at 1040 and 1220
cm’ correspond to the N-C stretching vibration. The mode at 950 cm™ corresponds to the N-N
stretch and CH vibrations, while the band at 880 cm™ corresponds to the C-N stretch, CHz rock and
N-N stretch vibrations. N-N stretching and NO; scissoring vibrations contribute to the band at 840
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Figure 3-9. Infrared spectrum of ~2.5 um thick film of RDX on a 1 mm thick CaF, window.

Figure 3-10 shows the time-resolved infrared absorption spectra following narrowband
excitation at 1533 cm™, corresponding to pumping the NO stretching vibrations. Similar to PETN,
instantaneous bleaching is observed at all infrared active vibrations within the instrument time
resolution of 200 fs, indicating strongly coupled vibrations in RDX. The sub-picosecond dynamics
are followed by dynamics on ¢*(1 ps) timescale at all infrared transitions. This ¢(1 ps) timescale in
RDX almost universally corresponds to an evolution towards broadened and red-shifted vibrational
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lineshapes, which manifest in transient infrared spectra as induced absorption features on high and
low frequency sides of a bleach feature; such lineshapes are a hallmark of the influence thermal or
non-thermal phonon distributions exert on high frequency vibrations."> " This evolution is particulatly
evident for vibrations in the 1200-1600 cm™ region, at 1040 cm™, and in the 800-900 cm™ region,
where the infrared bands are well-separated allowing clear visibility into the broadening and shifting
of peaks past 10 ps. While vibrations in the 1300-1400 cm™ region do not show notable dynamics
past 10 ps, as displayed in Figure 3-11, features at 1600, 1455, 1270, 1040, 935 cm™ clearly and
monotonically evolve with an ¢(100 ps) time constant. The spectral assignments based on Ref. 50
suggest that the vibrational frequencies that display ¢-(100 ps) evolution correspond to NO; stretching,
N-N stretching and N-C stretching vibrations, while the 1300-1400 cm™ features that do not show a
clear 0/(100 ps) dynamics are assigned to CH. vibrations. The low signal level below 1000 cm™
precludes a firm conclusion on the long-time evolution of the signal. Many of these observations are
similar to those in PETN," where the most pronounced change in signal amplitude occurs on sub-
picosecond to ¢*(1 ps) timescales, while evolution of certain vibrations on the ¢*(100 ps) timescale
mostly involve more subtle changes to the signal amplitude and peak position.

The observed dynamics in RDX suggest that the instantaneous appearance of bleach features
due to strong vibrational coupling is followed by VET on the ¢*(1 ps), which at every step, excites low
frequency phonon vibrations. The excited phonon vibrations in turn perturb the probed high
frequency vibrations, thus prompting shifts and broadening of the infrared features that are generally
akin to difference infrared spectra of the sample at elevated and at room temperatures.'®* However, the
(100 ps) evolution of many vibrational transitions suggests that the probed volume of the sample
has not reached thermal equilibrium even by the longest measured time delay of 300 ps, indicating
that VET is still occurring on these long, hundreds of picosecond timescales. The vibrations at the
above-mentioned frequencies that noticeably display the ¢-(100 ps) evolution (ze. the NO,, N-N, N—
C stretching modes) are those whose frequencies are sensitive to phonon-induced perturbations to
local environment, compared to the CH; vibrations in the 1300-1400 cm™ region that are relatively
inert to local environment and do not show obvious ¢(100 ps) dynamics. Indeed, such mode-
specificity hints that a shock-excited phonon bath may more easily couple to these labile reaction
coordinates. While some of these observations and interpretation mirror those in PETN, a key
difference between results in RDX and PETN is that the ¢(10 ps) evolution at all probed vibrations
is nearly absent or rather insignificant. A possible explanation is that multiple ¢-(1 ps) VET steps could
be operating in parallel in RDX, whereas multiple sequential o(1 ps) VET steps were hypothesized to
result in an effective ¢(10 ps) evolution in PETN."
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Figure 3-10. Transient infrared absorption spectra of RDX vibrations in the 800-1700 cm™ region
following narrowband excitation at 1533 cm™. Time delays are plotted on a linear scale until 4 ps,
and on a logarithmic scale after.
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Figure 3-11. Lineouts through the transient infrared spectra of RDX at the indicated frequencies.

3.2.2.  Ab Initio Computational Results

A total of 51,642 unique displacements were made on the RDX ground state structure in order
to construct the dynamical matrix needed for equation 4 of Ref. 26. A plane wave cutoff of 900 eV
with a k-point spacing of 0.039 x 0.029 x 0.032 A" was used for a unit cell of alpha-RDX (contains
168 atoms). Additional VASP settings are the same as what was used for PETN, including the same
pseudopotentials. All VASP simulations were run on Sandia computing clusters utilizing up to 200
nodes at a time. In order to schedule the tens-of-thousand individual jobs, asynchronous tile evaluation
from the DAKOTA optimization software is utilized.”' DAKOTA thus allows a single, large allocation
of compute nodes to distribute the individual VASP jobs to idle nodes and queue up tasks until the
full batch of jobs is completed (while not the intended use of DAKOTA, it works in our favor here).
It is important to stress the ground-breaking scale of these calculations, as nearly all previous work
studying the thermal properties of materials from this direct potential energy expansion only total a
few hundred DFT calculations at a time. In order to resolve long wavelength deformations of the
crystal, supercell geometries are typically used, but this is prohibitively expensive given the unit cell of
RDX already contains 168 atoms and cubic scaling of the computational cost of DFT.

As was the focus in section 3.1.2, the prediction of the 2PhDoS is desired to understand the
VET pathways in RDX. Results collected in Figure 3-12 show the VET pathways from the
asymmetric-NO stretch (middle panel) and the symmetric-NO stretch modes, while the top panel
displays the IR spectra and one-phonon density of states. Plotted are the 2PhDoS difference between
the nominal, thermally occupied Bose-Einstein populations at 300 K and where a Gaussian
perturbation of unit height and 2THz width is added at the vibration of interest. Similar to the PETN
2PhDoS, there are a large number of scattering events that include both of these NO stretch modes,
indicating rapid VET. At the time of writing this report, the dynamic VET simulations utilizing the
method outlined in Section 2.2.2 have yet to be analyzed.
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Figure 3-12. Composite two-phonon density of states in RDX for high frequency excitations

3.3. 2,4,6-Triamino—1,3,5-Trinitrobenzene (TATB)

3.3.1. Femtosecond Infrared Spectroscopy Results

Figure 3-13 shows the infrared transmission spectrum of ~2.5 pum thick film of TATB
deposited on a 1 mm thick CaF, window. Assighments are performed using Ref. 52. The bands near
3200 cm™ are due to the symmetric and asymmetric stretching vibrations of the NH. groups. The
1600 cm™ feature is due to the C-NH; stretch and the NH: bending motion. The features between
1460 and 1490 cm™ comprise NH: bending, rocking, scissoring, and ring twisting vibrations. The low
frequency vibrations between 800 and 1400 cm™ are assigned to vibrations involving predominantly
the NH; groups (twist, wag, rock). The modes at 1340, 1173, 1160, and 1030 cm™ also involve the C—
NO; stretching vibration, while the band at 1225 cm™ has contribution from the C-NHj stretching
vibration. Unlike in PETN and RDX, the only band with NO; stretching character is located at 1160
cm’. We note that some of the TATB absorption features saturate; however, expetiments on RDX
comparing thick (with saturating absorptions) and thin samples yielded consistent dynamics and
trends.
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Figure 3-13. Infrared spectrum of ~2.5 um thick film of TATB on a 1 mm thick CaF, window.

Figure 3-14 shows time-resolved infrared absorption spectra following narrowband pumping
at 1533 cm™' that leads to the excitation of the C-NH; stretching and NH, bending vibrations. This
excitation elicits a bleach response from the NHa stretching vibrations near 3200 cm™, as well as from
all other infrared-active modes in the range of frequencies probed, within the ~200 fs time resolution
of this experiment. This again supports the idea that, similar to PETN and RDX, infrared-active
vibrations in the mid-infrared region of TATB are strongly coupled. This ultrafast response includes
an immediate and surprising appearance of induced absorption features on the Aigher frequency side
of bleach features, such as at 3400 cm™ and 1640 cm™. While induced absorption on the /ower frequency
side of bleach features are common in femtosecond transient infrared absorption spectroscopy due
to the anharmonically red-shifted v=1—2 transitions caused by the interaction of the probe pulse with
the sample, induced absorption on the higher frequency side of a bleach feature is anomalous. Given
that there are no neighboring transitions at higher frequencies of the infrared bands in the 3200 and
1600 cm™ regions that could cause the induced absorptions at 3400 cm™ and 1640 cm™, the prompt
appearance of induced absorption at 3400 and 1640 cm™ suggests instantaneous broadening of the
NHo; stretching, C—-NHo stretching and NH: bending vibrational lineshapes.
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Figure 3-14. Transient infrared absorption spectra of TATB vibrations in the 800-3500 cm™ region
following narrowband excitation at 1533 cm™. Time delays are plotted on a linear scale until 4 ps,
and on a logarithmic scale after.

Subsequent to this ultrafast response, an ¢'(1 ps) to ¢*(10 ps) evolution occurs at all infrared
transitions. In the 3200 cm™ region, at 1505 cm™, 1440 cm™ and 1100 cm™, this timescale corresponds
to an intensification of the bleach features, whereas it corresponds to the decay of bleach features in
the 1600 cm™ region, at 1325 cm™, 1250 cm™, 1180 em™, 1030 cm™ and 880 cm™. Figure 3-15 displays
lineouts at some of these frequencies. These dynamics then give way to slower ¢*(100 ps) evolution of
the majority of infrared transitions in TATB, involving highly pronounced shifts, broadening and
changes in signal intensity. In the 3200 cm™ region and at 1440 cm™', the broadening of the two features
intensifies, while the transitions at 1606 and 1575 cm™ experience significant shifting and possible
broadening. The 1325 cm™, 1180 cm™, and 1030 cm™ features shift to lower frequencies and broaden
— a behavior that mirrors the effect of phonon excitations on high frequency vibrations." However,
the long-time behavior at these latter frequencies involves a change in sign from bleach to induced
absorption, which then further evolves with a ¢*(100 ps) time constant. The bleach feature at 1250 cm’
" undergoes a remarkable change in the sign of the signal, without clear evidence for shifts or
broadening. The weak shoulder to the low frequency side of the 1030 cm™ peak, at ~1010 cm™, shows
a bleach at time zero, but proceeds to evolve into an induced absorption, which decays on a ¢(1 ps)
to o(10 ps) timescale, and then turns into a negative absorption feature that further intensifies on a
o(100 ps) timescale. The signal centered at 1100 cm™ does not flip sign, but instead shows a very
pronounced intensification of signal as well as significant broadening on long time scales. Features at
880 cm™ and near 785 cm™ also show pronounced ¢(100 ps) time scale evolution.
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Figure 3-15. Lineouts through the 1533 cm-pumped transient infrared spectra of TATB at the

indicated frequencies.

Excitation of TATB at 1190 cm™, corresponding to the excitation of predominantly C-NO
stretching vibration, results in transient infrared spectra and temporal behavior that closely mirror
results from 1533 cm™ excitation, as shown in Figure 3-16. These results also show sub-200 fs
response, followed by (1 ps), ¢/(10 ps), and ¢(100 ps) dynamics. The long-time behavior is as stark,
with pronounced changes to center frequencies, linewidths, and signal intensities. The one notable
difference is in the 3200 cm™, where the induced absorption at 3400 cm™ grows in on the ¢(1 ps)
timescale, rather than appear near time-zero as seen with 1533 cm™ excitation. This difference suggests
that the NH. stretching vibrations do not experience broadening immediately following 1190 cm™

excitation.
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Figure 3-16. Transient infrared absorption spectra of TATB vibrations in the 800-3500 cm™ region
following narrowband excitation at 1190 cm™. Time delays are plotted on a linear scale until 4 ps,
and on a logarithmic scale after.

While the sub-picosecond, ¢(1 ps) and ¢*(10 ps) dynamics in TATB show interesting trends
and very rich dynamics that require further analysis and interpretation, the pronounced ¢/(100 ps)
behavior of transient features in TATB compared to much more subtle spectral evolution in RDX
and PETN on this timescale suggests significant differences in the coupling of TATB molecular and
phonon vibrations. The conspicuous changes to the vibrational lineshapes on the ¢/(100 ps) timescale
as well as the instantaneous broadening of certain high frequency infrared lineshapes in TATB indicate
strong vibration-phonon or vibration-vibration coupling that considerably modifies the transition
energies and infrared linewidths during VET. Further analysis of experimental data is underway to
enable comparisons with MD simulations presented below, and to achieve a deeper understanding of
the observed dynamics and their implications on VET in TATB.
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3.3.2.  Molecular Dynamics Results

All MD simulations of TATB utilized the non-reactive interatomic potential of Kroonblawd
et al’' which has demonstrated superb accuracy with respect to expetiments for mechanical and
thermal properties. In addition to the two-, three- and four-body bonds of the other IAP used herein,
this IAP adds an additional long-range, pair-wise, term that captures the hydrogen bonding
interactions in TATB. A 6 x 6 X 6 replica (~10k atoms) of the unit cell is equilibrated at 300 K and
latm of pressure for 125 ps prior to gathering any spectra. In order to capture the N-H modes at
~3500 cm™' the sampling frequency used in equation 5 had to be lowered to 4 fs. As with PETN, a set
of IR active vibrations were chosen for the GLE pump-probe simulations, these were (not in order
of IR intensity) 1634, 1322, 1223, 940, 880, 672 and 497 cm™. A detailed mode assignment from
DFT/MD was not completed at the time of writing this report. Final temperatures of all pump-probe
MD simulations were between 384 K and 429 K. The full vibrational density of states and calculated
IR active modes are given in the middle and bottom panels of Figure 3-17, respectively.
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Figure 3-17. Molecular Dynamics results for VET in TATB where the vibrations centered on 672
cm are pumped.

Globally, TATB displays much faster VET dynamics than PETN. An example of this
observation is given in Figure 3-17 where a thermostat is coupled to the vibration at 672 cm™. Shortly
after the thermostat is removed (t=0 ps), the initially excited modes relax to a population equivalent
to that at a time delay of 100 ps (same normalization scheme as PETN). Fitted exponential decay
constants (Figure 3-17 middle panel) to the pumped mode show a <5 ps lifetime for all modes initially
anharmonically coupled to the pumped mode. Interestingly, there is strong coupling between the
pumped modes at 672 cm™ and those between 1200-1400 ecm™, with the fitted pre-factor data (Figure
3-17 bottom panel) showing a preferential excitation of IR-inactive mode at 1282 cm™ over the nearby
and IR-active 1319 cm™ and 1224 cm™ vibrations. None of these anharmonically coupled modes ate
long lived, with fitted lifetimes <5 ps as well.
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Figure 3-18. Molecular Dynamics results for VET in TATB where the vibrations centered on 1323
cm are pumped.

Looking at the inverse of this excitation process, Figure 3-18 collects the spectral evolution
and fitting constants of TATB pumped at 1323 cm™. While this 1323 cm™ pumped mode couples to
lower frequency modes at nearly half its frequency, the fitted pre-factor data (Figure 3-18, lower panel)
also displays a long tail toward higher frequency modes which covers the red edge of the N-H modes
clustered around 1600 cm™. Much of the “long-lived” excitations that ate on display in the fitted
relaxation time data are fictitious and the result of weak initial excitations/depopulations, it is always
best to look first for non-zero pre-factors and interpret those relaxation times. More MD results are
available upon request.

To speculate, the relatively rapid VET in TATB arises from planar geometry of the TATB
molecule. It may be that each of the studied intra-molecular pumped modes interacts strongly with
other in-plane (e.g crystallographic, multi-molecular planes) vibrations, which are extended over many
molecules; a similar explanation offered by Ostrander et al."* where N-O stretch modes in PETN wete
found to be multi-molecular in nature. Given the strong, planar, hydrogen bond network found in
TATB, such delocalization may be responsible for a similar response seen here. It is thus worth
checking for strong coupling of these pumped intra-molecular modes to the low frequency phonon
modes (<400 cm™), which would be the assumption if these modes are delocalized.
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Figure 3-19. Composite Molecular Dynamics results of the spectral evolution in TATB pumped at
various indicated frequencies.

To highlight the behavior of low-frequency modes, Figure 3-19 collects the spectral evolution
of all pumped modes in TATB. It is observed that low frequency phonon modes are universally under
populated relative to the equilibrium spectra at the end of the simulated time. Interestingly, these
modes relax to the equilibrium population on a ~10-20 ps timescale which is slightly longer than the
fast VE'T among intra-molecular vibrations. To reiterate, a normalized population less than one means
these vibrations are “colder” than the final spectra, which is elevated due to the pumped mode. For
example, if there is no coupling between these cold modes and the pumped mode, then they will
exhibit a temperature of 300 K while the final normalizing spectra is known to be between 384 K and
429 K. Since the total kinetic energy is the same in both the initial and final spectra, these low frequency
phonons are thus interpreted as depopulated. All of this suggests that the rapid, <5 ps VET observed
among intra-molecular vibrations cannot be solely attributed to strong coupling to a low-frequency
bath of modes. Follow on simulations characterizing the thermal conduction timescale, as was done
in PETN, are needed to probe the ~100 ps evolution of features observed in experiments.
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4. CONCLUSIONS

This report presents our investigation of vibrational energy transfer dynamics in three
energetic materials that exhibit different sensitivities to a shockwave impulse — PETN, RDX and
TATB. Our approach leveraged the combination of three unique capabilities at Sandia National
Laboratories: (1) femtosecond broadband infrared spectroscopy, which allowed illumination of
timescales and global pathways of vibrational energy transfer, (2) density functional theory and non-
equilibrium molecular dynamics simulations, requiring leadership computing resources, which
investigated vibrational energy transfer from the computational perspective, and (3) state-of-the-art
methods for the deposition of high optical quality thin film samples of energetic materials, allowing
detailed spectroscopic investigation. Although this report focused on describing our unpublished
results, their connections to our published works, and some early conclusions, this experimental and
computational work clearly reveals both conserved trends and distinct vibrational energy transfer
dynamics in the three materials studied. The ongoing analysis, interpretation, and exploration of these
ideas — to be detailed in future publications — will further demonstrate the considerable promise this
collaborative approach holds in unraveling the fundamental chemical physics that govern the complex
macroscopic properties of energetic materials.

These non-destructive means to investigate energy transfer dynamics, and thus shock
sensitivity of energetic materials, has great promise for use as diagnostic tools for Sandia’s programs.
Extension of this work to study the dependence of vibrational energy transfer on morphology,
chemical conformation (polymorphs) and chemical structure will enable the future application of this
approach to more realistic energetic material systems. These more realistic systems can be bulk
samples taken from fielded detonators or material taken from end-of-line production routes.
Additionally, it is hard to overstate the scientific value in unraveling the mechanisms and timescales
of energy transfer dynamics. Specific to the shock-to-detonation transition, this study probes one of
the three leading initiation theories capable of explaining the ultrafast condensed phase chemistry that
precedes detonation. As we move beyond heuristics or lump sum observations that guide our
understanding of shock sensitivity, studies such as this will allow for precise design of energetic
materials in the future where sensitivity is a design variable, rather than part of the end-product.
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