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Activity Description

Support for HPC resource managers

BEE uses abstract interfaces between core functionality and specific
driver code. An example of this is the worker _interface. The

worker _interface is used by the BEETaskManager to communicate with
the HPC system-specific resource manager (e.g. Slurm) and container
runtime (e.g. Charliecloud). BEE initially only supported the Slurm HPC
resource manager. This activity will make HPC resource manager
support a configurable option. When this activity is complete BEE will
support both the Slurm and LSF resource managers.
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Execution Plan

To complete this activity we will:

 extend the BEETaskManager to use the BeeConfig class to determine
which HPC resource manager (Slurm or LSF) is to be used according
to the bee.conf file

 produce properly formatted LSF job scripts
 submit, query, and cancel jobs using the LSF resource manager
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Implementation Highlight
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Refactoring BEE’s architecture is paying dividends

The same modular design highlighted by the completion of milestone 2.3.6.01/STNS01-5 (support for
multiple container runtimes) continues to be validated with the completion of this milestone. The core BEE
code uses a consistent API to interact with an HPC resource manager. The methods necessary to
communicate with Slurm or LSF are implemented in a resource manager-specific driver that in turns
implements the generic APl used by BEE.

LSF driver

submit task/() definition in generic API

Note that the submit task APl is the same in
each driver, but the submit job() methods
are very different for Slurm (RESTful API for job
submission) and LSF (wrapped bsub command
line call). The interface to the resource manager

Slurm driver driver is consistent. Additional resource
managers (e.g., PBS) can be supported simply
by writing a new driver.
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Completion Criteria

When this activity is complete the BEETaskManager will:

1. determine which HPC resource manager (Slurm or LSF) to use
based on configuration data in the bee.conf file

2. format the HPC job script with the commands necessary for
execution on the configured HPC resource manager

3. submit, query, and cancel jobs using the LSF resource manager
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Completion Criteria
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1. Determine which HPC resource manager (Slurm or LSF)
to use based on configuration data in the bee.conf file

bee.conf

LSF configuration and commands

job script

bee.conf

Slurm configuration and commands
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2. Format the HPC job script with the commands necessary
for execution on the configured HPC resource manager

bee.conf

LSF configuration and commands

job script LSF jobs scripts use
“4BSUB” to denote
submission options,
while Slurm uses
bee.conf “#SBATCH"

Slurm configuration and commands
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3. , query, and cancel jobs using the LSF
resource manager

7

1. Workflow submitted using BEE client , R T _
2. BEEWorkflowManager parses workflow and builds tasks

o e oo SR D BB e oo

3. First task sent to BEE TaskManager ' 4. BEETaskManager submits job to LSF

5. LSF shows pending job with same JOBID
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3. Submit, , and cancel jobs using the LSF
resource manager

P B

\

BEETaskManager updates BEEWorkflowManager
with task state, which is reflected in the BEE client
output when the workflow status is queried.

Status is verified using the
LSF bjobs command.
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3. Submit, query, and jobs using the LSF
resource manager

1. JOBID 374082, submitted via BEE, is pending.

_ 2. The workflow is canceled using the BEE client.
3. The BEEWorkflowManager receives the T T N T I R T T S T TR
command to cancel the workflow.

4. The BEETaskManager is notified to cancel s
pending JOBID 374082.

5. LSF JOBID 374082 is canceled as shown.
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