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ABSTRACT

This report summarizes the work performed under a one-year LDRD project aiming to enable
accurate and robust numerical simulation of partial differential equations for meshes that are of
poor quality.

Traditional finite element methods use the mesh to both discretize the geometric domain and to
define the finite element shape functions. The latter creates a dependence between the quality of
the mesh and the properties of the finite element basis that may adversely affect the accuracy of
the discretized problem. In this project, we propose a new approach for defining finite element
shape functions that breaks this dependence and separates mesh quality from the discretization
quality. At the core of the approach is a meshless definition of the shape functions, which limits
the purpose of the mesh to representing the geometric domain and integrating the basis functions
without having any role in their approximation quality.

The resulting non-conforming space can be utilized within a standard discontinuous Galerkin
framework providing a rigorous foundation for solving partial differential equations on
low-quality meshes. We present a collection of numerical experiments demonstrating our
approach in a wide range of settings: strongly coercive elliptic problems, linear elasticity in the
compressible regime, and the stationary Stokes problem.

We demonstrate convergence for all problems and stability for element pairs for problems which
usually require inf-sup compatibility for conforming methods, also referring to a minor
modification possible through the symmetric interior penalty Galerkin framework for stabilizing
element pairs that would otherwise be traditionally unstable. Mesh robustness is particularly
critical for elasticity, and we provide an example that our approach provides a greater than 5x
improvement in accuracy and allows for taking an 8x larger stable timestep for a highly deformed
mesh, compared to the continuous Galerkin finite element method.

The report concludes with a brief summary of ongoing projects and collaborations that utilize or
extend the products of this work.
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NOMENCLATURE

Table 0-1.

Abbreviation Definition

REBAR regression based approach for robust finite element analysis on arbitrary grids
PDE partial differential equation
FE finite element
FEA finite element analysis
FEM finite element method
GMLS generalized moving least squares
CG continuous Galerkin

DG discontinuous Galerkin
IP interior penalty
SIPG symmetric interior penalty Galerkin
VMS variational multiscale
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1 INTRODUCTION

The classical definition of a finite element (FE) space [111] as a triple comprising (i) a geometric
region (the element), (ii) a unisolvent set of functionals (the degrees of freedom), and (iii) a
polynomial space, ties together the shape of the element and the properties of the resulting
basis.

Thanks to the pioneering work of Babuska [4] it is now well understood that poorly shaped
elements may affect adversely the quality of the resulting FE discretization. In particular, [4]
established that the minimum angle condition, long thought to be of critical importance, is in fact
not essential and that one should instead avoid elements that have angles close to 7C.

This interdependence between element shape and basis quality propagates through the entire
foundation of finite element analysis (FEA) by affecting key properties such as inverse
inequalities, condition numbers, and convergence estimates. As a result, the general rule of the
thumb so far has been to avoid as much as possible bad elements such as high-aspect or "sliver"
elements [M].

Unfortunately, this is not always possible in many engineering and scientific applications that
require the meshing of complex geometric domains because automatic generation of high-quality
grids remains a challenge. Currently, hexahedral grids can deliver robust results but require
prohibitive manual efforts. Conversely, tetrahedral grids can be constructed more efficiently but
their quality may be insufficient for traditional FBA due to poor aspect ratios. Overall, generation
of quality meshes tends to consume significant resources, which creates a computational
bottleneck in the FE workflow [M].

There are also situations such as Lagrangian simulations of large-deformation mechanics [19],
where distorted grids are simply unavoidable. As a result, hardening finite element methods
(FEM) against substandard grids can have significant impacts towards enabling automated
CAD-to-solution capabilities by reducing or even removing the performance barriers created by
the mesh-quality requirements of conventional FEA.

In this work we propose a new approach for the construction of FE shape functions that is
independent of the underlying mesh. To that end we borrow ideas from meshfree methods and
utilize Generalized Moving Least Squares (GMLS) [23] regression techniques to construct a FE
basis whose degrees of freedom are not tied to the elements in the mesh. As a result, the role of
the mesh in our approach is limited strictly to describing the computational domain and providing
the means to integrate the basis functions without having any role in their approximation quality.
Construction of our shape functions requires solution of small local quadratic programs on each
element, and since the resulting basis is piecewise polynomial, integration of the polynomial
products appearing in the assembly process can be accomplished with relatively few quadrature
points.
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Because our basis functions do not conform to the shape of the underlying elements, their span
produces a non-conforming, discontinuous piecewise polynomial FE space. Thus, a discontinuous
Galerkin (DG) [2, ] and/or an Interior Penalty (IP) [M!, 1] framework provide the most natural
setting for the utilization of the new meshfree basis. This allows us to leverage the existing
mature and rigorous stability and approximation theory for such methods by borrowing classical
stabilization techniques from DG and IP to obtain robust and accurate FE discretizations that are
also impervious to the quality of the underlying mesh.

The possibility to reuse DG and IP stabilization techniques and the fact that our basis functions
only require integration of polynomial products sets the approach in this paper apart from other
schemes such as meshfree Galerkin methods [5, T71, 3, CM], which replace traditional shape
functions by meshfree ones. However, the meshfree bases in these methods are not polynomials
and are not known in a closed form. As a result, their integration requires a relatively large
number of quadrature points, which increases the computational cost of such schemes, as every
shape function evaluation involves a solution of a small linear algebra problem. This has
prompted consideration of reduced order integration [9, s]; however, such integration leads to
numerical instabilities due to underintegration and requires application-specific stabilizations.

We have organized the paper as follows. Section reviews the technical background necessary
for this work and includes a brief summary of the GMLS regression technique that is central to
our approach. Section explains the construction of the meshfree basis and demonstrates it use in
a DG framework to obtain a well-posed partial differential equation (PDE) discretization. Further
implementation details are discussed in Section and numerical results are presented in Section
5. Our key findings and outlook for future work are summarized in Section b. Collaborations and
continuation of the products of this LDRD are described in Section .

11 11
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2. TECHNICAL BACKGROUND

2.1. Notation

Throughout this paper O. is a bounded open region in Rd , d = 1,2, 3 with a Lipschitz continuous
boundary F = dn. We assume that F comprises two disjoint parts FD and FAT, respectively, i.e.,
F = FD U FN. We denote the outer unit normal to F by n. As always, L2(n) is the space of all
square integrable functions on S-2, Hic(n) is the Sobolev space of order k, and 1111)(n) is the
subspace of H1(n) containing all functions whose trace vanishes on FD. We denote the norm and
the inner product on these spaces by 11' Ilk and (., .)ic for k = 0, 1, .... For a nonempty y E F the
elements of H1(52) have well defined traces in H1/2(y). The norm and the inner product on this
space are denoted by II 1 II /2, y, and (., )1/2,y, respectively. We overload the symbol 11 to denote aII 

seminorm, measure or cardinality with the meaning determined by the type of its argument.

Let nh denote a partition of n into finite elements Ki c Rd with diameters hi, i = 1, . . .N. We
assume that nh is conforming in the sense that its boundary Fh coincides with the boundary F of
the underlying domain. Without a loss of generality we may also assume that Fh = FhpUFkAr
with rhp = rD and rh,N = FN•

The set of all element interfaces is denoted by Sh, i.e.,

Sh = UKiEnhdKi ,

while the set of all interior element interfaces is denoted by Šh:

Šh= Sh\Fh

The mesh parameter is defined as
h = max hi .

KieS111

Let Pm(Ki) denote the space of all multivariate polynomials whose degree does not exceed some
integer m> O. We define a standard non-conforming finite element space on nh as

Vh= {vh E L2(c1) I VhK, E Pm (10 VKi E . (2.1)

Every a E Šh is shared by exactly two elements, i.e., a = dKi n dx; for some indices i, j.
Following the standard notation [I31] we introduce the average and jump of a function w on a as

{w}a := — 
2 Ki

+w K1) and [w]o- :=

For CT E Fh we use the same notation with the understanding that

fwfu := wK, and :=

where Ki is the unique element containing the segment a.

11



2.2. Generalized Moving Least Squares

GMLS is a non-parametric regression technique for the approximation of bounded linear
functionals from scattered data [®, Section 4.3]. A typical GMLS setting includes

• a function space U with a dual U*;

• a finite dimensional space (13. c U with basis 0 = -16irl•• . . •CPq};

• a 43-unisolvent set of sampling functionals S = {Ai, , An} C U* ; and

• a locally supported kernel w : U* x U* 1--11Z+ U {0}.

GMLS seeks an approximation i(u) of the target z(u) E U* in terms of the sample vector
u := (u) , . . . , A.,i(u)) E Rn, such that i(0) = T(0) for all 0 e (I., i.e., the approximation is
.13-reproducing. To define i(u) we need the vector "C(0) E r q with elements ( r(0))i = T(00,
i = 1, . . . , q, the diagonal weight matrix W(z) E rnxn with element Wii(T) = w(-r; and the
basis sample matrix B E rnxq with element Bii = A.i(0i); i = 1, . . . ,n; j = 1, . . . , q. Let • liv(r)
denote the Euclidean norm on Rn weighted by W(T), i.e.,

1b4 (,) = bT W (-c)b b E R..

The GMLS approximant of the target is then given by

i(u) := c(u; T) • T(0),

where the GMLS coefficients c(u; -r) e q solve

c (u; -c) = argmin 
1 
1Bb — w(t) .

beRq

It is straightforward to check that c(u; = (BTW (r)B)-1 (BT W (T))u . We refer to [®] for

(2.2)

(2.3)

information about the efficient and stable solution of (2.3). Lastly, let ei E Rn be the ith Cartesian
unit vector and let uT := c (ei; "c) • E 41). We call the set SE = . , c 4:13 a GMLS
reciprocal of S relative to T.

2.3. A framework for non-conforming Galerkin methods

An attractive feature of our approach is that the resulting non-conforming finite element space can
be used in conjunction with any of the available non-conforming discretization frameworks such
as DG and IP. In this work we use extensively a setting motivated by symmetric interior penalty
Galerkin (SIPG) methods as described in [I131 For completeness we review the fundamentals of
this setting below.

1We recall that (1)-unisolvency implies {0 e (DI A,i((p) = 0, i = 1, , = {0}.
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As a model problem we consider the following elliptic reaction-diffusion equation

{ —V • (icVu)+ au = f in n
u = LID on FD

icVu • n = UN on FN
(2.4)

where f E L2(n), uD E H1/2 (FD), and ttN E L2(1-N) are given functions, a is a nonnegative scalar
function, and lc is a d x d symmetric and positive definite matrix function.

For simplicity we shall assume that F D is non-empty, which ensures that (2.4) has a unique
solution. A standard SIPG weak formulation of (2.4) is given by: seek uh E Vh such that

Q(uh,vh) = F (viz) Vvh E Vh

where the bilinear form Q : Vh x Vh R and the linear functional F : Vh H R are defined as

(2.5)

Q(wh,vh)= E f ev-wh • Vvhdx + awhvhdx + E r(c)f [wh][vh]de
K/Eg2h aErh,D

f{iCv wh • n} [-vdde f { lcVvh • n}[wh]de, (2.6)
crerh,D c acrh,D

and

F0,0= fvhdx E f (KW h • n)upde
aErhD

+ E Z(a) UDVhde+ E f vh.Nde, (2.7)
o-Erh a ,D aErh,N CY

respectively. Here, r(a) is a stabilization (penalty) parameter for the interface a. For SIPG
methods defined with standard non-conforming spaces this parameter is commonly defined as

r(a) := 

where Ea is a positive constant on each interface and 00 is a global constant usually set to
(d — 1)-1; see [I].

The bilinear form (2.6) induces an "energy" norrn

IIvhIIE E f Klyvh12dx+f aqdx+ E r(a) I [vh]2de) (2.8)
KiEg2h

cfaerh,D

Under some conditions one can show that Q(-,-) is continuous and coercive with respect to the
energy norm ( ); see 31] and the references therein, and prove apriori error estimates with
respect to this norm.

In Section we will use this SIPG framework in conjunction with our meshfree basis functions.
We wills see that, among other things, the use of the meshfree basis allows to relax the definition
of the penalty parameter r(a).

2.8

13



3. A NONCONFORMING VARIATIONAL FORMULATION

In this section we use the GMLS regression technique to define a finite element basis
independently of the underlying mesh. At the end of the section we briefly explain how our
approach can be viewed as an extension of GMLS to the approximation of bilinear forms.

3.1. A nonconforming finite element space based on GMLS regression

Given a finite element partition nh we assume that Xh = }ii? 1 is a point cloud on n defined
independently of nh. We note that Xh may contain some or all of the element vertices but in
general it does not have to be dependent on nh in any way.

To define our new basis we specialize the general GMLS framework in Section 2.2 as follows.
For simplicity we set U = U* = co(n) and define (13 = Pm(Rd), i.e., the space of all multivariate
polynomials in d-dimensions. To avoid notational clutter we retain the notation for the basis of
Pm. Then we choose S to be the set of all point samples at the cloud points, i.e., we set 24 = 3(xi),
where 3 is the Dirac delta function. Thus,

S = {340,- • AR} •

We assume that the points comprising Xh satisfy the unisolvency requirements in WI.

Let bk denote the barycenter of element Kl. We define the set of target functionals i as

T = {3(bl), , (bN)} •

Finally, we set the kernel w as

(3.1)

w(X,xi) :=

where p(-) is a radially symmetric function with supp p = O(h). The GMLS basis will be
constructed locally from point samples close to bk using the local sampling set
Sk = föx j 14(4, j) > ol with cardinality nk. We assume that the support of p is large enough to
ensure that Sk is Prn-unisolvent.

We then define the (local) finite element GMLS basis as the GMLS reciprocal of the delta
function sampling set (3-11). Evaluation of this basis depends on the selection of the target
functional and so we have that

sk =

with uk := c(elf;bk) • and el[ cRnk.

We now use this basis in conjunction with the SIPG formulation (2-5) of the model problem (2.4
To that end, let Qk and Fk denote the restrictions of the SIPG bilinear form and right hand side

14
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functional to an element Kk E nh. Further restricting Qk to Sk x Sk yields the elemental assembly
contribution

Qk(u.ki,ulfl := Qk(c(e1;;bk)(0,c(ebk)(0) = c(el[; bk) • ak(4) , 40) c(eki; bk)

from element Kk. Similarly, we have the elemental approximation

Fk(uin := Fk(c(el[;bk)0) = c(e;bk) • Fk(0)

of the right hand side functional. It is easy to see that the elemental approximations give rise to a
local assembly matrix

= c(el[;bk) • Qk(4) 40) • c(elj;bk) (3.2)

and a local load vector Fk = e (ei; Z) • F (0) , respectively, which are analogues of the element
stiffness matrix and load vector in FEA. With this local problem we associate the local set of
degrees of freedom ak.

It is important to note that unlike some meshfree Galerkin methods, assembly of the local SIPG
element contributions only involves integration of polynomial functions. Specifically,
computation of element contributions boils down to computing the matrix Qk(4) , (P) E q x nq

with element

(Qk(0,40))st = Qk(Os,C)

and the vector Fk (0) e RN with element

(Fk(0)), = Fk(04 •

Since Os and Ot are polynomials, computation of the necessary integrals can be done by standard
numerical quadrature. In some cases these integrals can also be computed exactly.

Let us now briefly discuss the global finite element space corresponding to the local spaces Sk.
We construct this space as [S] = UKkenhSk and denote its elements by [u]. Stacking all local DoF

in a single vector [a] := {al,..., aNe } produces the global DoF set for [u]. In general, a sampling
functional 8x, can belong to multiple local sampling sets 5k, which means that [u] will be
multivalued at xj, i.e., the global space [S] is discontinuous along the element interfaces.

We now define the global SIPG problem by summing over all elements, i.e.,

Q([u], [v]) := Qk(uk,l)k) and F([v]) := E Fk(vk),
KkEnh &EDP

where Ilk ,vk E Sk . Implementation details are further discussed in Section 4

3.2. Interpretation as extension of GMLS to bilinear forms

As mentioned in Section 2.2, GMLS is a non-parametric regression technique for the
approximation of bounded linear functionals. Below we show that our approach can be
interpreted as an extension of GMLS to the approximation of the SIPG bilinear form Q(• , •).

15



Because this interpretation applies to a broad class of variational formulations, we sketch the
details using the abstract setting of Section 2.2 rather than the specialized setting from Section
. Thus we consider a bilinear form Q: U x V R, where U and V denote Hilbert spaces with

duals U* and V* and a generic variational equation given F E V* find u E U such that
3.1

Q(u,v) = F (v) Vv E V . (3.3)

Following the usual practice we refer to U and V as the trial and the test space, respectively.

The key observation that enables the extension of GMLS from linear functionals to bilinear forms
is the fact that for a fixed trial function u E U the form Q(u,.) defines a bounded linear functional
on V, i.e., Q(u,-) E V*, while for a fixed test function v E V we have that Q(•,v) E U* . The details
follow.

To approximate (13-3) we will use two separate instances of the GMLS regression for the test and
trial spaces, respectively. To differentiate between these instances we tag their entities with a
sub/superscript indicating the underlying space, e.g., Su and u(u) denote a sampling set and a
coefficient vector, respectively, for the trial space. One exception to this rule will be the
reciprocal GMLS functions uT and vT.

We obtain the GMLS approximation of (3.3) in two steps. As already explained, for any fixed
u E U the form Q(u,.) defines a bounded linear functional on V, i.e., Q(u,.) E V*. We shall
assume that the kernel w is such that W(a(u, •)) =W (f). For this reason we retain the generic
label 2 to indicate dependence of various GMLS entities on their respective target functionals.
Then, the GMLS approximants of Q(u,.) and f can be written in terms of the same GMLS
coefficient vector as

Q(u,v) := cv (v; r) • Q(u, (V) and F(v) = cv(v; T) • F(Ov) V1) E V,

respectively. Combining these representations yields the following approximation of (
u E U such that Q(u, v) = F (v) for all v E V, or equivalently,

cv (v; -r) • Q(u, (V) = cv (v; -r) • F (IV ) V v E V.

3.3): find

(3.4)

The weak problem (3.4) has infinitely many "equations" and "variables". To reduce the number
of equations we restrict the test space in (3.4) to the GMLS reciprocal set Sy' to obtain the

following problem: find u E U such that 6(u,vT) = P(vT) for all v'T E Sy'r or, which is the same,

cv(ei; 2) • Q(u, (V) = cv(ei; 2) • F( ) i = 1, ... ,nv . (3.5)

This completes the first step. The second step discretizes the trial space by restricting the search
for a solution to the reciprocal GMLS space Su', i.e., we consider the problem: find ut- E Su' such

that

where u'r :=E7_1 a1ttj . Using (

Q(tt' r,v;:r) = f(vT) Vvf E S..

3.5) and u'r• := c(e 1; 2) • (i) one can write (3.6) as

nU

E(cv(ei;-0• wou,ov) • cu(e j; r)) a j = cv (ei; r) • F (Ov ) i = 1 , . . . , (Iv .
j=1

16
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It is easy to see that this problem is equivalent to the following nv x nu system of linear algebraic
equations

where a = {ai,...,anu} E

F E IViv have elements

Qa = F

are the GMLS degrees-of-freedom (DoF), while Q E

Qij = cv(ei;T) • Q((fru,Ov) • cu(ej;-r) and Fi = c' (ei; -r) • F (017) ,

l'':n

(3.8)
u
and

respectively. Problems (3.6) and (3.8) can be viewed as GMLS analogues of variational
discretization of (3.3) and its equivalent linear algebraic form, respectively. It is clear, however,
that the algebraic problem resulting from this perspective is completely equivalent to the algebraic
problem involving (3.2), which was obtained by treating the reciprocal fields u'r• and vT as "finite

J
element basis functions" for the trial and test spaces. We refer to [6] for additional details of this
interpretation of our approach.

17



4. IMPLEMENTATION DETAILS

We use an in-house C++ code that joins together components found in Trilinos [Z2] for managing
parameter lists (Teuchos), file input and output, creating and managing fields, creating graphs and
matrices for storing the linear systems (Tpetra), solving the linear systems (Amesos2, a direct
solver), generating quadrature points and weights (Intrepid), and performing the other routines
common to a DG-FEM simulation code.

The quadratic programs posed by GMLS are assembled and solved with the Compadre Toolkit
[11 51], a package in Trilinos for portable and parallel (multi-threaded and can run on GPUs by
using Kokkos [112]) creation of dense matrices relating to GMLS and computing their solution.
This toolkit also exists in stand-alone form and can be easily added to existing DG-FEM codes.

As mentioned previously, one GMLS problem must be solved per cell in the mesh. This is
substantially less work than having to solve at each quadrature point. The "neighbors" needed for
GMLS are the modal degrees of freedom from the particle set.

•

Figure 4-1. Particle set generated from centroids of a mesh

There are an infinite number of choices for the degrees of freedom (the particles), but we choose
to consider three options here. The first option is the easiest to implement, namely using the
centroids of the cells on the mesh as the particle cloud of degrees of freedom. If a mesh is highly
distorted however, cells sizes in certain regions of the domain may be much smaller than cell sizes
in other regions of the domain, such that their centroids as a particle cloud may have extreme
clustering and result in a poor quality GMLS solution. This type of particle set and its generation
is shown in Figure 4-1

The second option we consider for choice of particle locations is a uniform to quasi-uniform
filling of the geometry with points. Specifying a different particle set than the centroids of the
cells of the mesh under consideration requires additional software considerations, but fits fully
within the generality of our framework. The generation of such particle sets can be achieved by a
uniform filling of a bounding box in Cartesian coordinates that then have particles not inside the
geometry removed. This type of particle set and its generation is shown in Figure 4-2. Here the
mesh outline is shown simply to indicate that it is disregarded in the point generation.
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Figure 4-2. Particle set generated from Cartesian bounding box

A third option, relevant to the scenario where a mesh has become internally highly-deformed
under some process, is to use the centroids from some other mesh having more uniform centroids
as a particle set. For instance, in large deformation solid mechanics one typically has access to
both a reference and physical configuration corresponding to the configuration of the material
before and after loading. This assumes some reference/initial configuration exists and has cell
centroids that are at least quasi-uniformly spaced. Options one and three are the two particle set
types that we will choose from in numerical studies.
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5. NUMERICAL RESULTS

We begin our numerical investigation by describing a sequence of pathological mesh
configurations that will clearly demonstrate the problems faced by traditional FEM under high
distortion.

5.1. Highly distorted mesh sequences

Instead of defining the geometry of an annulus directly, we discretize a rectangle of shape
(r, 0) E [0.5 ,1 .0] x [0, 27r]. For the initial discretization (mesh level 0), we use 6 elements
horizontally and 24 elements vertically. For each successive level of refinement, the number of
elements is doubled both horizontally and vertically. Following the generation of the rectangular
meshes just defined, the nodes are moved under the transformation:

[xi Fr coso9 +tf (r1(ro — ri) — ro 1 (r, — ri)))1
y] sin(O + t f (r1(ro — ri) — ro (ro— ri)))]

where ro is the outer radius of annulus, ri is the inner radius of the annulus, and t f is the torsion
factor. We consider three annuli of varying t f values, which we vary from 1.0 (well-conditioned
elements) to 1.795 (near element inversion).

20

Figure 5-1. Varying degrees of element shear for a.) tt =() (no shear, ref-
erence[left]), b.) tf = I .() (moderate shear, shear level 1[center]), and c.)
tf = 1.795 (extreme shear, shear level 2[right])

In Figure 5-2, we zoom into Figure 5-1(right) to observe the extremely large angles (nearly 7r)

degrees of element shear for a.) tt =() (no shear, ref-
erence[left]), b.) tf = I .() (moderate shear, shear level 1[center]), and c.)
tf = 1.795 (extreme shear, shear level 2[right])

and elements having area approaching zero. In addition to having elements with an angle
In Figure 5-2, we zoom into Figure 5-1(right) to observe the extremely large angles (nearly 7r)
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Figure 5-2. Zoom-in to Figure 5-1c

approaching ir, notice that the elements are of increasing size when approaching the outer portion
of the annulus from the inside.

An anticipated difficulty in using the centroids of these cells for the choice of particles is that the
extremely sheared annulus has elements whose centroids are clustered towards the inner annulus
and spread out towards the outer annulus. Specifying a uniform window size (to ensure symmetry
of neighbor lists) for each GMLS problem requires a larger window size to accommodate the
sparse placement of centroids towards the outer annulus.

Centroids of the non-sheared mesh are essentially uniformly spaced, enabling a smaller uniform
window size to be used for the GMLS problems if selected as the particle set. This should yield
increased accuracy when performing computations on the extremely sheared annulus in tandem
with particle sets defined on the centroids of the non-sheared mesh.

In the section on reaction-diffusion to follow, we will investigate the properties listed for both
particle set choices, referring to particle locations chosen as the centroids of the mesh as "centroid
particles" and particle locations chosen from a reference or non-sheared annulus as "reference
particles?' We break them into subsections based on whether the particle sets are derived from the
mesh being used and using the window size for GMLS set to accommodate the most deformed
mesh in that subsection, or whether the particle sets are derived from the no-shear annulus
centroids, used as a reference configuration, with a window size for GMLS set to accommodate
the no-shear meshes. There will be a final subsection that will compare and contrast the
differences in behavior between the two choices of particle sets.

The approach outlined in this document is sufficiently general as to cover scalar and vector
elliptic PDEs as well as incompressible linear elasticity and Stokes flow, so we now turn our
attention toward numerical studies of each application. For each application, we will describe
problems often exhibited for traditional FEs, and then will present a comparison of quantities
relevant to the stated challenge, comparing the GMLS basis function + SIPG framework to
traditional nodal continuous Galerkin (CG) FEM.
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5.2. Strongly coercive scalar elliptic problems

For this first case, we present results measuring rates of convergence for scalar reaction-diffusion
problems posed on the sheared annuli meshes and also compare against traditional CG-FEM
solutions on the same meshes. We use the method of manufactured solutions to generate
boundary conditions and body forces consistent with reaction parameter a = 1, diffusion
parameter lc = 1, and an exact solution (sin(x) • sin(y)). We solve the PDE and then compare the
computed solution to the exact solution.

The SIPG framework admits flexibility in the choice of cre as well as 13, the power for the edge
length, lel. An additional length lel that can be chosen is the neighbor search size (window size).
In Tables - and Tables -5-6, we use a global choice for the constant (Ye = 100, 13 = 1,
and vary the choice of lel from 1, cell edge length (traditional SIPG), and neighbor search size.
The numerical results indicate that all three choices for lel provide optimally convergent results.

In the tables contained in the following two sections, errors and rates are given in the L2 norm and

5-1 5-3

SIPG norm (2.8).

5-4

5.2.1. Particles from mesh centroids

Due to large disparity in element sizes for the extreme-shear annulus meshes, a neighbor radius /
window size of 0.55 is used for all numerical results that follow, even though a radius half that
size is sufficiently large to ensure optimal convergence of the no-shear annulus case.

Table 5-1. Convergence study for tf=0.0
(annulus with no shear using mesh particles)

L2 Norm

Refinement
Level

le1=1
Error Rate

le l=window
Error Rate

I e l=edge length
Error Rate

0 2.9819e-04 - 4.5970e-04 - 1.1489e-03 -
1 8.2033e-06 5.18 1.9589e-05 4.55 5.3945e-05 4.41
2 2.4382e-07 5.07 5.2023e-07 5.23 1.2719e-06 5.41
3 1.4044e-08 4.12 2.3853e-08 4.45 4.4603e-08 4.83
4 8.2321e-10 4.09 1.1532e-09 4.37 1.8584e-09 4.59

SIPG Norm

Refinement I e I =1 le!=window le l=edge length
Level Error Rate Error Rate Error Rate
0 1.5618e-02 - 2.0491e-02 - 3.3359e-02 -
1 1.3119e-03 3.57 2.3946e-03 3.10 4.3971e-03 2.92
2 1.4734e-04 3.15 3.8378e-04 2.64 6.5204e-04 2.75
3 1.4316e-05 3.36 5.1265e-05 2.90 8.4994e-05 2.93
4 1.3213e-06 3.44 6.4844e-06 2.98 1.0640e-05 3.00

Using 3rd order polynomial basis in GMLS.
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Table 5-2. Convergence study for tf=1.0
(annulus with moderate shear using mesh particles)

L2 Norm

Refinement
Level

le1=1
Error Rate

lel=window
Error Rate

lel=edge length
Error Rate

0 6.3877e-04 - 9.2152e-04 - 1.6844e-03 -
1 1.6751e-05 5.25 4.6649e-05 4.30 1.0994e-04 3.94
2 4.8592e-07 5.11 1.5910e-06 4.87 4.1187e-06 4.74
3 2.4832e-08 4.29 4.6319e-08 5.10 1.0202e-07 5.34
4 1.5856e-09 3.97 2.1131e-09 4.45 3.5482e-09 4.85

SIPG Norm

Refinement le1=1 lel=window lel=edge length
Level Error Rate Error Rate Error Rate
0 2.9959-e02 - 3.9475e-02 - 6.2601e-02 -
1 2.8643e-03 3.39 5.3201e-03 2.89 8.7145e-03 2.84
2 2.6944e-04 3.41 7.1298e-04 2.90 1.1756e-03 2.89
3 2.4038e-05 3.49 8.8786e-05 3.01 1.4631e-04 3.01
4 2.2493e-06 3.42 1.1090e-05 3.00 1.8289e-05 3.00

Using 3rd order polynomial basis in GMLS.

Table 5-3. Convergence study for tf=1.795
(annulus with extreme shear using mesh particles)

L2 Norm

Refinement
Level

le 1=1
Error Rate

lel=window
Error Rate

lel=edge length
Error Rate

0 9.0164e-04 - 1.2038e-03 - 1.6369e-03 -
1 3.7529e-05 4.59 1.0055e-04 3.58 1.7433e-04 3.23
2 9.7529e-07 5.27 4.0551e-06 4.63 8.1635e-06 4.42
3 3.9421e-08 4.63 1.2517e-07 5.02 2.3224e-07 5.14
4 2.4772e-09 3.99 3.7143e-09 5.07 5.8397e-09 5.31

SIPG Norm

Refinement le1=1 lel=window lel=edge length
Level Error Rate Error Rate Error Rate
0 4.7235e-02 - 6.2603e-02 - 9.3540e-02 -
1 4.8339e-03 3.29 8.9325e-03 2.81 1.3065e-02 2.84
2 4.3058e-04 3.49 1.1383e-03 2.97 1.6958e-03 2.95
3 3.8513e-05 3.48 1.4358e-04 2.99 2.1504e-04 2.98
4 3.6014e-06 3.42 1.8024e-05 2.99 2.6985e-05 2.99

Using 3rd order polynomial basis in GMLS.
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5.2.2. Particles from undeformed reference mesh centroids

Using the non-sheared annulus reference mesh centroids as the particle set, an initial neighbor
radius / window size of 0.275 is sufficient to capture enough neighbors for the GMLS problem to
be well posed at each centroid on the deformed meshes. Due to this decreased stencil size needed
in tandem with the more uniform particle set, the errors in this subsection are improved relative to
the errors in Section [52.

Table 5-4. Convergence study for 11=0.0
(annulus with no shear using reference particles)

L2 Norm

Refinement
Level

1 el=1
Error Rate

lel=window
Error Rate

1 el=edge length
Error Rate

0 2.8420e-05 - 5.9814e-05 - 9.6072e-05 -
1 1.3693e-06 4.38 4.4807e-06 3.74 5.5028e-06 4.13
2 6.3880e-08 4.42 2.3879e-07 4.23 2.6866e-07 4.36
3 4.4490e-09 3.84 1.0360e-08 4.53 1.1275e-08 4.57
4 2.1703e-10 4.36 4.4678e-10 4.54 4.7909e-10 4.56

SIPG Norm

Refinement 16'1=1 1 el=window 1 el=edge length
Level Error Rate Error Rate Error Rate
0 3.2063e-03 - 5.9504e-03 - 7.6753e-03 -
1 4.2330e-04 2.92 1.1094e-03 2.42 1.3573e-03 2.50
2 4.2833e-05 3.30 1.5794e-04 2.81 1.8540e-04 2.87
3 4.3602e-06 3.30 2.0658e-05 2.93 2.3888e-05 2.96
4 3.6354e-07 3.58 2.6161e-06 2.98 3.0078e-06 2.99

Using 3rd order polynomial basis in GMLS.
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Table 5-5. Convergence study for tf=1.0
(annulus with moderate shear using reference particles)

L2 Norm

Refinement
Level

le1=1
Error Rate

lel=window
Error Rate

lel=edge length
Error Rate

0 3.0290e-05 - 6.0610e-05 - 8.9921e-05 -
1 1.2340e-06 4.62 3.6212e-06 4.07 4.6223e-06 4.28
2 6.7731e-08 4.19 1.6355e-07 4.47 1.9528e-07 4.57
3 4.2708e-09 3.99 9.9464e-09 4.04 1.0738e-08 4.18
4 2.3526e-10 4.18 5.3849e-10 4.21 5.7320e-10 4.23

SIPG Norm

Refinement le1=1 lel=window lel=edge length
Level Error Rate Error Rate Error Rate
0 4.8296e-03 - 9.0950e-03 - 1.0629e-02 -
1 3.7377e-04 3.69 9.8365e-04 3.21 1.1458e-03 3.21
2 3.4075e-05 3.46 1.2502e-04 2.98 1.4562e-04 2.98
3 3.3937e-06 3.33 1.5991e-05 2.97 1.8136e-05 3.01
4 2.9528e-07 3.52 1.9869e-06 3.01 2.2505e-06 3.01

Using 3rd order polynomial basis in GMLS.

Table 5-6. Convergence study for tf=1.795
(annulus with extreme shear using reference particles)

L2 Norm

Refinement
Level

1 le1=1
Error Rate

lel=window
Error Rate

lel=edge length
Error Rate

0 7.1015e-05 - 1.7989e-04 - 1.7919e-04 -
1 1.9263e-06 5.204 7.7180e-06 4.542 9.0628e-06 4.305
2 8.5845e-08 4.487 2.8712e-07 4.748 3.2912e-07 4.783
3 5.3423e-09 4.006 2.0561e-08 3.803 2.2504e-08 3.870
4 2.7279e-10 4.291 1.4786e-09 3.797 1.6141e-09 3.801

SIPG Norm

Refinement le1=1 lel=window lel=edge length
Level Error Rate Error Rate Error Rate
0 5.7678e-03 - 1.0640e-02 - 1.1280e-02 -
1 5.3163e-04 3.439 1.3949e-03 2.931 1.4450e-03 2.964
2 4.8434e-05 3.456 1.7766e-04 2.972 1.8368e-04 2.975
3 4.7910e-06 3.337 2.3325e-05 2.929 2.3959e-05 2.938
4 4.2448e-07 3.496 2.9106e-06 3.002 2.9563e-06 3.018

Using 3rd order polynomial basis in GMLS.
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5.2.3. Particle set choice effects

Choice of lel It is noteworthy that in either choice of particle sets, a choice of e = 1 works to
stabilize this approach, because this means that the penalization for the jump terms may not need
to increase with mesh refinement [Cf. Tables - and Tables -5-6]. While not particularly
important for reaction-diffusion, this does have an effect on the largest stable timestep size for
linear elasticity, which will be shown in the next section.

Comparison with CG-FEM Scalar elliptic problems, e.g. conjugate-heat transfer, are not known
for being as significantly affected by poor mesh quality as problems in the solid mechanics
community, such as elasticity and plasticity. For that reason, we do not expect the GMLS+SIPG
approach to do significantly better than CG-FEM.

5-1 5-3 5-4 

Figures and 5-4 compare the GMLS+SIPG approach for both choices of particle sets against
traditional CG-FEM. In the L2 norm and H1 seminorm, our approach is able to beat the solution
provided by CG-FEM for the most extremely deformed mesh when the reference particles are
used. Also note that using the reference particle set results in a nearly-flat error across all levels of
annulus shear. Even for the mesh centroid particle set, the error rises at a slower rate than
CG-FEM, but begins significantly worse-off on the undeformed annulus mesh.

Given that CG-FEM is expected to give decent solutions even for poor quality meshes, the ability
of our approach to give better results on poor quality meshes is significant, and will be made
especially evident in the next section on linear elasticity.

5-3
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Figure 5-3. Comparison of L2 norm of GMLS+SIPG against CG using a third
order polynomial basis
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Figure 5-4. Comparison of H1 seminorm of GMLS+SIPG against CG using a
third order polynomial basis
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5.3. Linear elasticity

The detrimental effects of a highly-distorted mesh appear in linear elasticity both in the largest
stable timestep that can be taken[M] and the accuracy of the solutions. Having already
determined that 1 el = 1 can be used in the SIPG formulation, we use it for all of the results that
follow in this section on linear elasticity. Additionally, as solid mechanics problems often use
low-order elements (nodal P1), we have restricted ourselves to using a 1st order basis in order to
have parity of polynomial basis degree. For all results shown, A, = 1 and it = 1.

Table 5-7. Stable timestep comparison
Mass matrix type

pen=100
REBAR
pen=250 pen=500

DG
pen=100

CG

Consistent (step size) 1.5e-3 1.5e-3 6.9e-4 2.4e-5 8.4e-4
Speedup 1.79x 1.79x 0.82x 0.03x 1.0x (ref.)

Lumped (step size) 1.2e-2 1.2e-2 5.3e-3 4.2e-5 1.4e-3
Speedup 8.38x 8.38x 3.74x 0.03x 1.0x (ref.)

Using 1st order polynomial basis in GMLS.

Timestep size Table 5-7 shows a 8.38x stable timestep enlargement for our approach as compared
to traditional CG-FEM for the extremely distorted annulus when using a lumped matrix.
Timestep sizes are given for both the consistent and lumped form of the mass matrix and it can be
noted that the timestep enlargement is less significant when using the consistent mass matrix.
Additionally, there is an inverse relationship between the penalty parameter ce and the resulting
stable timestep size.

Accuracy Next, we present the comparisons of the L2 norm and H1 seminorm errors calculated
using the exact solution:

sin(x) sin(y)
— sin(x) sin(y) '

One thing that can be immediately noted from Figure 5-5 is that the error from shear level 2 (i.e.
tf=1.795) in both norms for the GMLS+SIPG is smaller than the error from shear level 1 for
CG-FEM. In fact, the error is 5.5x lower for the L2 norm and 5.73x lower for the H1 seminorm
for the shear level 2 mesh using our approach. It can also be seen in Figure 5-5 that on each
annulus, regardless of level of shear, optimal convergence rates are observed in each norm (Cf.
the black dotted line).
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Figure 5-5. Comparison of errors for GMLS+SIPG vs. CG-FEM
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5.4. Stokes Flow / incompressible

We now turn our attention towards the application of GMLS basis functions + SIPG for Stokes
flow, which has an analog in linear elasticity in the incompressible regime. The manufactured
solution is given by

a _ [ cos(x) sin(y)
— sin(x) cos (y)1 

, p = sin(x) sin(y)

and the viscosity is one.

Inf-sup stability It has already been shown numerically that our method converges optimally for
elliptic problems. The significant difference between the previously discussed applications and
Stokes flow is whether the formulation is inf-sup stable.

In Figure 5-6, a mesh is shown on which computed pressure solutions will be plotted. This mesh
is relatively coarse, which is useful in visually identifying the characteristic checkerboard pattern
often seen when inf-sup conditions are not satisfied by a formulation. We first consider equal
order pairs of velocity and pressure bases. In CG-FEM this is a traditionally unstable pair
(stabilization of pressure modes can be added), and we have no reason to expect inf-sup stability
using these equal order pairs for the GMLS basis. As seen in Figure 5-7a, checkerboarding is
indeed evident and can be handled gracefully in the SIPG framework by penalizing the jump in
the pressure as in [7] . To see that this resolves the checkerboarding issue, cf. Figure 5-7b

Next, we look at a 2nd order velocity basis with a lst order pressure basis on the same coarse
mesh, Figure 5-8a. While there certainly is no checkerboarding commensurate with what was
seen in Figure 5-7a, it is not immediately obvious the fluctuations in the pressure field are in fact
PDE solution error of a stable formulation and not a subtle checkerboarding phenomena. We
refine the mesh twice and show the pressure field in Figure 5-8b. With refinement, there is less
error in the approximation and it becomes immediately evident that the 2nd order velocity basis
with a 1st order pressure basis is not displaying checkerboarding and therefore is likely
(numerical demonstration, not a proof) inf-sup stable as a pair, similar to CG-FEM P2/P1 pairs.

44. TAbb_r
1110—.1.

11A, vAr..4

ty77VVV—VV777V77777771Frit

Figure 5-6. Triangular mesh of rectangular domain
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(a) Without additional stabilization
(checkerboarding, inf-sup instability)

(b) With pressure-jump stabilization pi
(no checkerboarding)

Figure 5-7. Pressure plot using 1' order basis for velocity, 1" order for basis
for pressure

Convergence To study the convergence rates of the velocity and pressure field using the
GMLS+SIPG approach on Stokes flow, we consider two velocity/pressure pairs, namely P1 1 P1
and P2/P1. To confirm optimal convergence rates we use the method of manufactured solutions
and plot the L2 norm and H1 seminorm errors for velocity and the L2 norm for pressure,
calculated on the rectangular domain in Figure 5-6

Using a lst order basis for velocity and pressure, we see that it does even better than the expected
1st order convergence in L2 for velocity, L2 for pressure, and H1 seminorm for velocity, Cf.
Figure 5-9. It isn't surprising that lSt order may be surpassed and even 2nd order achieved, given
the alternate theoretical convergence rates given in [7] if additional criteria are satisfied. This is a
demonstration that the SIPG stabilization of the equal order pair is consistent.

Using a 2nd order basis for velocity and 1st order basis for pressure, we see the expected 3rd order
convergence in L2 for velocity and 2nd order convergence in L2 for pressure and H1 seminorm for
velocity 5-10. This adds support to the claim that the pairing of 2nd order velocity with lSt order
pressure is inf-sup stable, as it is for CG-FEM.
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(a) Oscillations due to coarse mesh solution

(b) No oscillations with refinement

Figure 5-8. Pressure plot fine mesh using 2"d order basis for velocity, lst order
for basis for pressure without additional stabilization
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Figure 5-9. Plot of various norms for 1" order basis for velocity and 1" order
basis for pressure (theoretical rate is 1 for all norms shown [7])
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Figure 5-10. Plot of various norms for 2"d order basis for velocity and 1" order
basis for pressure
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6. CONCLUSIONS

We formulated a non-conforming finite element method which uses a new type of shape functions
based on meshfree techniques. These shape functions are defined independently of the underlying
mesh and break the dependence of the discretization quality on the mesh quality. Because the
shape functions are piecewise polynomials, they can be easily incorporated into any standard
non-conforming finite element framework.

We demonstrated numerically that the approach is stable and consistent, providing optimal
asymptotic rates of convergence for the PDEs in all cases studied. Numerical results indicate that
on a good quality mesh, the approach does not do as well as CG-FEM in an absolute error sense,
although for poor quality meshes it is able to improve on the CG-FEM solution and deteriorates
far less quickly with mesh quality.

This is a positive result given that nodal finite elements are a long-developed and well understood
solution technique, whereas the approach we are developing is novel and there are a number of
ways in which it could be incrementally improved (stabilization technique, GMLS kernel, search
size, particle set choice, etc...).

In addition to an increased robustness of the resulting finite element method on ill-conditioned
grids, we observe significant additional benefits including more relaxed definitions of the
stabilization parameters as compared to traditional SIPG, resulting in an increased stable timestep
size. While it is likely that 1 e 1 =1 will not produce a stable result in the limit as 1 e 1 0, numerical
results indicate that the reliance of the stability terms on mesh size is significantly reduced.

Future work will consider extension of the approach to transient hyperelasticity and plasticity,
using alternative stabilization techniques including variational multiscale (VMS).
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7. ONGOING COLLABORATIONS

This project has an academic alliance with Prof. Arif Masud at the University of Illinois
Urbana-Champaign and his graduate student, Marcelino Anguiano. During the course of this
project, we have shared code with UIUC and had both members of the group visit Sandia to
discuss technical details relating to applying VMS to the approach detailed in this report. The
academic alliance will continue after the conclusion of this project, and the team at UIUC will
continue to investigate and report on properties of the VMS approach using GMLS shape
functions.

Quang Ha is a graduate student at Boston University who works under his advisor Paul Barbone.
Quang visited Sandia for a considerable portion of the year that this project was taking place and
is familiar with the internal workings of the Compadre Toolkit. As a result, he and his advisor
will continue investigating properties of the SIPG approach using GMLS shape functions that
were described in this report.
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