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ABSTRACT

This report covers the work performed in support of the ASC Integrated Codes FY20 Milestone
7179. For the Milestone, Sandia's Xyce analog circuit simulator was enhanced to enable a loose
coupling to Sandia's EIGER electromagnetic (EM) simulation tool. A device was added to Xyce
that takes as its input network parameters (representing the impedance response) and short-circuit
current induced in a wire or other element, as calculated by an EM simulator such as EIGER.
Simulations were performed in EIGER and in Xyce (using Harmonic Balance analysis) for a
variety of linear and nonlinear circuit problems, including various op amp circuits. Results of
those simulations are presented and future work is also discussed.
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EXECUTIVE SUMMARY

The overall goal of this work was to demonstrate the prediction of a nonlinear analog circuit's
response when immersed in a continuous-wave (CW) electromagnetic (EM) environment. In
particular, the work demonstrated the application of newly developed frequency-domain
capabilities in the Xyce analog circuit simulator. It was also the first demonstration of coupling
output from the EIGER frequency-domain electromagnetic simulation code to Xyce. Completion
of this Milestone has resulted in a new simulation capability for the Nuclear Deterrence mission;
and the work has established procedures and requirements for developing similar capabilities in
the future.

Milestone Description and Completion Criteria

Milestone Description: We will demonstrate the prediction of a nonlinear analog circuit's
response when immersed in a continuous-wave (CW) electromagnetic (EM) environment. This
new capability will enable detailed analysis of circuit sensitivities to EM environments, including,
but not limited to, weapon system circuits in hostile environments. The capability will target STS
and MIL-STD frequency bands (nominally 10 kHz to tens of GHz), but will support a wide range,
from DC through the GHz band. The technical approach will be to couple the EIGER
frequency-domain electromagnetic simulation code to the Xyce analog circuit simulator. To
enable this coupling, a new, generalized frequency-domain network parameter (S-parameter)
model will be developed in Xyce.

Completion Criteria: Demonstration of the capability using an op amp circuit in an
electromagnetic environment.

Grading Criteria: A program review is conducted and its results are documented. Professional
documentation consisting of a report is prepared as a record of Milestone completion.

impact Statement

A new capability has been developed for the simulation of EM effects on non-linear circuits. In
addition, the effort revealed unknown limitations of the combined EIGER/Xyce toolset, which
will stimulate future development. Finally, the work has established procedures and requirements
for developing similar capabilities in the future.
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Summary of Work Done

The initial work involved development of an "S-parameteC model in Xyce that can handle many
types of network parameters, such as S (scattering), Y (admittance) and Z (impedance)
parameters. To allow the input of those parameters, Xyce was enhanced to allow the reading of
industry-standard Touchstone files. Also, the Touchstone standard was enhanced to allow the
inclusion of short-circuit current, needed to define a complete electromagnetic response. Once the
modifications were complete, they were tested against simple one- and two-port test cases created
with EIGER. The EM problem involved a simple wire antenna exposed to a continuous-wave EM
environment with one or both ends connected to the circuit. The circuit problem terminated the
antenna with linear and/or non-linear circuit elements (resistors and diodes, specifically). The
analysis was performed by importing the EM response data into Xyce and using the using the
harmonic balance (HB) analysis capability. Correctness of the results was established though
comparisons with analytic solutions, code-to-code comparisons, and circuit analysis
techniques.

The final demonstrations of the capability involved simulations of various op amp circuits in an
electromagnetic environment. Unlike the smaller test problems, the op amp low-frequency
response was non-negligible. Therefore, since the EIGER code is incapable of providing DC and
low-frequency response data, the missing information was calculated with the HFSS commercial
EM simulator. In the test cases, the electromagnetic pickup was assumed to be on the metal
circuit board traces, each one involving two ports. Up to three traces were included in the
simulations for a maximum of six ports. Common commercial low- and high-bandwidth op amps
were simulated for a variety of circuit responses. Comparisons were made to commercial codes,
where possible, with closely matching results. The results were also analyzed analytically. The
simulations showed that, even for the low-bandwidth op amp, which does not pass a
high-frequency signal, a high-frequency EM wave can have a significant effect on the output.

Path Forward

As mentioned above, the successful completion of this effort has given Sandia a new simulation
capability for the Nuclear Deterrence mission. In addition, the work has established procedures
and requirements for developing similar capabilities in the future. The next step is to couple Xyce
to Gemma, the next-generation replacement for EIGER.
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1 INTRODUCTION

The motivation of this work was to enable the prediction of a nonlinear circuit's reponse to
electromagnetic (EM) environments. The EM radiation may be coupled onto internal cables and
wires (which act as antennas) of an electronic system enclosure through various apertures, and
induce RF voltages and currents that can be delivered to system components, such as integrated
circuits. The induced voltages and currents can affect circuit performance which is analyzed in
the report.

In order to predict ciruit reponse to EM enviroments, a new coupled circucit and EM simulation
capability is developed. The technical approach enabling circuit and EM coupling is centered
around the creation, integration, and simulation of a general frequency domain macromodel that
represents the linear EM problem. In this approach, the linear EM problem is first analyzed and
reduced to a Norton equivalent circuit. This Norton equivalent circuit is treated as a frequency
domain macromodel in Xyce and connected to the nonlinear circuit loads only through defined
ports. Then, the combined Norton equivalent circuit and the nonlinear circuit is solved using
harmonic balance (HB) analysis. This coupling approach is general and it can be used with
analytically derived, numerically simulated, or measured data.

A result of the Milestone is an exhibition of coupled frequency-domain capabilities for Xyce
analog circuit simulator and EIGER EM simulator, and promising future directions that will
address gaps in modeling and simulation needs for the ND mission. In addition, the work has
established procedures and requirements for developing similar capabilities.

The rest of the report is organized as follows: Chapter provides the introduction to Xyce and
EIGER. This is followed by the presentation of technical approach that demonstrates the
mechanisms required from both Xyce and EIGER to enable circuit and EM coupling and
discussions of the individual advancements in each code in chapter 3. In chapter 4, computational
results illustrate the effectiveness of the circuit and EM coupling capability that has been
achieved. Additionally, the practical applications of the coupled capability to predict EM effects
on multiple op amp integrated circuits are demonstrated.
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2. BACKGROUND

The intent of this Milestone is to exercise newly-developed frequency-domain capabilities in the
Xyce analog circuit simulator using an exemplar relevant to the Nuclear Deterrence (ND)
mission. One of the most relevant and practical areas to exercise this capability to calculate the
response of a circuit that is immersed in an electromagnetic environment. This Milestone
endeavors to extend the challenge of exercising the frequency-domain capabilities in Xyce to
coupling those capabilities with an electromagnetics code, EIGER (Electromagnetics
Interactions GenERalized). A result of the Milestone is an exhibition of coupled
frequency-domain capabilities and promising future directions that will address gaps in modeling
and simulation needs for the ND mission. To allow a better understanding of the challenges of
developing the frequency-domain capability in Xyce—in addition to the coupled capability with
EIGER—we will present the details of both codes in the following sections.

2.1. Xyce

Xyce is a parallel analog circuit simulator [1 31] that is based on traditional circuit simulation tools,
which were originally made popular by the Berkeley SPICE program[211]. What most
distinguishes Xyce from SPICE is the emphasis on parallel efficiency and scalability to enable
simulation of very large-scale integrated circuits (ICs). However, Xyce also provides
non-standard device models and simulation mechanisms that enable the study of circuit response
due to environmental effects, like radiation and electromagnetics. The focus on parallelism and
scalability is motivated by the essential, yet expensive, need for time-domain (transient) and
frequency-domain analog circuit analysis in the computer-aided design (CAD) process. The
specifics of the parallel implementation and scalability of Xyce are not relevant to this Milestone,
but can be found in various resources [C1A, 23, 2].

Xyce was originally developed for time-domain analog circuit simulation and focused on
ND-relevant circuit analysis for life extension programs (LEPs), alterations (ALTs), and
surveillance. The frequency-domain analog simulation capability in Xyce has been recently
developed due to an increasing focus on microwave and satellite applications, where radio
frequency (RF) circuit analysis is more important. To support frequency-domain analysis needs,
linear small signal (AC) analysis and nonlinear steady-state simulation (harmonic balance, or HB)
analysis capabilities were developed. This section will provide an overview of the time-domain
and frequency-domain analysis capabilities in Xyce, and also present some fundamental aspects
of circuit theory that enable the coupling of those capabilities to an electromagnetics code.
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2.1 .1. Circuit Theory

Analog circuit simulation tools, like Xyce, are provided a list of devices along with their
connectivity in an input file, often called a netlist. The resulting system of equations that
describes this circuit network, as defined by the netlist, combines the device models that provide
current-voltage (I-V) relationships using Kirchhoff's Current Law (KCL) and Kirchhoff's Voltage
Law (KVL).

Kirchhoff's current law specifies that the sum of the branch currents into/out of any node, AT 1, in
the circuit must equal zero, which is expressed by

(2.1)

where mj is the number of branch currents, /i, into/out of circuit node Nj. Equation (2.1) enforces
the conservation of charge, as current is a measure of how much charge flows through a wire. It is
also equivalent to stating that the divergence of current around a circuit node equals zero.
Equation all) will hold for every node in a circuit. This naturally leads to a set of coupled
simultaneous equations, one for each circuit node.

Kirchhoff's voltage law (KVL) states that the sum of all the voltages around any closed loop, B j,
in a circuit must equal zero, which is expressed by

tt.

~Va=0,i=0
(2.2)

where nj is the number of branch voltages, 17i, in the closed loop, taking into account the
polarities. Equation (2.2) enforces the conservation of energy, because a circuit loop is a closed
conducting path, so no energy is lost. This naturally leads to another set of coupled simultaneous
equations, one for each closed loop in a circuit.

Combining Kirchhoff's Current and Voltage Law can be done in a variety of ways, leading to
different equation sets that represent the circuit network problem. While formulations, like
Tableau, can explicitly include the full set of KCL and KVL equations, compact formulations that
are more suitable for computation leverage relationships between these equation sets. An
exhaustive list of these formulations, along with discussions of their strengths and weaknesses can
be found in many circuit texts [3, U, 2111 The formulation used by analog circuit simulators is a
modified KCL formulation, known as Modified Nodal Analysis (MNA) [E11].

Thévenin's theorem and its dual, Norton's theorem, are also commonly used for circuit analysis.
These theorems are employed to simplify the study of a circuit's initial-condition and steady-state
response. The equivalent circuits generated by Thévenin and Norton's theorem provide a
simplification of networks made of linear time-invariant resistances, voltage sources, and current
sources. In the case of this Milestone, the equivalence relationships resulting from these theorems
are the key to coupling Xyce to the electromagnetics code, EIGER.

Thévenin's theorem states that any black box containing only resistances, voltage sources and
current sources can be replaced by a "Thevenin equivalent" circuit consisting of a single voltage
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source connected in series with a single resistance. As illustrated by figure (2-1), the linear
network on the left in the dashed box can be replaced at terminals A — B by an equivalent

* Q o 1-11-0
_ _

Rth

= oA

Figure 2-1. Thévenin equivalent circuit

combination of a voltage source Vth in a series connection with a resistance Rth. The equivalent
voltage Vth is the voltage obtained at terminals A — B of the network with terminals A — B open
circuited. The equivalent resistance Rth is the resistance that the circuit between terminals A and B
would have if all ideal voltage sources in the circuit were replaced by a short circuit and all ideal
current sources were replaced by an open circuit.

Norton's theorem states that any black box containing only resistances, voltage sources and
current sources can be replaced by a "Norton equivalent" circuit consisting of a single current
source connected in parallel with a single resistance. As illustrated by figure (2-2), the linear
network on the left in the dashed box can be replaced at terminals A — B by an equivalent

Figure 2-2. Norton equivalent circuit

combination of a current source Ino and a single resistor Rno in parallel. The equivalent current Ino
is calculated as the current flowing at the terminals A — B into a short circuit (zero resistance
between A and B). The equivalent resistance Rno is calculated in the same way as the equivalent
Thévenin resistance Rth.

Since they are duals, there is a simple relationship for transforming a Thévenin equivalent circuit
to a Norton equivalent circuit. The equations for this transformation are simply

Vth = InoRno Ino =17thl Rth•

14
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2.1.2. Time Domain Simulation

Analog circuit simulators, like Xyce, combine the constitutive equations for each device (device
models) using Modified Nodal Analysis to create a set of nonlinear differential algebraic
equations (DAEs)

dq(x(t))

dt 
+ f (x(t)) — b(t) = 0,

where x(t) E IRn is the vector of circuit unknowns, q : IR n lizn and f : itzn _>. lic mn are functions
representing the dynamic and static circuit elements (respectively), and b(t) EIRn is the input
vector. For many types of analysis, the initial starting point is this set of DAEs because most
analog devices are defined by time-domain constitutive relationships.

(2.4)

Time-domain (transient) and DC (steady-state) analyses is where the set of equations (2-41), more
generally expressed as

F (x,x) = 
dq(xd(t)) 

+ f (x(t)) — b(t) = 0,

are solved implicitly using numerical integration methods. Both analysis types require the
solution to a sequence of nonlinear equations, which is typically done using Newton's method.
This, in turn, results in a sequence of linear systems

(G + —Q)Ax = 
1 
,t(b — f)

At

(2.5)

(2.6)

d f involving the conductance matrix G(t) = —dx (x(t)), and the capacitance matrix Q(t) = dq —dx(X(t))'
For DC analysis, the q terms are not present in equation (2.4), so the linear system only involves
the conductance matrix.

Recently, a performance improvement to the assembly of the conductance matrix G(t) and
capacitance matrix C(t) has been made in Xyce. It takes advantage of the fact that device models
can be separated into two groups: time-invariant (or linear) and time-variant (or nonlinear).
Linear (time-invariant) devices have constitutive equations that are not time dependent and
include most resistors, capacitors, inductors, and sources (voltage and current) Linear devices
that are time dependent (time-varying) are considered nonlinear in this separation of devices.
While the group of linear devices is small relative to nonlinear devices, they are the most common
and abundantly used device models in analog circuits. Functionally, the separation of device
models into two groups results in the conductance and capacitance matrix having both linear and
nonlinear contributions

G(t) = Gn1(t)+ Gun, C(t) = Cn1(t) + Culp (2.7)

For circuits that have a large number of linear devices, the separation yields a performance
improvement in the time domain because Gun and Cun need to be assembled only once for an
entire simulation. This separation of devices into different groups, and the infrastructure in Xyce
that supports it, is leveraged and extended by this Milestone to enable more efficent simulation
and coupling of frequency-domain device models.
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2.1.3. Frequency Domain Simulation

Harmonic balance (HB) is a nonlinear steady-state analysis that exploits the fact that periodic
waveforms can be represented by a Fourier series. The goal of HB [151] is to find the unknown
Fourier coefficients of all waveforms in a circuit. To achieve this goal, the circuit equations (
are written in terms of Fourier coefficients and then Newton's method is used to solve for those
coefficients. Assume that both b(t) and x(t) are periodic with period T and wo = 4, then they
can be expressed by the Fourier series

00 00

x(t) = L Xiejiwcit , b(t) = E Biejiw°t
i=-00 i=-00

2.4)

(2.8)

Since any function of a T-periodic signal is still periodic, f (x(0) and q(x(t)) can be written in
Fourier series

00 00

f (x(t)) = E Fi(Xk)eithw , q(x(t)) = E Qi(xoefiwot (2.9)
i=-00 i=-00

Then, using the Fourier expansions (2.8) and (2.9), the set of equations (

00

2.4) can be rewritten as

E LiicooQi(&)+Fock)—Bdefiwot = 0 (2.10)

Since ejiwot are orthogonal functions, it can be concluded that

jicooQi(Xk) +Fi(Xk) — B, = 0,V i. (2.11)

In order to implement the harmonic balance method, it is necessary to truncate the Fourier series
to a finite range, [—M , , Al]. The discretized set of equations (
compact form

where

2.11) can be written in the

HHB(X) = 5-2Q(X) F(X) — B = 0, (2.12)

= PEN ,
Q = [Q—A 1, Qo, Q1, QM]
F = [F—m, ..., F-1, Fo, Fl,

B = [B_M,

(—M jfflo
=

m.i(00

2.1.3.1. Evaluating HHB and the HB Jacobian

(2.13)

The discretized equation (2.12) has implications for device models that need to be addressed in
the implementation of HB. Given that the equations are in the frequency domain, the evaluation
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of Q(X) and F (X) is also expected to be performed in the frequency domain Most analog device
models only provide consitutive equations in the time domain, so the evaluation of HHB requires
the discrete Fourier transform (DFT). This means that computing Q(X) and F (X) is a three step
process:

1. Use inverse discrete Fourier transform to compute x(t) from X

2. Evaluate q(x(t)) and f (x(t))

3. Use discrete Fourier transform to compute Q(X) and F (X) from q(x(t)) and f (x(t)),
respectively

For simplicity, assume that equation (2.4) is a scalar equation and denote D and D-1 as the DFT
and inverse DFT (IDFT) matrices, respectively. Then, the process above can be combined with
equation (2.12) to give the matrix form:

where

Him (X) = SIDQ(.)D-1X + DF (.)D-1

q(.)

X - B , (2.14)

Q(X) = D( • • D- I X
(2.15)

q() /
= DQ(.)D-1X

and

(.)
F (X) = D 

(f
)D-1 X

1.0
(2.16)

= DF(.)D-1X.

Using Newton's method to solve Him (X) = 0 requires a linear solve with the Jacobian matrix

JHB = aHHB/aX at each iteration, which is

JHB = ŠIDCD-1 + DGD-1 , (2.17)

where

C=

c(to)
),C( 

dq
) ti 
= —dx 1x(ti)

C(t2M)

(2.18)

G(to)
G=

G(t2M)

17

) 
d f

,G(ti) =
dx 1 x(ti).



2.1.3.2. HB Linear Solvers

The harmonic balance Jacobian matrix has a more complicated structure than the transient
Jacobian matrix from the same circuit. The nonzero structure is necessarily related to that of the
transient Jacobian matrix, as illustrated in figure 2-3, where each nonzero entry can be a dense
block of size N = 2* M 1 [5]. Therefore, the total size of the matrix is the dimension of the

Harmonic Balance Matrix

MNA Matrix
dense
blocks —

:Or*

nN

Figure 2-3. Structure of the HB Jacobian matrix

transient Jacobian multiplied by the number of harmonics, nN . For this reason, the matrix solver
is the limiting factor in harmonic balance performance. The structure and size of the HB Jacobian
often rules out the use of generic direct matrix solvers, although specialized direct solvers have
been developed [T7]. Iterative matrix solvers are the preferred solution method because they
avoid the assembly and storage of the HB Jacobian, but they require an effective
preconditioner [5, IS, Z2, 4, M].

Preconditioned iterative matrix solvers for harmonic balance were developed first in Xyce, while
direct matrix solvers have been recently added. The easiest preconditioner to implement for the
harmonic balance Jacobian is the block Jacobi, or averaging, preconditioner [5]. It is effective for
linear through moderately nonlinear circuits and is used by default in Xyce. This preconditioner
leverages the fact that the harmonic balance Jacobian matrix for a linear circuit is block diagonal.
So, replacing the diagonals of C and G in equation (2 1S) with a constant value, like the time
averages

2M1 2M1
Cavg

results in the matrix

Gavg = G(ti); (2.19)2* A 4- +1 * m + 1 iL,01-1

—111 j(00Cavg Gavg

JHBavg =

M j(00Cavg Gavg ) (2.20)

The diagonal blocks ofJHBavg have the same sparsity pattern as the transient Jacobian, so direct
matrix solvers are readily available. It is also exactly the inverse of the harmonic balance Jacobian
for linear circuits, which explains its effectiveness as a preconditioner. A "correcter (one-step)
block Jacobi preconditioner is also available in Xyce, which uses the differences between time
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averaged diagonals and the actual diagonals to improve effectiveness for more nonlinear
circuits [4].

2.2. EIGER

This section includes material from the EIGER manual and references [N, Ili]. The EIGER
Code Suite solves electromagnetic and electro-static problems. The suite consists of five types of
codes:

1. Translators that convert the output of various commercial meshing packages to a standard,
minimal information, ascii-formated file known as the * . jfg file. A mesh can be
generated in the third-party Sandia mesh generation software CUBIT and exported as an
Idea-s universal * . unv file, which can then be converted to * . j fg with the EIGER i2j
translator.

2. A pre-processor, which takes the *.jfg file and with user input determines the input needed
by the physics code. This is output to an ascii formatted file known as the *.eig deck. The
pre-processor is known as Jungfrau.

3. Two physics codes are available. EIGER is used to solve for the electric and magnetic
currents on boundary elements when the excitation is a time-harmonic electromagnetic
wave or voltage source. Eiger_s is used to solve for the electric charge and potential on
boundary elements or volumetric elements when the excitation is a static electric field or
voltage distribution. The output is written to an ascii formated file known as the *.mnh
deck.

4. Two post-processors are available to obtain quantities other than the principal unknowns.
They read in information from the *.eig and *.mnh decks. Moench is the post-processor for
EIGER. It puts out the currents in a format that can be used in visualization software, and it
computes the near and far fields at various points in space. Moench_s is the post-processor
for Eiger_s. It puts out the charge and potential in a format that can be used in visualization
software and it computes the near electric fields.

5. Translators that convert the output of various codes in the EIGER Code Suite to a format
that can be read by commercial packages. Two examples are: EigerVTK, which converts
the file generated by Moench into a file that can be rendered by ParaView and j2i, which
converts a * . j fg file generated by i2j or by Jungfrau into a universal file understood by
the meshing package Idea-s.

The subject of the present report leverages the EIGER electromagnetic dynamic simulation tool
to simulate induced current on an electrically conducting object. The problem set-up involves
generating a geometry mesh (e.g., using CUBIT and translated using the i2j tool), running the
pre-processing tool Jungfrau which provides a series of prompts for describing the physical
problem and creates an * . eig input deck. Finally, EIGER is run on the eig input deck, and
produces the output mnh file.
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Figure 2-4. Eiger 3D scattering problem
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The 3d scattering problem consists of a plane wave incident on a scattering object as shown in
Figure 2-4. In EIGER the 3d scattering geometry is defined by a set of surfaces that divide space
into volumes. These volumes are known in EIGER as "regions". In the Figure 2-4, RO is a metal
region, R1 is the free-space region that surrounds the scattering object and extends to infinity and
R2 is a dielectric region. Note that the region id "0" is reserved in EIGER to represent metal —
perfect electrical conductor (PEC) or perfect magnetic conductor (PMC). The remaining region
ids (in this case 1 and 2) identify regions other than metal and need to eventually be defined by
the user when setting up the problem in Jungfrau.

Also supported are special mesh elements - metal fins and wires - which do not divide space in
regions. Lumped load elements are also available, and can be used to represent a resistor. For this
report, all electromagnetic geometries analyzed by EIGER were constructed using wire mesh
elements and lumped loads. This is not a restriction on the presented coupling formulation
whatsoever, but simplified mesh generation.

2.2.1. Electric Field lntegral Equation

EIGER simulates the radiated electric field due to the induced surface current by an external
excitation - for example, a voltage source or an incident electromagnetic wave. In this section, we
briefly review the electromagnetic theory necessary to describe the Electric Field Integral
Equation (EFIE) numerically solved by an EIGER simulation. We adopt the following notation
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for the quantities:

/3 magnetic flux density [VsIm2]

magnetic field intensity [A m]

electric flux density [C/m2]

electric field intensity [V/m]

= permittivity [F I m]

Eo = vacuum permittivity = 8.83 x 10-12 [F I m]

= relative permittivity [1]

= permeability [H I m]

= free space permeability = 47r x 10-7 [H I m]

fir = relative permeability [1]

Their constitutive relations are:

B=µH (2.21)

= EE (2.22)

e = ere° (2.23)

= prbto (2.24)

The point of departure is the set of Maxwell's equations governing the coupled electromagnetic
fields:

Gauss' law: V • ñ = p (2.25)

Gauss' law for magnetism: V • /3' = 0 (2.26)

Maxwell-Faraday V (2.27)equation: x = —

Ampère's law: V — (2.28)x + +
at

EIGER solves a derived form of Maxwell's equations. We now begin a derivation of an

expression which directly relates E to P. Appearing on the right-hand sides of the immediately
preceding equations are the quantities:

/IT impressed (source) magnetic current density [1 7 m2]

impressed (source) electric current density [A/m2]

fd electric displacement current density [A/m2]

We remark that the terms fc := da4 and lad := are the electric conduction current density

[A/m2] and the magnetic displacement current density [V/m2], respectively. For the circuit
coupling problem, we will consider the case in which AI' = 0. We also have the expression

Jd = (YE , where a is the surface charge density [A/m2].

21



In the frequency domain, equations (2.27 and 2.28) become

V x

V xj-i=jcod+.E+crt

where w is a given frequency; these equations equate the ej coefficients in the Fourier series
expansion. We identify the complex electric permittivity as the coefficient

ja := eo Er —
coeo)

and finally re-express these equations as

V x f = —jcoh
v X = j(Otk

2.2.1.1. Potential formulation

There exists a vector potential A for which

since f3 is divergence-free by (2.26

ti

=v x

). In the frequency domain, (2.27) and (2.31

V x + j(0/71) = 0. (2.32)

This field is irrotational and so there exists a potential szto for which

ti

= VcI) (2.33)

(2.29)

(2.30)

(2.31)

) yield

Restricting to a surface between regions, we have the continuity equation

ti

VE • JE = —;(0.7 (2.34)

Consider the quantity V x V x A. By equations (2.31) and (2.30), we have

VxVxA=Vxh

= V x (µdi)

=µvxH

= pjcoet + pif

Substituting for E according to equation (V33), we arrive at

VxVxii= pt.kot (—joA —vcD)+
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Applying the vector identity

VxVxii=V(V — V2A,

to equation (2736) implies

(2.37)

V (v . ) — v2ii = //jot (— joxi — vc13) +Id (2.38)

Choosing the Lorenz gauge yields

This reduces equation (2.38

V •A = —joti_10

V (V .A) = — jot/IVO

) to a Helmholtz equation for A:

02A. = y (02 eit. ± ji

(v2 +11(02o A _ ji

(2.39)

(2.40)

We consider k := \ Au (02 ê the wave number in the equation. The self-adjoint elliptic operator
.Y = —(V2+ k2) admits a Green's function G which satisfies

Y(x)G(x,$) = 3(x — s)

in the sense of distributions, where the right-hand side is the Dirac delta distribution. For any
sufficiently smooth function f (x) vanishing on the boundary of a domain D, we have

fp Y (x)G(x, s)f (x) dx = f .5(x — s)f (x) dx = f (s).

This is useful because we can deduce an expression for A in terms of fi:

.2(x)A(x) = if (x) (2.41)

fp (2' (x)ii(x)) G(x,xl)dx = Li f(x)G(x , x')dx' (2.42)

fii(x) W (x)G(x,x')) di = I .11 (x')G(x,x')dx' (2.43)
D D

fDA(x)3(x—xi)di = ID .11(x')G(x,i)dx' (2.44)

The preceding equations were obtained successively by: multiplying by G and integrating over D
with respect to x', using self-adjointness of 2 on the left-hand side and integrating the
right-hand-side by parts, and applying the identity Y G = S. Hence, we arrive at the formula for
the vector potential:

A(x) = su ilk G (.' , 7) ji (7) d.7
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for a closed volume V. Applying V. to equation (2.40), we see that

—(V2 +k2)(—jcotµc1)) = µV •Ji

—(V2 ±k2)43  
1 

=  V • .1'
—JCOE

At this point, we may make use of the continuity equation (234) to obtain

—(V2 + k2)(1) = Pi

the wave equation for the scalar potential. Using the Green's function method, we find that

Combining equations (2.45
integral equations (EFIE):

c13(.) 
J 
. 
coE v 

fff G , • (?) d?

(2.46)

(2.47)

) and () in the expression (2-33), we arrive at the electric field

x Zinc = jcvfix fff

x v [  
—.ME J./Iv 

/If G v. ii(?)d?] (2.48)

Thus, given an incident electric field finc , the EFIE can be used to solve for the surface current
Note that the induced current ,P is supported on the boundary surfaces between regions. The
following section details a numerical procedure to solve for that induced current.

2.2.2. Method of Moments

In order to numerically solve (2.48) for the current J, we can adopt a solution ansatz by choosing
a basis of functions for vector fields on the surfaces between regions. The mesh of surfaces by
triangular elements allows the use of Rao-Wilton-Glisson (RWG) basis functions. On any given
triangular mesh element, these are defined as following. The test point is at r and can be
expressed in barycentric coordinates, gp—i, 416 , 416+1). Addtionally, the h's are "height vectors",
es are "edge vectors" and are "vertex vectors". Additionally, a normal vector, n, is defined to
be a unit vector orthogonal to the edge vectors. From this geometric information on the
supporting triangles, we can define the basis function:

Ao
r—va

hp

e,6-14,5+1—e,6+14,5-1
h

(2.49)

(2.50)

Each basis function is associated to an edge of the triangular mesh, and is only non-zero on the
two triangular mesh elements that share that edge. The standard RWG basis function maintains
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Figure 2-5. An mesh triangle element with a test point represented in
barycentric coordinates, along with geometric information to define the RWG
basis function.

unit normal continuity (meaning the normal component of the vector basis is constant) across the
edge and has zero normal component to the other edges of the elements.

Now, in order to numerically solve the EFIE equation, EIGER enumerates all n edges of the
triangular mesh and represents the current as J(r) = E11_1.iini(11. Then, the EFIE equation is
solved weakly: by testing against the basis function A'k, we obtain:

E f f V) • Xi(r-')G(r-, dsidsk—
i=1 Sk

Lk(V 
1 

Ak f G(rii)V siXi(1))dsi) Cisk]
COE Si

= A
ti

f k(7) fla(1) dskV1(
ks 

Denote the matrix appearing on the right hand side by

Zik =jC0µ f f Ak(r-) • A (7-4)G (r- ,11)dsidsk—
Sk Si

1 
Ak f dsk

fSk( —.Me Si

called the Method of Moments impedance matrix. Denoting by V. the vector with entries

(2.51)

(2.52)

Vk = f iCk(F) • kanncM dsk (2.53)

and applying some numerical quadrature scheme to all integrals (care must be given to the
numerical treatment of the singularity in the Green's function), we arrive at the dense n x n linear
system

= (2.54)

Finally, we remark that in EIGER, the surfaces are the entities that are gridded not the regions.
The regions surrounding each surface are tagged referring to the surface normals. The surfaces
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can represent solid metal, which divide the region outside the metal region from region 0 (the
default metal region id). The surfaces can represent a dielectric, which divide an outside dielectric
region from an inside dielectric region. Metal surfaces with the same region on both sides are
called metal fins in EIGER. A metal fin designation invokes EFIE equations and have unknowns
that represent total current on both sides of the fin. Wires are modeled using bar elements, which
are the naturally defined lower-dimensional realization of the RWG basis functions (all coinciding
with the Raviert-Thomas basis functions for edge and triangular meshes).

2.2.3. Problem specifics: wires, lumped loads, and excitation types

As described in the preceding sections, the mesh of a geometric structure is required for
electromagnetic dynamic simulation. For the coupling problems studied in this report, these
structures are geometrically describable by 1-dimensional segments. A straight wire and the
traces of the circuit board are two such examples. See Figure 2-6 for a diagram of the relationship
between RWG basis functions and wire elements defined over two adjacent edges. The RWG
basis function bl is supported on the two mesh triangles e3 and e9, whereas the wire element b4
is defined on the bar elements e5 and e7; it has a positive gradient along the e5 edge (oriented
from node p10 to node p5) and has a negative gradient along the e7 edge (oriented from node p5
to node p17). On such a wire basis element, EIGER can prescribe a lumped load (resistor) across

p2

p

p10

Figure 2-6. Eiger wire element specification.

a bar element or provide a point voltage excitation across the bar element. Note that some care
must be given to the prescription of the lumped load or the voltage excitation in order to respect
the orientation of the basis function and to remain consistent with the voltage drop direction (e..g,
from node p5 to node p17, rather than the other way, etc.). This kind of point voltage-dependent
source takes the form

V = —InZLLn (2.55)

where n corresponds to the basis element index, L„ corresponds to the bar element length, and In
is the current on the nth element. And so, a lumped load is accounted for in the numerical
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treatment by a modification of the impedance matrix; where Z is the original impedance matrix,
the addition of a lumped load takes the form:

Zwithload = Z (1,11)2ZL45mn (2.56)

The other kind of electromagnetic excitation relevant to our coupling problem is a plane wave
excitation. The plane wave characteristics are shown in Figure 2-7 below. Note that the plane
wave is defined with the head of the propagation vector pointing at the origin. Note that 0 is the
angle with respect the +z axis and 0 is the angle that the projection of the propagation vector on
the xy plane makes with the x axis. Ho is the H field along the 0 direction. Ho is the H field along
the 0 direction. The H field of the plane wave is defined at the origin in terms of a complex
quantity in units of amps/meter.

Figure 2-7. Eiger incident plane wave excitation parameterization.
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3. CIRCUIT AND EM COUPLING APPROACH

This section will build on the introduction to Xyce and EIGER, provided in chapter 2, to explain
the technical approach taken and contributions achieved by this Milestone. First, an overview of
the technical approach will be presented that illustrates the mechanisms required from both Xyce
and EIGER to enable circuit and EM coupling. This will be followed by discussions of the
individual advancements in each code that was motivated by the technical approach. In chapter ,
computational results will illustrate the effectiveness of the circuit and EM coupling capability
that has been achieved by this Milestone.

3.1. Overview of the Coupling Approach

The technical approach enabling circuit and EM coupling is centered around the creation,
integration, and simulation of a general frequency domain macromodel that represents the linear
EM problem. In this approach, the linear EM problem is first analyzed and reduced to a Norton
equivalent circuit. This Norton equivalent circuit is treated as a frequency domain macromodel in
Xyce, and is connected to the nonlinear circuit loads only through defined ports, as shown in
figure 3-1. Then, the combined Norton equivalent circuit and the nonlinear circuit is solved using
harmonic balance (HB) analysis. This coupling approach is general, and it can be used with
analytically derived, numerically simulated, or measured data. It is comparable to the
ATHENA [2S] model, and the approaches used in [23, 121, B, 21i].

N-Port
Admittance (Y) Network

(linear)

4,1 +0

12

(:).1-sc.2 +V2

: In

Ism + VD

N-Port
Load Network
(non-lInear)

Figure 3-1. N-port Norton equivalent circuit connected to circuit loads

Norton's theorem, as discussed in chapter 2, provides the theoretical foundation for creating an
equivalent circuit that can be used to replace a network of resistors and sources. The linearity of
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the EM problem allows it to be represented by a multi-port Norton equivalent circuit, where the
port currents and voltages are described by the following equation:

/ = YV — Isc. (3.1)

Given N number of ports, I, V, and /sc. are vectors of length N for the port currents, voltages, and
short-circuit current sources, respectively. The admittance matrix for the EM system, Y, is N x N.
All of these parameters are frequency dependent. While the linear EM problem can also be
represented by a Thévenin equivalent circuit, the Norton equivalent circuit is more compatible
with the modified nodal analysis (MNA) formulation used in Xyce [I111

Constructing the Norton equivalent circuit for a linear EM problem requires Y and /„. These
parameters can be obtained using any time-domain or frequency-domain EM simulator or
analysis technique. Furthermore, the linear EM problem is only solved once for each frequency,
which means it can be efficiently computed prior to the Xyce HB analysis.

3.2. EIGER simulations

For this Milestone, EIGER is the frequency domain EM simulator used to solve the linear EM
problem. It does not provide the parameters to define the Norton equivalent circuit directly, so a
two-step approach has been developed in order to determine Y and /„. This approach is
demonstrated for a 1-port EM problem in figure 3-2, where both the positive and negative nodes
for the single port are explicitly shown. In the first step, a 1 V AC voltage source is applied to the

1 1-Port
Network

II 1 1-Port
Network

Figure 3-2. 1-port EM problem: Y calculation (left) and Isc calculation (right)

port. EIGER calculates the induced current throughout the entire geometry. Then, some
post-processing (by identifying the port geometrically on the object) is performed to obtain the
current at the port. This gives the Y parameter. In the second step, an incident plane wave
excitation is applied to the body and the port is short-circuited. Again, EIGER determines the
induced current throughout the entire geometry, and from this the port current is obtained,
yielding the hc parameter. The resulting Norton equivalent circuit that represents this 1-port EM
problem is shown in figure 3-3

This two-step approach has been generalized to analyze and reduce a N-port EM problem. For a
N-port problem, the Y parameter is a N x N matrix and /„ is a vector of length N. In the first step,
N simulations are needed to compute the admittance matrix, one for each column of Y. To do
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IsCi

Figure 3-3. 1-port Norton equivalent circuit

that, each port is excited with a 1 V voltage source in sequence with all other ports short circuited.
The currents at all the ports are calculated by EIGER, which produces one column of Y. The
2-port EM problem in figure 13-4 demonstrates the approach for calculating the elements of Y:

Yll Y12

Y21 
Y =

/ 22

In the second step, an incident electric field is applied with all ports short circuited and EIGER is
used to compute the currents at all the ports, which gives the I. In general, for a N-port EM
problem, N + 1 simulations are necessary to compute the Norton equivalent circuit.

2-Port
Network

/2

V2

Jr

2-Port
Network

/2

+V 2

Figure 3-4. 2-port EM problem: YI I and Y2. 1 calculation (left) and Y12 and Y22 calculation (right)

3.3. Xyce Frequency Domain Models

The set of transient DAE equations (2.4) needs to be extended to include frequency-domain
models that do not have a constitutive (I-V) relationship. This results in

co y(t — s)x(s)ds + dtt(t)) + f (x(t)) — b(t) = 0,

where y represents the matrix-valued impulse response function of frequency-domain linear
elements (such as S parameters). Prior to the separation of devices models into multiple groups,
as discussed in chapter 2, frequency-domain models needed to implement this convolution
operation to be usable in Xyce. This was the case for the original implementation of the
ATHENA model [a]. In the frequency domain, the convolution in equation (5-2-) is naturally
replaced by a matrix multiplication, which motivates the extension of device model groups to
include linear frequency-domain models. This section will present the general multi-port, active
linear frequency-domain macromodel developed in Xyce that enabled coupling to the EIGER
electromagnetics code. This will include a detailed discussion of the two types of linear
frequency-domain macromodels: passive and active.
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3.3.1. S-parameter Model

The passive linear frequency-domain model is normally referred to as the S-parameter model. It
is available in many modern commercial simulators, and is widely used by RF and microwave
design communities. The S-parameter model has a standard input-output (I/0) format and
therefore is portable among simulators. Developed in support of this Milestone, the S-parameter
model in Xyce can handle many types of network parameters, such as S (scattering), Y
(admittance) and Z (impedance) parameters.

This device model has a frequency-domain I-V relationship at the ports represented by the Y
parameters:

I = Y V (3.3)

For a N-port linear network, I and V are vectors of length N for the port currents and voltages,
respectively. The admittance matrix, Y, is N x N. Figure
following equations define the Y parameters

Il
Y11 = — Y21

V2=0 
= —

/71

3-5

Il
Y12 =

V2 = 0 v2

shows a two-port network, where the

/2
Y22 =

V1=0

2-Port
Network

Figure 3-5. 2-port network

V1=0

Some network parameters, such as scattering parameters, do not provide an I-V relationship.
Therefore, it is necessary to convert them to other network parameters that provide a
frequency-domain I-V relationship to enable their use in a circuit simulator. The scattering
parameters and admittance parameters satisfy the following relationship

(3.4)

Y = G„(E — S)(E S)-1Grs, (3.5)

where Y is the N x N admittance matrix, S is the N x N scattering matrix, and E is the N x N
identity matrix. Grs is defined as:

Gr

Grs

G2 1
Gi = (3.6), /RelZll

GN

where Zi is the reference impedance of port i. Impedance (Z) parameters can be converted to
admittance parameters using the following simple formula

Y=
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3.3.2. Active Linear Model

The technical approach presented in this Milestone to enable circuit and EM coupling requires an
active, linear frequency domain macromodel to include the incident EM fields that are represented
by short-circuit current sources. To achieve this, a general frequency domain macromodel was
developed in Xyce that can be used as both a passive S-parameter model—using an industrial
standard I/0 definition—and an active model (Norton or Thévenin equivalent circuit). The active
model extends the S-parameter model to include short-circuit current sources. Therefore, it
supports multiple types of network parameters, including S, Y and Z parameters. This approach
also makes it possible to use measured data, which is beneficial because voltage and current are
difficult to measure at high frequencies. Scattering (S) parameters are widely used to characterize
a linear network especially by designers of high frequency circuits. In order to work with a
variety of data, including the measured data, interpolation was also developed for the general
frequency domain macromodel.

3.4. Coupled Simulation Using HB

The previous sections discussed the technical approach for creating a Norton equivalent circuit for
the linear EM problem with EIGER, and using that circuit as an active, linear frequency domain
macromodel in Xyce. This section will present the approach for performing a coupled simulation
that produces the circuit response to an EM environment. This coupled simulation is achieved
using the harmonic balance (HB) analysis, provided by Xyce, extended to include linear
frequency-domain device models.

Frequency domain HB analysis solves for steady state solutions for nonlinear circuits. One of the
main strengths of HB is its natural support for linear frequency-domain models, making it a
natural choice for coupled simulation. Distributed components—such as lossy transmission lines
and interpolated tables of S-parameters—are examples of linear models that are handled
efficiently with HB, as is the active, linear frequency domain macromodel developed in this
Milestone.

The derivation of the HB equations, including the residual equation and Jacobian, as well as the
matrix solution methods, are presented in chapter g. Including linear frequency-domain models
into those equations is mathematically straightforward, because the convolution integral in the
first term of equation (3.2) is replaced by a matrix multiplication. So, replacing all the transient
terms with Fourier expansions, equation (2.10) becomes

00

E PTA + jowi (Xk) Fi(Xk) — B D̀it = 0. (3.7)
i= - 00

Since el av are orthogonal functions, equation 2.11) becomes

YiXi j WiQi(Xk) Fi(Xk) — Bi = 0, Vi. (3.8)
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The HB equation system can be writen in a compact form using a truncated Fourier series in a
finite range: [—M,

HHB(X) = YX sv(X) + Fpo— B = 0, (3.9)

where Y is the admittance matrix for the frequency-domain devices and all other matrices are
defined in equation (2-13).

3.4.1. Evaluating HHB and the HB Jacobian

The evaluation of HHB primarily requires the evaluation of Q(X) and F (X) using the discrete
Fourier transform, but there is now an additional step for the admittance matrix Y.

1. Use inverse discrete Fourier transform to compute x(t) from X

2. Evaluate q(x(t)) and f (x(t))

3. Use discrete Fourier transform to compute Q(X) and F (X) from q(x(t)) and f (x(t)),
respectively

4. Compute YX

For simplicity, assume that equation (3.2) is a scalar equation and denote D and D-1 as the DFT
and IDFT matrices, respectively. Then, the process above can be combined with equation (3.9) to
give the matrix form:

Him (X) = YX s-wQ0D—lx +DF0D—lx — B, (3.10)

where Q and IF are defined by equations (2.15) and (2.16), respectively. The active, linear
frequency domain macromodel developed in this Milestone contributes to both F (X) and B in the
HB residual equation (3.10). The contribution of I, is included in B. Using Newton's method to
solve Hifi; (X) = 0 requires a linear solve with the Jacobian matrix JHB = dilms/dX at each
iteration, which is

JHB = Y + f/DCD-1 +DGD-1 , (3.11)

where C and G are defined by equation (2.18).
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4. EXAMPLES AND RESULTS

In this chapter, a variety of examples are presented to illustrate the effectiveness of the coupled
circuit and EM capability. The capability is verified in multiple ways for both linear and nonlinear
circuit problems. All the test cases presented here support the technical approach enabling circuit
and EM coupling that culminates in the simulation of a general frequency domain macromodel
that represents the linear EM problem using the harmonic balance algorithm in Xyce.

4.1. One-port network with linear loads

The EM problem is a one meter wire excited by incident electrical field. It is solved by EIGER
and then reduced to a one-port Norton equivalent circuit. The frequency spectrum is calculated
from 10 MHz to 600 MHz with a step of 10 MHz. The calculated Y and /„ are shown in
figures 4-1 and 4-2

0.012

0.01

0.008

0.004

0.002

1 2 3
Freq

4

Figure 4-1. Magnitude of Y parameter

5 6

x108

The load for the port is a 50 S-2 resistor. The port voltage, as simulated in Xyce, is shown in
figure 4-3 Since the load is linear, the combined EM and linear load simulation can also be
completed by EIGER. The EIGER result is is also shown in figure
HB result and the EIGER result match well.

4-3. As can be seen, the Xyce

Because the problem is linear, the port voltage can be calculated analytically using

c.
V = 

/s 

Yrot
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Figure 4-3. Magnitude of load voltage

Here Ytot is the total admittance, and is defined as:

1
Ytot = Y + —

RL

The total admittance is dominated by the conductance of the load resistor, because it is rnuch
larger than Y Therefore, the shape of port voltage in figure 4-3 is similar to that of /„.

(4.2)

With a linear load of 1000 n, the conductance of the load is comparable to Y. The port voltages
solved by coupled simulation in Xyce and by EIGER are shown in figure
HB result and EIGER result match well.
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Figure 4-4. Magnitude of load voltage

4.2. One-port network with nonlinear load

The EM problem is, again, a one meter wire excited by incident electrical field. For the nonlinear
load, a diode is placed in parallel with the 50 5-2 resistor. The wire is excited with a 10 MHz plane
wave. The port voltage, solved by coupled simulation in Xyce, is shown in figures 4-5 and
EIGER simulation cannot be used for verification, because it cannot handle nonlinear devices.
As a check of the result, the Xyce simulation is compared against Hspice RF by using a
combination of HB, S-parameter model and frequency domain sources in Hspice. The Xyce HB
results and Hspice results match well.
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Figure 4-5. Magnitude of load voltage in frequency domain
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4.3. Two-port network with nonlinear load

0.9 1

x 10-7

The same EM problem can also be used as a two-port network with a port at each end of the wire.
In this example, one port is loaded with a 50 n resistor. The other port is loaded with a diode.
The voltage at the port with a resistor, solved by coupled simulation in Xyce, is shown in
figure 4-7. As expected, the port voltage is a sinusoidal waveform with same frequency as the
excitation. To verify the results, the time-domain Xyce results are compared against Hspice RF
results. The two results match well.
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Figure 4-7. Load voltage at resistor port: frequency domain (left) and time domain (right)

The voltage at the diode port, solved by coupled simulation in Xyce, is shown in figure 4-8. We
note that the DC level is shifted. The behavior is similar to a clamper circuit. The wire behaves
like a capacitor which provides DC offset from stored charge. Again, the time-domain Xyce
results are compared against Hspice RF results, and the two results match well.

4.4. Practical applications: Op Amp lCs

In the next few sections, the coupled circuit and EM capability is applied to practical circuits,
such as operational amplifiers, to investigate the EM effects on circuits.

37



100

-100

-200

-300

-400

-500

-600

-700
0

0 Xyce

—Hspice RF

0.2 0.4 0.6 0.8
tire

1.2 1.4 1 6 1.8 2

Figure 4-8. Load voltage at diode port: frequency domain (left) and time domain (right)

4.4.1. EM coupling paths

Operational amplifiers (op amps) are a fundamental building blocks that are used widely in circuit
design. In order to predict a circuit's response to EM environments, a model is needed to identify
the possible coupling paths from the EM-induced signals to op amps. Then we can apply the
coupled simulation to study the interaction between received signal at the pins of op amp and op
amp circuit.

There are two different types of coupling paths: radiation and conduction. When each one comes
into play depends on the frequency of the EM waves and susceptibility of each circuit element at
that frequency. The radiation coupling path means the op amp ICs, themselves, pick up the EM
waves. For the conduction path, other devices, such as cables and printed circuit board (PCB)
traces, act as receiving antenna for the EM waves. For the frequency range of interest (100 MHz
to 1 GHz), the dimensions of a typical op amp are small compared to the wavelength of the
disturbing EM signals. Therefore, the disturbing EM waves mainly arrive in a conductive way. It
is sufficient to consider only the conductively received EM waves.

The op amp circuits used for this work are configured as differential op amps, as shown in
figure 4-9, with a closed-loop gain of 3. Currents are induced on the PCB traces by the EM
disturbances and are conducted to the pins of the op amps. They can interfere with op amp
operation. For this example, the EM disturbance is considered to be confined to the three traces
that are connected to the non-inverting and inverting input pins and the output pin of the op amp.
This is because these are the EM disturbances that are the most difficult to prevent [6, 7] .

4.4.2. Op Amp SPICE model

To simulate the combined EM and op amp circuit problem in Xyce, a model for the op amp is
needed. One of the most widely used op amp simulation models is a modified version of the
Boyle macromodel [9]. The Boyle macromodel does not simulate the internal circuitry at the
device level. Instead, it uses macromodeling to represent amplifier behavior as observed at the
terminals. The circuit schematic for the Boyle macromodel of a bipolar op amp is shown in
figure 4-10 The model consists of three connected stages: the input stage, the intermediate
voltage gain stage and the output stage.
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Figure 4-10. Boyle macromodel for a BJT op amp

The modified Boyle macromodel was orignially developed for use with the PSpice circuit
simulator [1]. The models provided by many semiconductor manufacturers are based on the
modified Boyle macromodel. They have the same netlist structure as the one is PSpice. However,
the parameters for the device components can be different.

4.4.3. Calculation of DC Response

Harmonic balance simulation requires device data at frequencies that are integer multiples of the
fundamental frequency, including at DC. The EM problem is solved by EIGER and is
represented by a frequency domain macromodel which requires Y and /„. A PCB trace exposed
to EM waves can be represented by a two port network. The calculated Y and /, from EIGER
are shown in figure 4-11
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Figure 4-11. Magnitude of Y and 4,, for a PCB trace

A problem with the EIGER simulation is that no DC data can be provided. If the Y parameters
are extrapolated to get the DC data, they are virtually zeros, indicating the trace does not conduct
signal at DC. This is inconsistent with the physics. A trace is designed to conduct signal at DC
and this is confirmed by measurements. To address this issue, a hybrid model is developed for the
PCB trace. The Y parameters at high frequencies are calculated by EIGER and the DC response
is calculated using a different analysis.

The PCB trace behaves like a resistor at DC. The resistance can be calculated according to the
trace dimensions, temperature, and material (copper) using equation

R= p • T .144 [1+ a • (temp — 25)] (4.3)

Here p is resistivity. L, T, W are the length, thickness, and width of a trace, respectively. The Y
parameters can be derived from calculated trace resistance. For the traces on the op amp PCB, the
dimensions are: W = 60 mil and T =7 mil. The lengths are approximately two inches. For
example, for a 2 inch trace, the Y parameters are:

y G —G
G G ) ' 

G = —
1 
=313.5

— 

4.3

The calculated Y parameters match those from HFSS which is a commercial EM simulator.

4.5. EM Effects on 741 Op Amp

The UA741 op amp is one of the most common commercial circuits. It has 1 MHz unity gain
bandwidth and a slew rate of 0.5 s. The internal frequency compensation ensures stability.

The frequency response of UA741 op amp, configured as in figure 4-9 is simulated using Xyce
AC analysis. The result is shown in figure 4-12. As can be seen, it has a closed-loop gain of 3 at
DC. The gain decreases at higher frequencies and is virtually zero at frequencies larger than
100 MHz. The bandwidth is about 300 kHz. The op amp PCB is excited by a 1 GHz plane wave.
Therefore, the EM disturbances are mostly outside the working bandwidth. The effects from each
input and output trace, as well as the total effects from all traces, are investigated using coupled
simulations.
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Figure 4-12. Frequency response of 741 op amp

4.5.1. EM Waves Coupled to Non-inverting lnput

In this example, the EM wave is coupled to the non-inverting input trace and then is conducted to
the input pin of the op amp. The EM coupling process, and the resulting model used in the
simulation, are shown in figure

R3

4-13

30k

R3

30k

Figure 4-13. EM coupling to the non-inverting input and the resulting model

Since the op amp is configured as a differential voltage amplifier, the EM effect on the circuit
depends on the induced voltage at the non-inverting input pin. As can be seen in the figure
the EM induced voltage depends not only on Y and /„ from the EM calculation, but also on the
impedance of the op amp at the non-inverting input. The induced voltage at the non-inverting
input is shown in figure 4-14. The peak to peak voltage is about 10.5 V.

4-13

The output voltage due to the EM disturbance on the non-inverting input is shown in figure
As can be seen, the out-of-band EM disturbance leads to a DC level shift at the output. The shift
is about 130 mV, which is significant and can cause problems in subsequent circuits.

To verify this result, the Xyce HB result is compared to Hspice RF HB results. As shown, the two
results match well. In addition, a convergence study is done to verify the Xyce result. It requires

4-15
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Figure 4-15. DC level shift at the output due to EM disturbance

almost 100 harmonics for the result to converge. The EM interacts with op amps via the
nonlinearity of the op amp circuit. The highest nonlinearity is obtained for the disturbance with a
frequency that is outside the band of op amp circuit. Therefore, a large number of harmonics are
needed to calculate the correct results.

The EM induced output DC level shift in an op amp has been investigated both theoretically and
experimentally in the literature [6, 7, 8]. The behavior is correlated to slew rate asymmetry and
the unequal parasitic capacitances. Investigation of the behavior can provide guidance in the
design phase to improve EM performance.
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4.5.2. EM Waves Coupled to lnverting lnput

In this example, the inverting input trace is excited by 1 GHz plane wave. The circuit, including
the EM coupling model, along with the induced voltage at the inverting input are shown in
figure 4-16. The peak-to-peak voltage is about 10.5 V.
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Figure 4-16. EM coupling to the inverting input model and the induced voltage

The output voltage due to the EM disturbance on the inverting input is shown in figure 4-17. As
can be seen, the out-of-band EM disturbance leads to both a negative DC level shift and
out-of-band high frequency AC signals at the output. The DC shift is about -171 mV. The high
frequency signals are due to the feedback loop in the op amp.

The result is compared to existing measurements from a combined environment study. The
standard measurement method, Direct Power Injection (DPI), is used in the study. In DPI, the EM
disturbance is modeled as sinusoidal waveform and is injected to the pin of an IC. In this case, the
measured data is obtained by injecting a 1 GHz RF signal into the inverting input. The strength is
about 20 dBm, which corresponds to an approximately 10.5 V peak to peak voltage. The
measured DC shift is about -300 mV. The Xyce simulation result qualitatively matches the
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Figure 4-17. DC level shift and out-of-band high frequency AC at the output due to EM disturbance

measured data. The standard macromodel models the standard op amp performance and is not
adequate to predict second order effects in op amp slew rate. In order to accurately predict the DC
shift induced by an out-of-band EM disturbance, an EMI oriented op amp macromodel is needed
[6].

Figure 4-18 shows the induced voltage at the inverting input with a low strength EM wave. The
peak to peak voltage is about 2.9 V.
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Figure 4-18. EM induced voltage with a lower strength

The output voltage due to the EM disturbance on the inverting input is shown in figure 4-19. As
shown, the out-of-band EM disturbance leads to a much smaller negative DC level shift at the
output. The DC shift is about -16 my. As can be seen from the comparison with the previous
result, there is a nonlinear relationship between the strength of the induced voltage and the DC
shift.
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Figure 4-19. The output voltage due to lower EM disturbance

4.5.3. EM Waves Coupled to Output

In this example, the output trace is excited by a 1 GHz plane wave. The circuit with the EM
coupling model is shown in figure 4-20. The output voltages at both left and right ports due to the
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 V\AA/ 

10k

R2

2-port
network

Figure 4-20. EM coupling to the output model

EM disturbance on the output trace are shown in figure 4-21. As can be seen, the EM disturbance
leads to out-of-band high frequency AC signals at the outputs. The EM induced voltage at the left
port has a smaller amplitude because the output impedance of the op amp is small. At the right
port, the op amp has an open load. Therefore, the induced voltage depends only on the Y and /„.

45



3.5 

3.4 -

3.3 -

3.2

3-

2.9

2.8

2.7

2.6
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Tlme x 10

E

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Tlme x16

Figure 4-21. Out-of-band high frequency AC signals at the left and right outputs

4.5.4. EM Waves Coupled to All Traces

In this example, all traces are excited by a 1 GHz plane wave from the direction 0 = 30° and
= 60°. The circuit along with the EM coupling model is shown in figure
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Figure 4-22. EM coupling to all traces model
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The output voltage due to the EM disturbance on all traces is shown in figure 4-23. As can be
seen, the EM effect is the combination of the previous results with both a DC level shift and
out-of-band high frequency AC signals at the output.

4.6. High Bandwidth Op Amp

The 741 op amp is internally compensated, which limits bandwidth. This is modeled by the
feedback capacitor C2 in the Boyle macromodel, shown in figure 4-10. Modifying C2 can lead to
a bandwidth change, which is the same compensation modification often used by designers. In
this example, a high bandwidth op amp is obtained by reducing C2. The frequency response is
shown in figure 4-24. As can be seen, it has a bandwidth of about 300 MHz. The op amp PCB is
excited by a 1 GHz plane wave. Therefore, EM disturbances are close to the working bandwidth.
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Figure 4-24. Frequency response of high bandwidth op amp

In the first example, the EM wave is coupled to the non-inverting input trace and then is
conducted to the input pin of the op amp. The induced voltage at the non-inverting input and the
effect at the output are shown in figure 4-25. The peak to peak voltage at input is about 2.1 V. The
in-band EM leads to distorted AC signal at the output. This is due to slew rate limiting.

The output voltage due to the EM disturbance on all traces is shown in figure 4-26. All traces are
excited by a 1 GHz plane wave from the direction 0 = 30° and 0 = 60°. As can be seen, the EM
effect is the combination of effects from each trace, resulting in a distorted high frequency AC at
the output.
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Figure 4-26. The effects from EM waves coupled to all traces

4.7. Practical High Bandwidth Op Amp

The LM6171 op amp is used in this example, which is a high-speed low-power low-distortion
voltage feedback amplifier. It has a unity gain bandwidth product of 100 MHz and a very high
slew rate of 3600 V/µs. The frequency response is shown in figure 4-27. The op amp PCB is
excited by a 100 MHz plane wave. Therefore, EM disturbances are close to the working
bandwidth.

In the first example, the EM wave is coupled to the non-inverting input trace and then is
conducted to the input pin of the op amp. The induced voltage at the non-inverting input and the
effect at the output is shown in figure 4-28. The peak to peak voltage at input is about 6.1 V. The
in-band EM leads to a sinusoidal signal at the output due to very high slew rate.

The output voltage due to the EM disturbance on all traces is shown in figure 4-29. All traces are
excited by a 100 MHz plane wave from the direction 0 = 30° and 0 = 60°. As can be seen, the
EM effect is a low distortion high frequency AC signal at the output.
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5. CONCLUSION

In this report, a robust and efficient approach to couple circuit and EM simulations has been
established. To enable the coupling, a new and general frequency domain macromodel is
developed in Xyce. A two step approach is established to calculate the required N port data from
EIGER. The coupled simulation is achieved by using the Xyce HB simulation capability, which is
extended to include a linear frequency domain macromodel.

The capability is tested for simple problems with linear and nonlinear loads, as well as practical
op amp ICs exposed to incident plane waves. The approach is verified by multiple approaches.
For linear circuits, the Xyce result is compared against EIGER results with an included load, and
analytic solutions. For nonlinear circuits, verification is achieved by comparing against Hspice RF
and a convergence study. The practical applications of the capability is demonstrated using
multiple op amp circuits exposed to EM environments. A variety of situations are considered,
including out-of-band and in-band EM disturbances, limited vs. high bandwidth and slew rate.
These lead to various EM effects: DC shift, AC, low and high distortion, and combinations.

The coupled simulation capability enables the prediction of circuit response to EM environments.
It not only improves our understanding EM effects on circuit performance for ND mission, but
also provides guidance in design phase to improve EM performance. In addition, the work has
established procedures and requirements for developing similar capabilities and provides future
development directions.
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