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“ Introduction and Motivation

Central receiver power tower heliostat
optical performance
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http://upload.wikimedia.org/wikipedia/commons/2/22/PS20andPS10.jpg

Introduction, FEA Model

* The finite element model of the heliostat contains
approximately 2.3 million elements.

* |t is run on the cluster Glory with 192 processors.

« An Eigen analysis with 20 modes runs in
approximately 120 minutes. Gravity deformations
take approximately 5 minutes to run.
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Dynamic Analysis

Heliostat optical performance is coupled
with the intrinsic dynamic response of
the structure as well as other external
loadings.




Dynamic Analysis

Improvements have been made to the
heliostat model to more accurately
account for the dynamic response of the
structure.

Spring joints modeling the
heliostat rollers

#§ swspiage01s

M ippications Paces Sytem BEDES H 00

e Edt View Display Tools Heip

Pawer Tools

ST IS

FOSSBTi=EI"
Bopzppowss

L]
oz
=

Assembliss

Froperties Fage
Perform Action

MEIEIFTE I

aprapro keitor

variable Name.

alne
1517380
Vero 40217
an0s1aass

124053833
138851406

e

Current vaue

b3

Cubit 13,0 - [scidap IB5At CUBIE IO BIISpAING /HEOSEATSPrINGD306-0aEgWSPIGErBERmm & cib

EzaaeEuporIin

J Sutaces = Vol
L Wolumes
o Hex Tetra
Hexe atras
Hexe Totras
Hexz0 Teralo
Hexz? et
Reset Alllocks.

=

a

au
a
au
au
i

a

iade 13123
Current entity is Node 1517360
i

Command /N Eror \ Fiztory )

Wi Diwsary el Beskog Gy I

“
Is & =

R e = e A =
Command et o8
Wode - Matarls s 566

°

E o]
o e T -
e o e

Sandia
rl'l National
Laboratories




Dynamic Analysis

* Dynamic results are improving with each
iteration of the model. An acceptable
target for matching the mode shapes of
our Eigen Analysis to measured results
is 5 — 10% error.

 Static deformation loadings should also
meet this criteria before proceeding to
the Fluid Structural (wind) interaction.
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Fluid Structural (Wind) Analysis

The path forward on this project is to mesh the
air around the outside of the heliostat and
perform a wind loading analysis at various
velocities and heliostat orientations.

Air Block

Heliostat




Fluid Structural (Wind) Analysis

* This wind analysis will be done in Aria
and coupled to the structural program
Adagio.

* The results of the deformation of the
heliostat will be output to a ray tracing
program. This will allow for an optical
reflectance analysis of the error that the
wind imparts on the Power Tower
system.
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Why High Performance Computing?

 Many processors (on the order of
hundreds) allow for scaling to extreme
fidelity in the modeling process.

« Simulation work thus far typically has
models that are simplified to under
1,000,000 elements.

Axias of
Rotation

Figure of simplified heliostat taken
from “Wind Pressure and Wind-
Induced Vibration of Heliostat” by

Wang, Li, Gong and Li 2008

Fig.6 The Finite Element
Model of Heliostat ';I.‘
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Why High Performance Computing?

Many processors (on the order of
hundreds of thousands) allow for scaling
to extreme fidelity in the modeling
process of the heliostat as well as
heliostat field.

heliostat field air voids in the larger air
block mesh where individual
heliostats are placed
with gjoin()
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Why High Performance Computing?

How many processors is it going to take?

Assume since one Eigen analysis requires
~200 processors (in 2 hrs) to run, with

the air block, | will need ~500
processors/heliostat.

~ 500 proc/heliostat *
~ 200 heliostat-blocks =
~ 60,000 processors




cie!

2 New Mexico Alliance for
% Computing at Extreme Scale

Cielo By Numbers

# of Cabinets
# of Service Nodes
# of Compute Nodes

# of Visualization Nodes
# of Compute Cores
Peak Memory BW
Memory Capacity per Core
Compute Memory Capacity
Peak Compute FLOPS
Sustained PFS BW
System Power
Full System Job MTBI
System MTBI

/ * Total compute nodes including Viz nodes and nodes allocated for other services

» Los Alamos

NATIONAL LABORATORY

BAT, 1040
11/8/2010

208 272
6,704* 8,944 *
(376) (376)
107,264 143,104
572 TB/s 763 TB/s
2 GB (4 GB) 2 GB (4 GB)
226.6 TB 298.2TB
1.03 PF 1.37 PE

> 160 GB/s

< 3.9 MW <4.4 MW
> 25 hours
> 200 hours
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