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View of the Simulation Problem
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SST Simulation Project Overview

Goals

‘Become the standard architectural
simulation framework for HPC

‘Be able to evaluate future systems
on DOE workloads

‘Use supercomputers to design
supercomputers

Status

Current Release (2.1) at

code.google.com/p/sst-simulator/
‘Includes parallel simulation core,
configuration, power models, basic
network and processor models, and
interface to detailed memory model

Technical Approach

Parallel

*Parallel Discrete Event core with

conservative optimization over MPI
*Holistic

sIntegrated Tech. Models for power

*McPAT, Sim-Panalyzer
Multiscale

*Detailed and simple models for

processor, network, and memory
*Open

Consortium
“Best of Breed” simulation suite

Combine Lab, academic, & industry
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Progress

Since 2010...

improved Parallel Core
—Better time handling

*Build System
—Improved
—Documented!

*More Technology Models

—Reliability

—Thermal Effects (Hotspot)
cComponents

—M5/GeM5

—State Machines

—Disk Sim

—-eBOBSIim

SST Simulation Project

Goals

*Become the standard architectural simulator for the
HPC community

*Be able to evaluate future systems on DOE workloads
*Use supercomputers to design supercomputers

Technical Approach Consortium
*Multiscale
*Cycle-accurate to analytic -“Best of Breed” simulation suite
eInstruction-based to message-based -Combine Lab, academic, & industry
*Parallel
+1000s of simulated nodes on 100s of l(’) AK
real nodes RIDGE s
“Holistic ‘ S

sIntegrated Tech. Models % NM
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SST Simulation Project Overview

Goals Status

Become the standard architectural | “Current Release (2.0) at

simulation framework for HPC http://www.cs.sandia.gov/sst/
Be able to evaluate future systems | °Includes parallel simulation core,
on DOE workloads configuration, power models, basic
-Use supercomputers to design network and processor models, and
supercomputers interface to detailed memory model
*System Simulation noted as good
focus area by IAA

Technical Approach Consortium

*Parallel +“Best of Breed” simulation suite

eParallel Discrete Event core with *Combine Lab, academic, & industry

conservative optimization over MPI OAK
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Parallel Implementation

implemented over MPI
*Configuration, partitioning, initialization handled by core
Conservative, distance-based optimization
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Parallel Implementation

implemented over MPI
*Configuration, partitioning, initialization handled by core
Conservative, distance-based optimization

<component>

<component>

XML
Config

<component>
<component>
<component>
<component>
<component>
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Message Handling

*SST core transparently
handles message delivery

Detects if destination is local
or remote

*Local messages delivered to
local queues

*Remote messages stored for
later serialization and
remove delivery

—Boost Serialization Library
used for message serialization

—MPI used for transfer

*Ranks synchronize based on
partitioning
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Goal: Enable tradeoffs
between accuracy, flexibility,
and simulation speed

— No single “right” way to
— Support multiple

High- & Low-level interfaces
— Allows multiple input types
— Allows multiple input

simulate

audiences

sources

 Traces, stochastic, state-
machines, execution...

Multi-Scale

High-Level Low-Level
Detail Message Instruction
Fundamental | Message, Compute | Instruction,
Objects block, Process Thread
Static MPI Traces, Instruction
Generation MA Traces Trace
Dvnamic ] ]
y : State Machine Execution
Generation
Component Models
Analytical

Input
¥ Stochastic
) Trace
) Execution
~ Synthetic

Network CPU Memory Cache

Multiscale Parameters

Queue model

Event Based

Cycle Based
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Holistic Simulation
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*Design space includes much more than simple
performance

*Create common interface to multiple technology libraries

—Power/Energy
—Area/Timing estimation

Make it easier for components to model technology
parameters
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Open Simulator Framework

/_\Simulator Core will provide...
Simulator Core —Power, Area, Cost modeling

rSY Mailing List

nnnnnnnnnnnn

Services
PowCeorS,?rea Checkpointing — —C hGCprlntlng
Configuration s 111 I;;r;ﬂe_l _D_E_S _____ - C on fl g u ratl on
—Parallel Component-Based
Discrete Event Simulation
Vendor Open Vendor Open
Component Componen Component Component ° C O m po n e n ts
—Ships with basic set of open
@ seteimaor components
T&I;:tn.n:t‘:ra'l:lqmul#tl;;.‘%;;ll‘<.l.t“ / _I n d u Stry ca n pl u g i n th ei r Own
~~~~~ s models

 Under no obligation to share
*Open Source (BSD-like) license
*SVN hosted on Google Code
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Component Validation

eStrategy: component
validation in parallel with
system-level validation  |pramsim |RTL Level validation .

against Micron
Current components J

Component Method Error

Generic Simplescalar

: : ko
valldated_ at d_lfferent Proc SPEC92 Validation | ~2%
levels, with different Comparison vs. existing

. . exiIstl
meth°d°|°g|es NMSU processors on SPEC <I'%

*Validation in isolation RS Latency/BW against | _,,

Network SeaStar 1.2, 2.1 °

What is needed MacSim Comparison vs. 0:?::/:]9

Existing GPUs expected

—Uniform validation _
methodology (apps) Zesto Comparison vs several 4-5%

_ processors, benchmarks
—-System (multi-component)
level validation

McPAT | Comparisons against 1(:)-
existing processors | 23%
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Key Objects & Interfaces
*Goal: Simplicity

*Objects
—-SST::Component: A model of a hardware Component
component EventHandler

—SST::Link: A connection between two components
—SST::Event: A discrete Event

—-SST.:EventHandler: Function to handle an incoming
event or clock tick

Events

—-SST.:Component::ConfigureLink(): Registers a link
and (optionally) handler

—SSTi:Link::Recv(): Pull an event from a link
—SST:.Link::Send(): Send an event down a link

—-SST.:Component::registerClock(): Register a clock
and handler

=

Component

EventHandler
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New Capabilities
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I/0O Client
Module

|/0O Client
Module

|/0O Client
Module
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Disk & I/O Modeling

Goal:Create a file system
simulator that can simulate
real-world application |10 on
HPC machines, including
simulating various disk
models and controllers, |10
nodes, networking, metadata
servers, and clients

File 1/10O
Events

Network

Module

Current Capabilities

—Can run lua scripts or tau
traces of real applications
and simulate a single disk

—Has been verified against
known benchmarks and
does simulate single disks

File I/10O
Events

.

I/0 Node
Module
L
I/0 Node =
Module :
‘ —._ DDN

DDN
Module

~ DDN
Module

DDN
Module

Module
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MS

*M5: Modular platform for MPI Rank
computer system architecture M5
research, encompassing system-
level architecture as well as
processor microarchitecture.

*Provides detailed, full-system
CPU models for x86, ARM,
SPARC, A|pha Portals NIC

*Integrated at SST Component,
allows interaction with SST
models, and parallel execution

*Currently tested up to 256 nodes.

RedStorm Router

MS objects / links
— SST objects / links
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Case Study: Reliability vs. Power
Hidden cost of DVFS

Dynamic voltage/frequency
Scaling reduces power

*>Reduces temperature
>Causes thermal cycling
->Reduces reliability

*Need

—Algorithms to balance
temperature, lower power, &
maintain performance

—Arch: Sensors and feedback
—Runtime: Scheduler changes
—App: Awareness
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(Coskun 2011)
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Case Study: Reliability vs. Power
Hidden cost of DVFS

Dynamic voltage/frequency
Scaling reduces power o —r
«>Reduces temperature .

0.50 - P mTC

>Causes thermal cycling

-
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Normalized Failure Rate
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—Runtime: Scheduler changes
—App: Awareness

0925 oTDDB
- . | BEM
->Reduces reliability 0.00 |
default balance migration
(Coskun 2011)
*Need o
—Algorithms to balance )
temperature, lower power, & _ - ,
maintain performance » pe »
—Arch: Sensors and feedback ’ |
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Thermal Modeling

Performance
Model

Unified infrastructure to
model temperature

Area Model provides
partitioning information

Thermal model provides
temperature information
to help calculate leakage

Introspected Architecture Introspected Packaging
P Pseudo Pseudo Pseudo
; Main ,// Partition Partition Partition
Simulator eyt i
¢ t 1
Iy N7, L
Q?/////Ib\'o
l l e /QQ} y Sensor Library(virtual)
Y s
/A Pseudo | -
Pseudo Pseudo Pseudo <7 -+ # | thermal_sensor _interface |
Module Module Module 4 PaCKage
A A A A -
Energy, Area, etc. Temperature Sensor MOde“ng o
v A \J A
Energy Library(virtual) Thermal Library(virtual)

McPAT _interface McPAT v0.8 | HotSpot interface |——| HotSpot v5.0 |

IntSim v1.0 3D_interface

Circuit Modeling[1-2]

IntSim_interface

Package Modeling [3]

Example Model

' YA T 3%
A LN

S
S

Performance

MTBF

Reliability
Model

Event
Counts Power/Energy
Model

==L Power/
Energy
Temp.
Temp. Thermal
Model
Temp

A Ambient Temperature
2
mm

mm
(a) Initial temperature of 313K (b) Initial temperature of 313K

with leakage feedback

without leakage feedback
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Network State Machines

*Interconnect simulation to
explore offload of collective
operations In the presence

of noise sl agmee i e e e S
. : Triggered Tr_eef 1000 ns latency, 10 Mmsgs/s, Radix:16 -
—Up to 32K nodes simulated | g TR S R Tl
. 120000 Recursive Doubling w/ Noise: 1000 ns latency, 10 Mmsgs/s - --e-.-~
—F||t-|eve| rOUter based on Red Triggered Recursive Doubling: 1000 ns latency, 10 Mmsgs/s ¢ -
Triggered Recursive Doubling w/ Noise: 1000 ns latency, 10 Mmsgs/s
Storm 100000 | ’ i
—Simplified NIC exposing g go000 |
Portals 4.0 interface 8 ',
. ® 60000 | _—
—State-machine-based CPU w/= e
different noise injection w000 f .
patterns L.
_ 20000 ¥ IR T 3
eConclusions {/__z//— ___________ " S
—Noise impact is very %4 128 256 512 1024 2048 4096 5192 16384 |32
Algorithm dependent (e.g. -
Recursive Doubling)
—Offload of collectives can o
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o'l Sample Results & Uses

Normalized
Performance
= = ) % T Y L

4 8 16 32

SST Simulation of MD code shows diminishing
returns for threading on small data sets

Avg. Memory Latency
500

375

250

nanoseconds

125

GUPS PageRank  MiniMD HPCCG
Detailed component simulation
highlights bottlenecks

0

N YA N«
ALY &

orrana! N tras Lo sy dcbocs vom ovncen

“ 500 Atoms
“ 4000 Atoms

GUPS Memory Power Breakdown

Power analysis help prioritize

technology investments
|
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Current/Future Work

*Memory Models

—Non-Volatile
-Stacked

*‘Meso Scale’
—Disk/lO
—Allocation & Scheduling
—Reliability Models/Components

*Si-Photonic network Models
Mixed Multi-scale Simulation

What Can SST Do For YOU?
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e CofB Parallel SST Core

o
—Simulation Startup SO N
—Component Partitioning vy e
—Checkpointing w e °o¢o
—Event Passing « Initial/Setup Mode: §7

e Layered on MPI — 1. Load config file(s)

— 2. Generate component graph
— Could use threads . P grap
— 3. Partition graph

—Uses Boost & Zoltan — 4. Instantiate components on each node
e Conservative Distance-Based DES- °- Dump initial checkpoint

algorithm * Run Mode:
A labl — 1. Read checkpoint from disk
—Appears scalabie — 2. Apply Edits
—No rollback — 3. Run Loop
| 50 e a.advance components upto time+dt
a :})";zi‘:nfggnsged opt. /./o—o « b. exchange messages with neighbors v
] eMinimal Partitioning * c. goto (3a) Point
o 1.25
£
|_
.00
| 2 4 8 16 32 64 128 -
TV A Ntioua
A B Ha s Ranks

Laboratories
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Design Space Exploration Results
oL atest memory technology not always best (DDR2

beats DDR3) due to latency, cost
*For these apps & inputs, fewer memory channels is

better

*Better understanding of which configurations are best
for a given application

Application | Chan. | Memory | Core | Cache | Energy | Performance | Cost
HPCCG 1 DDR2 25 | Small | Small 250 510.7 176.86
HPCCG 1 DDR2 25 | Small | Large 253 541.6 195.88
HPCCG 1 DDR3 25 | Small | Large 263 566.9 220.20
HPCCG 1 DDR3 15 | Small | Large 318 585.4 241.48
MD 1 DDR2 25 | Large | Large | 1504 105.9 206.14
MD 1 DDR2 25 | Small | Small | 1106 49.7 176.86
MD 1 DDR2 25 | Small | Large | 1119 50.7 195.88
MD 1 DDR2 25 | Large | Small | 1579 102.0 184.40
MD 2 DDR2 25 | Large | Large 1480 105.4 213.55
MD 2 DDR2 25 | Small | Small 1079 49.6 184.27
MD 2 DDR2 25 | Small | Large | 1093 50.6 203.29
gups 1 DDRZ2 25 | Large | Small 1777 7.2 184.40
gups 1 DDR2 25 | Small | Small 1183 6.9 176.86
gups 2 DDR2 25 | Small | Small 1114 6.6 184.27
pagerank 1 DDR2 25 | Large | Large 751 162.4 206.14
pagerank 1 DDR2 25 | Small | Small 667 49.4 176.86
pagerank 1 DDR2 25 | Small | Large 565 64.1 195.88
pagerank 1 DDR2 25 | Large | Small 867 126.2 184.40 :
IAV'A" f‘g_,‘; pagerank 2 DDR2 25 | Large | Large 748 151.0 213.55 @ ﬁg?igﬁal '
T Pareto Optimal Designs Laboratonies
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Early Scaling Results

Strong Scaling 40K Components

100%
0 + “Detailed Core” (1000)

“Detailed Socket” (4000)
“Simple Socket” (80)

90%

80% ~"

\

1 6 11 16
Ranks

Parallel Efficiency

70%

*Early results promising

*75% parallel efficiency on 16 ranks with worst case layout
Conservative algorithm appears effective

Overhead for event serialization manageable (~10-15%)
*Still lots of optimization to be done =
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HPC Architectural Simulation Workshop

Audience: Two communities (~50 participants)
—Simulation providers (those who write simulations/simulators)
—Simulation customers (those who use, or would like to use them)
*Findings

—HPC is faced by fundamentally new challenges (Hardware,
Software, Scale, Power) and needs new simulation capabilities to
confront them

—The simulation community has several examples of successful
modular frameworks but needs mechanisms to share components

eConsumers

—55% currently use simulators “Very Much”
-91% would like to use simulators “Very Much”

Producers

—78% believe their simulator would benefit from a common
framework “Very Much”; 22% “somewhat”

—Only 12% believe “very much” that there would be major issues
~ s daintegrating with a common framework Sandia

AITY™ o National
e Laboratories
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By Official Use Only

Threaded Strawman

Added ~250 LOC
—Original ~1000

© Component

@ Sim Core Each Component & its
8 ;a:”()/g'”e outgoing links assigned
& Moo to a single thread

@ Threading —Minimal locking

*Three parallel operations

* Initial/Setup Mode:  Run Mode: _Pretlc()s

— 1. Load config file(s) — 1. Read checkpoint from disk —HandleEve nt()s

— 2. Generate component graph — 2. Apply Edits ]

— 3. Partition graph — 3. Run Loop —Queue Sortlng

— 4. Find minimal partition  a.advance components
latency (dt) upto time+dt

— 5. Distribute subgraphs to  b. exchange messages
each node with neighbors

— 6. Instantiate components on e c. occasionally, checkpoint
each node « d. goto (3a)

— 7. "connect" components

— 8. Dump initial checkpoint

Sandia

TV i | National
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