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1 Introduction

People use social media resources like Twitter and
Facebook to share and discuss various activities or
topics they are interested in talking about. Resources
like LinkedIn reflect a person’s accomplishments as he
or she progresses through his or her career. By com-
bining these sources of data about individuals and ag-
gregating trends across many individuals using these
services, it may be possible to construct a rich port-
folio of a person’s activities and interests as well as
provide a broader context of those activities.

∗{ndfabia,wldavis,jtmccl,dtrumbo}@sandia.gov

We access these social media sources in order to
examine the data stored at each site. These ser-
vices provide API’s to external applications through
an opt-in procedure that allows pulling out and indi-
vidual’s data to be processed by the external applica-
tion. Although there is a rich set of data in the link
graph of associations between users using the system,
there are many existing approaches to analyzing the
graph. Instead our approach considers that much of
this data will be unstructured, free-form text. By an-
alyzing this free-form text directly, we may be able to
gain an implicit grouping of individuals with shared
interests based on shared conversation, and not as
necessarily on explicit linking between them.

In this report, we discuss an application we have
developed, called Project Grandmaster. It has been
built to pull a person’s social media data together,
and provide analysis and allowing visual exploration,
summarization and understanding of the data in to-
tal. Using text analysis algorithms previously devel-
oped in Titan[9] and web-crawling technology devel-
oped in Avondale[2], we pull the data in and pro-
cess it. On top of that, we developed custom vi-
sualizations to show groupings of individuals, allow-
ing an aggregate understanding of a group by rein-
forcing and amplifying patterns within, identifying
a stereotypical group identity. This can further feed
into a learning system by ascribing properties to these
stereotypes, and then by determining how new indi-
viduals align with these stereotypes infer those prop-
erties to the new individuals.

Project Grandmaster works by allowing people to
opt-in and give access to their publicly available so-
cial data sources. Although it requires authorization
in some instances to access the APIs, the data it gath-
ers is only that which is already available to anyone
through regular web access. For instance, LinkedIn
provides a public profile that is available to anyone
who has the URL. We do not use crawling to find
these URLs; instead we require that an individual
explicitly add their links in order for the system to
download the data.

It is important to note that although the data is
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from an individual, it is the data in aggregate which
is important to the results. We are not making a per-
sonality profile for an individual[7, 8], instead we con-
sider only stereotypical behaviors for a group. The
association of individuals with groups is probabilistic
and can only infer qualities, not to guarantee their
existence. In addition, we make the effort to allow
an individual control over his or her data. He or she
may add data and also delete it at any point. The
system will reprocess to remove results pertaining to
removed data.

In the remainder of this report we will discuss the
implementation of the application, how we collect and
process the data, and the algorithms involved in do-
ing so. We show our proof-of-concept results with a
bootstrap data set. Finally, we discuss future steps
that could be taken to use the results presented here
to build learner profiles for automated learning, as
well as discuss ways we might continue to improve
the results themselves.

2 Implementation

Project Grandmaster is an open source, web-centric
application. The data collection and processing hap-
pen in the background and update a Mongo database.
The visualization code runs as part of a webpage that
queries new data each time the page refreshes and
builds the visualizations from that.

The documents and profiles are pulled from each of
the social sites and treated as a collection of the small-
est atomic units from each site. For instance, from
LinkedIn we treat a profile as a collection of work
experiences, education backgrounds, a summary sec-
tion, etc. Each of these pieces is a separate document,
but each tied to the original profile. Similarly the
Twitter data is composed of individual tweets. Each
of these is a separate document also associated with
the individual. Therefore the final data representa-
tion for an individual is a collection of documents
from all the data sources involved. This allows us
to cluster each of these documents independently for
content and find a range of possible document clusters
for the individual, reflecting a diversity of categorical
content with which the person should be associated.

At a high level, Project Grandmaster is made up
of three main parts: A web crawler, an analysis
pipeline, and a visualization suite. The web crawl-
ing framework collects the data and writes it out to
a Mongo database for further processing by the anal-
ysis pipeline. It is implemented in Avondale, which

has a plugin framework to allow specialized access
to the various social media APIs. It is described in
more detail in Section 2.1. The analysis pipeline is
handled in large part by the Titan Toolkit. We access
Titan through a collection of Python scripts and store
partial results at each step out to a Mongo database
for display by the visualization code. The analysis
pipeline is described in more detail in Section 2.2.
Finally, the visualizations were developed using D3,
a JavaScript based visualization library, and are de-
scribed in Section 2.3.

2.1 Capturing Social Media Data with
Avondale

Cluster 

Clients 

Internet 

Figure 1: Web crawling framework. The framework
controls a single crawl across multiple jobs on multi-
ple nodes.

Avondale was originally written to crawl the web
searching for documents. It was architected as cluster
of computers each running a crawler, Figure 1, and
each storing the results to the database. This allows
it to scale to crawl a very large number of pages very
quickly.

As part of this effort, we rearchitected Avondale to
allow plugins to the framework to crawl the more spe-
cialized APIs of the social media sites, Figure 2. This
allows the plugins to run on the same cluster infras-
tructure as the web crawling allowing for potentially
large scale social media crawling as well. For this
work, we use only one node.

The social media crawl exists as a single long run-
ning job on one or more nodes. When a new user
joins the system, their data will be passed into the
job through a web communication back-end. The job
runs each of the plugins at a regular interval specified
by the individual plugin type. This allows the system
to correctly throttle API queries based on the limita-
tions specified by each source. For instance, Twitter
only allows 200 API calls every 15 minutes.
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Figure 2: The Avondale plugin structure allow code
specialized for particular web APIs, such as the so-
cial media used here, to run in the same multi-node
framework as the original web crawl.

When new user data comes in, each social me-
dia URL is added to each individual crawler plugin.
When that crawler plugin next runs it will check if
there is new or updated information for its existing
individuals and then start downloading the data from
the new individual. It maintains a state about each
individual it knows about and can persist this state
out to disk in case of shutdown. This allows the sys-
tem to only grab the data which it has not already
downloaded, as well as pause the downloading at any
point in order to obey the throttling limitation of the
site’s API.

As this data is collected, it is stored into the Mongo
database, associating each document with the indi-
vidual who created it. In a separate process, the
analysis pipeline checks will reprocess the data, as
described in Section 2.2.

2.2 The Data Analysis Pipeline

Once the data is stored into the database by Avon-
dale, the analysis pipeline commences in processing
the records. Although it is possible to process the
data incrementally, in this proof-of-concept version,
we simply reprocess the entire collection each time we
want to update the data set. The processing is broken
up into four distinct algorithms: Latent Dirichlet Al-
location (LDA), clustering of documents, word cloud
preprocessing, and user clustering.

We use a version of LDA known as Parallel Latent
Dirichlet Allocation (pLDA) [1, 3, 4]. pLDA works
from a corpus of documents represented as a term
frequency count matrix, Figure 3. In our case the
corpus of documents are a collection of the atomic
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Figure 3: A spare term frequency matrix represent-
ing the count of each term (horizontal axis) in a doc-
ument (vertical axis). This matrix consists mostly of
0s with scattered 1s and one or two places with higher
numbers.

components of each social media site, e.g., tweets,
work experiences, summaries, etc, for the entire col-
lection of individuals.

From this complete corpus of all individuals, pLDA
constructs a set of topics representative of the whole
set of documents, Figure 4. Each topic is a collection
of weighted terms and each document is a weighted
set of topics. Essentially this clusters terms into
collections of synonyms and distinguishes homonyms
into separate topics. This reduces dimensionality; in-
stead of treating documents as a collection of individ-
ual terms, potentially numbering in the thousands or
millions as in Figure 3, we reduce the documents to
a collection of topics numbers in the tens or possibly
hundreds at most.

By placing all documents into one unified lower
dimensional space, we will be able to compare doc-
uments which use synonymous words and contrast
those which use words in different contexts. Figure 5
shows the documents assigned to two different users,
a gamer and a senator. Although the lower dimen-
sion of 27 is easier to work with than 13, 396, we still
have some challenges remaining in comparing these
two individuals. We could compare each individual
document by assigning a numeric distance metric, in
our case cosine similarity, in topic space between the
documents. However, this would result in D2 com-
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Figure 4: The two matrices produces as a result of
processing through LDA. Both are probability matri-
ces, the top gives a probability distribution for each
topic across all the terms, see Table 1 in Parameter-
ization, Section 3.1. The bottom gives a probability
distribution for each document across all the topics.

parisons where, D is the number of documents. This
would not scale well.

To counter this scaling issue, we aggregate the doc-
uments down to a single vector for each user. One
approach, would be to average the term distributions
across all documents for that user and then use cosine
similarity to compare the final vectors. However, av-
eraging tends to squash out a lot of the diversity con-
tained in an individuals documents, see Figure 6. We
will show later the importance of maintaining these
individualities in the examples shown in Section 3.2.
Thus, our approach is to cluster the documents first,
and then use those clusters to project a user vector
that highlights the variety of topics the user engages.

Figure 5: Document distribution for a collection of
documents assigned to two users, a gamer and a sen-
ator. Brighter green in a column means higher prob-
ability of that topic in the document at that row.

Figure 6: Averaged topic vectors from the two indi-
viduals in Figure 5. Averaging tends to squash the
topic distribution, removing diversity which would be
useful later for finding distinctions between individu-
als.

Using this distance metric we can use K-Means
clustering to group the documents into a set of K
distinct clusters. K-Means clustering works by tak-
ing a parameter K and create a set of K initial clus-
ter centers. Each document is assigned to the closest
cluster center using the distance metric. Once each
document is assigned, the centers are recomputed as
the mean value of all the documents assigned. The
algorithm iterates back and forth between these two
states until it converges and no document further
changes cluster assignments. Figure 7 shows the av-
eraged topic distribution for each document cluster.
Note, how the topic vector is reinforced by the simi-
larity instead of squashed in diversity. We can then
understand the diversity of an individual by how they
project across these different clusters.

Now, we are able to treat these document clus-
ters as vectors of document counts for each person.
For each document a person has that is assigned to
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Figure 7: Averaging the topic vectors over a clustered
group of documents no longer squashes the vector as
it did in Figure 6. Instead certain subsets of topics are
highlighted and reinforced in each document cluster

.

a particular cluster, that person’s document vectors
gets a weighted increment in the associated index, see
Figure 8. The weighted increment is based on how
close to the center the document is, documents will
fall between 0.5 and 1.0 in this scale. Figure 9 shows
the resulting document vector for the two individuals
from Figure 5. Using this new vector space for indi-
viduals, we once again create a distance metric and
cluster the individuals using K-means.

Finally we preprocess each document cluster for
a word cloud visualization[5]. A word cloud, also
known as tag cloud, is a useful visual summarization
of a collection of documents. It scales up words which
are frequently used in the collection and scales down
words which are infrequently used. There are many
variations of word clouds and many ways to sort. In
our case, we use an arbitrary spatial arrangement and

Figure 8: The creation of a document vector for a
user using the assignment of the user’s documents
into document clusters.

Figure 9: User vectors produced by projecting a users
documents through the document clusters as shown
in Figure 8.

use only scale to communicate the frequency. The
preprocessing step involves counting terms in each
document cluster to determine the count for the vi-
sualization to use for later scaling. Note, that this
frequency count is entirely independent of the topic
weighting. We can use this as a separate verifica-
tion of sense-making in the pLDA/K-means cluster-
ing processes.

The result of each of these steps, i.e., LDA, word
cloud and both clusterings, is stored back into the
Mongo database to enable the visualization.

2.3 Data Representations, Visualiza-
tions, and User Interactions

The two main data representations we need to vi-
sualize are the user clusters and document clusters
described in Section 2.2. This is represented by two
sets of bubbles in the main view of the application,
Figure 10. The visualizations are developed through
a web-based interface using the Javascript library D3
to do the main part of the visual control. The cluster
data is read from the Mongo database server-side and
passed to for client-side rendering and interaction.

On the left side of the main view are the user clus-
ters. These are organized into a force-directed layout
with the cluster centroids represented as rings and
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Figure 10: Main view of Project Grandmaster. On the left are the user cluster. In the middle are the
hierarchically organized document clusters. On the right is the word cloud associated with the selected
document cluster.

individuals represented as points. In a force-directed
layout, all items have an implicit repelling force from
each other. There is only an attractive force between
an individual’s point and it’s cluster center. There is
a secondary force between two cluster centers, repre-
sented with a semi-transparent gray line, if the two
cluster centers are on average similar to each other,
i.e., the individuals contained in the cluster are sim-
ilar to the individuals in the other cluster, and that
similarity is above some threshold. This allows us
to understand a two-layer of hierarchical arrangment
between the cluster centers and the individuals.

In the middle view, the document clusters are orga-
nized into a full hierarchical agglomerative clustering
(HAC). The initial clustering is done for all docu-
ments using K-means for a given K, here 50. Then
the HAC procedure finds the nearest two clusters and
merges them into a single parent cluster, replacing
the two with this parent in the set. It then iterates
this procedure, replacing the nearest two clusters, one
or both of which could be a previously merged cluster,
until only one cluster remains at the root. Using this
hierarchical arrangements we can understand group-
ings of topics and sub-topics within the document col-

lection. The labels assigned to the document clusters
are either ”P”, representing parent, and a number
or ”C”, representing original cluster, and a number.
The number is a unique identifier for each cluster or
parent. The number after the colon represents the
number of documents contained in that cluster.

On the right hand side of the view is the bubble
word cloud associated with the highlighted document
cluster. As described previously, in Section 2.2, the
word cloud is generated by simply counting term fre-
quencies in the document cluster. The terms that
are easiest to see are the ones which are most fre-
quent. There is no meaning to the spatial arrange-
ment only to the size. The purpose of this display is
to quickly summarize the content of potentially hun-
dreds of documents contained in the cluster.

The view updates as a user of the application moves
the mouse over various sections of the display. As he
or she hovers over a user cluster, the other clusters
fade out to emphasize the cluster in focus. Blue lines
are connected from the user cluster to the various
document clusters the users in that cluster are talk-
ing about. The document cluster with the highest
connection to that user cluster is highlighted and its
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Figure 11: The main view changes to highlight the group being hovered over with the mouse. Blue lines,
Figure 11a represent the various document clusters the highlighted user cluster is talking about. As a user
hovers over document clusters, Figure 11b, the cluster is highlighted and the associated word cloud is shown.
Purple lines are extended out to the user clusters talking about this set of documents.

word cloud is displayed. This is shown in Figure 11a.

In addition to hovering over user clusters, a user
may also hover over the document clusters directly.
This will highlight the document cluster being hov-
ered and bring up its word cloud. It will also extend
purple lines from the document cluster to each of the
user clusters talking about this particular document
collection. This is shown in Figure 11b. Note that
neither the blue lines or the purple lines disappear
in order to maintain context as the user is moving
around in the view.

Finally there are two search boxes on the upper left
and upper right. The search box on the upper left al-
lows one to find users either by partially matching the
name or complete matching. Users are highlighted
by creating a large blue dot to replace the normally
small dot connected with individuals. This can also
be seen in Figure 11b. In the Figure 12, the other
search box will highlight a document cluster. The
cluster is highlights is the one with the highest fre-
quency occurrence of the term in the search box. This
search is an exact match. As before, highlighting the
document cluster also brings up the associated word
cloud and the purple lines back to the user clusters.

All of these interactions allow a user of the applica-
tion to search through all of the data in the collection
and globally understand this data in terms of which
groups the users have collected into and what sorts
of things they are talking about. If the he or she has
a targeted query, such as a particular person or term,
they can search for that directly.

A final view is shown in Figure 13. This is an early
step at making automated recommendations to a user

Figure 12: Searching for a term in the upper right box
brings up the document cluster where that term has
the highest frequency occurence among the clustered
documents.

based on the processing we are doing here. This view
shows the nearest user and most average user within
the cluster of a queried individual. It also shows a
number of web links which may be of interest to the
queried user. The links are sorted by the proximity
between the posting user and the queried user. The
proximity is the same calculation used to cluster the
individuals, as described in Section 2.2.
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Figure 13: An experimental user focused view. It
shows the searched user’s data for comparison. The
nearest user within the cluster. The most average
user in the cluster. And a list of html links sorted
by the closeness of the user posting them to the user
queried.

3 Results

The data set we chose to bootstrap the proof-of-
concept consists of the public data of professional
Starcraft players, United States senators, E-learning
experts and Hollywood celebrities. Because they did
not opt-in as we would normally operate, we chose
them based on the public nature of their roles and
selected only the data they explicitly made public.
We have a collection of 274 individuals and 9, 628
tweets. It consists of an arbitrary sampling of a few
days between the last few months of 2012 and first
few months of 2013.

3.1 Parameterization

In order to parameterize the processing, we began by
experimentally finding a number of topics to pass to
pLDA which produced topic distributions that made
sense. We have found through the experimentation
that the system works better with as few topics as
we can reasonably choose. In addition to the num-
ber of topics, we also have to choose values for α and
β inputs to pLDA. For β we chose 0.01 as recom-

0 edchat edtech students rt
1 streaming stream hots going
2 senate bill reform immigration
3 elearning edtech learning online
4 today women act hearing
5 edtech edchat google ipad
6 thanks lol love don
7 today school thanks dc
8 thanks don today fun
9 follow rt sure thank

10 thanks thank love rt
11 live ll tune watch
12 boston today families thoughts
13 jobs tax help health
14 forward looking look working
15 help thanks rt awesome
16 happy birthday hope thanks
17 2 1 4 3
18 education common rt gamification
19 today congrats vote 2013
20 think working writing read
21 today top stories ¿
22 re going trying ve
23 news rt didn senator
24 american stop tonight center
25 today support air honor
26 lol online internet account
27 week info check call

Table 1: This table shows the top four highest prob-
ability terms in each of the 28 topics used for the
proof-of-concept data set.

mended by Steyvers and Griffiths[6]. However, while
they recommend setting α to 50/t where t is number
of topics, we’ve found that because tweets are small
they are less likely to be distributed over as many
topics and therefore use 2/t here. The resulting set
of topics for this data set, using 28 topics is shown in
Table 1.

Next we must determine the proper number of clus-
ters to use for the documents and the users. We do
this by measuring the performance of the clustering
for various values of k number of clusters, Figure 14.
In the graph, vertical is the measure of average simi-
larity between the elements of the clusters. The max-
imum value is 1. We want to pick a number that is
as small as possible to allow generalization without
going too low in performance. By picking values at
the knee in the graph we can optimize for both those
criteria. In the graphs, the knee for documents begins
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Figure 14: Performance curve for document 14a and user 14b clustering for the collection. Performance is
measured on the vertical by how similar the items in a cluster are to each other. Max value is 1. We look
at the performance for all values of k clusters between some large value and 1.

at k = 32. We choose a value of 35, a couple steps to
the left to avoid being too close to the steep drop off
in performance. Similarly for the user clusters, the
knee begins at about k = 17 and we choose a value
of 20.

3.2 A few examples

Although understanding the data really requires in-
teracting with it through the tool, we provide a few
examples here to give a gist for how the data appears
in the final results. We show a few examples of the
kinds of groupings we can achieve with this system.
It is important to note that the nature of this data
is probabilistic and there is some noise and potential
error with some users in the system. In part this can
depend on the amount of data we have available, er-
ror rates would go down as we increase the numbers
of documents we include as well as the numbers of
individuals.

The first two examples in Figures 15 and 16, we
show two different groups of senators. We picked the
number of user clusters as described in Section 3.1
based on the quality of the clustering. However, while
we maintain these clusters as distinct, for the pur-
poses of visualization we also keep track of how close,
in topic space, those user clusters are to each other.
Those which are close above some threshold, in this
case above 0.5 on a scale of 0 to 1, we draw a light
gray line between them and apply some force in the
visualization to keep them together. Thus its possi-
ble to see two to three larger groups form out of the
smaller clusters.

Figure 15: A group of senators talking about a variety
of bills going through Congress at the time of data
capture.

Having these larger groups can help in navigating
each individual group as we see in Figure 16. The
word cloud shows prominently the words ”forward”
and ”looking”, these words are very abstract in some
sense, but because we know through navigation that
this group is close to the group talking about ”sen-
ate”, ”bill”, and ”spending”, we may conclude that
this is a group of senators who are more interested
in talking at a higher level rather than about specific
bills or votes.

The second two examples in Figures 17 and 18,
show two different groups of E-learning experts.
Again we find two connected, but distinct groups.
The first group in Figure 17 appear to talk more gen-
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Figure 16: A group of senators talking at perhaps a
higher level than those pictured in Figure 15.

Figure 17: A group of E-learning experts consistent in
their use of edchat and edtech as hashtags to describe
their tweets.

erally about the topic and use the hashtags (a way
of labeling topics in Twitter) ”edchat” and ”edtech”
very consistently to mark the information they’re
sharing. The second group pictured in Figure 18 are
talking more about specific technologies and tech-
niques related to E-learning such as ”gamification”
and ”google”. The hashtag ”edtech” is present, but
not as dominant as the other group, which may imply
the tweets of this group are going more in depth on

Figure 18: A group of E-learning talking about par-
ticular technologies and techniques.

the subject.

To reiterate, the nature of this data is probabilistic
so it is important to remember that these descrip-
tions are in aggregate and only relate to an individ-
ual at a confidence level related to their closeness to
the group. For users much closer to the center as
literally shown in the visualization, we might have
a stronger confidence about using these general de-
scriptions for them. Contrary, users who are at the
fringe of a group, we should have a lower confidence
of ascribing traits of the group to them, but not to
absolute zero. One way to think of the fuzziness is
that those individuals at the fringe may actually have
had an affinity for another group. The affinity could
be 0.49 where the affinity for the group they are fi-
nally assigned is 0.51. We will discuss ways we might
improve the visualization to capture this fuzziness in
Section 4.

Our final example group, Figure 19, shows the
group of professional gamers. Because professional
gamers make a living by sponsorship and live streams
of their games, it is unsurprising to find that their
dominant communication is about the live streams
of their activity. While we do not necessarily have
a measure for the accuracy of our data, we can at
least use the common sense of roles we are aware of
to determine whether or not there is enough sense be-
ing made out of the data with the analysis presented
here.
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Figure 19: A collection of gamers talking about
streaming live footage of themselves playing the
game.

4 Future Work

There are two ways we can expand this work. One
is to focus on improving the visualization itself, by
adding new features and capabilities. The second is
by exploiting the information provided by this tool
to new capabilities, especially in aiding automated
learning systems as stated previously.

First, there are a few ways we consider for expand-
ing the capabilities of this tool. As mentioned previ-
ous, there is a fuzzy connection between individuals
and their clusters centers than is otherwise implied
by the thresholded connectivity we use here. We may
be able to expand the visualization to accommodate
users who bridge different groups and give a better
indication of some individuals’ hybrid natures. Al-
though we had considered using, but did not have
time to actually use, further text analysis methods
such as sentiment analysis, we would consider doing
so in the future. Although we are able to group people
by talking about a particular topic, we are not dis-
tinguishing between those people who are like what
they are talking about versus those who are against
it. This would apply especially in the case of the
senators. Finally, while we use cosine similarity and
k-means clustering there may be some other or bet-
ter methods for performing proximity measurements

or handling the clustering itself. It may be worth
investigating an incremental improvement in the al-
gorithm methods themselves.

Considering that we have not quite 275 people in
this data set, it is a small data set in term of the size
of social media data. If we were to collect data from
275 random individuals we might be looking at 275
distinct roles, as opposed to the more defined roles we
consider here, e.g., senator, e-learning expert, gamer.
In that situation, there would likely be no repeated
patterns among the discussions to reinforce the sig-
nals and dampen noise, allowing the groups to cluster
in a meaningful way. However, if we were to have 275
distinct roles and have 20000 individuals there is a
better chance we will start to see repeated patterns.
In general, we would expect that as we add individ-
uals the number of roles increases, but it tapers off
at an asymptote. There are only so many different
kinds of things people can talk about or do. With
a large enough dataset we should always be able to
find repeated patterns that allow people to cluster.
By exploring a much larger data set, we may be able
to determine at what point we reach that asymptote.

There are a few ways we could extend the use of
this analysis to other applications. One example, us-
ing data entirely available within the application, is
the user view. This shows web links filtered by the
clustering to show only those links posted by peo-
ple in the same cluster, and sorted so that the top
links are by the closest people. With additional meta
data, such as a person’s interest in a class, we can
potentially apply a similar inference to suggest oth-
ers within the cluster take that class. The strength
of the suggestion would be weighted by the proximity
of each member.

Another strategy of interest with this data set is
the idea of archetype or stereotype definition. Be-
cause we have this notion of a cluster center and a
set of textual data about the cluster, we can expand
the tool to capture new information about that cen-
ter, treating it as a stereotype for the group. For
instance, an expert examining the word cloud recog-
nizes and suggests that the learning system should
modify its examples to game related learning. We
allow the expert using Project Grandmaster to mod-
ify the document clusters changing ”C 0 : 125” to
a more meaningful learning system flag, ”Interest in
Games”. Now, any user group which links to this
document cluster automatically gains the attribute
”Interest in Games”. Because this would modify the
stereotype for the group, any current user or any fu-
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ture user assigned to the group would automatically
receive the attribute ”Interest in Games” which could
then be used to bootstrap a learning system to take
advantage of that information. Going further there
may be more meaningful ways we can add these kinds
of attributes to the stereotypes or document clusters
and is worth further investigation.

5 Conclusion

This work intended to show a proof-of-concept ap-
plication for exploring the use of social media data
to understand individuals for the purposes of aiding
and improving automated learning systems. We have
demonstrated a tool which is capable of collecting
and processing social media free-form text and pro-
viding visualizations which aid a user understanding
the text and the individuals in aggregate. We believe
the results presented here represent a strong founda-
tion from which to build systems targeted to partic-
ular learning applications by making use of the data
simplified and summarized by this work.
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