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A GENERAL FRAMEWORK FOR SUBSTRUCTURING-BASED
DOMAIN DECOMPOSITION METHODS FOR
MODELS HAVING NONLOCAL INTERACTIONS

GIACOMO CAPODAGLIO*, MARTA D’ELIAT, MAX GUNZBURGER!, PAVEL BOCHEVS,
MANUEL KLARY, AND CHRISTIAN VOLLMANI

Abstract. A rigorous mathematical framework is provided for a substructuring-based domain-
decomposition approach for nonlocal problems that feature interactions between points separated by
a finite distance. Here, by substructuring it is meant that a traditional geometric configuration for
local partial differential equation problems is used in which a computational domain is subdivided into
non-overlapping subdomains. In the nonlocal setting, this approach is substructuring-based in the
sense that those subdomains interact with neighboring domains over interface regions having finite
volume, in contrast to the local PDE setting in which interfaces are lower dimensional manifolds
separating abutting subdomains. Key results include the equivalence between the global, single-
domain nonlocal problem and its multi-domain reformulation, both at the continuous and discrete
levels. These results provide the rigorous foundation necessary for the development of efficient
solution strategies for nonlocal domain-decomposition methods.
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1. Introduction. Nonlocal models have become a popular alternative to partial
differential equation (PDE) models due to their ability to describe effects that PDEs
fail to capture. In particular, a nonlocal model can describe multiscale and anomalous
behavior for applications that exhibit hierarchical features that cannot be reproduced
by a classical model. These applications include, among others, subsurface transport
[9, 49, 50], image processing [10, 17, 30, 36], multiscale and multiphysics systems [3, 7],
magnetohydrodynamic [48], finance [47, 46], and stochastic processes [11, 19, 38, 40,
41].

The general class of nonlocal models we consider are characterized by integral
operators having the form

(1) Cu(z) = /B () —u@) (@) dy

where Bjs(x) denotes the ball (usually Euclidean) centered at @ with radius ¢ (usu-
ally referred to as the horizon or interaction radius) and ~(x,y) is an application-
dependent kernel function (usually symmetric in its arguments and nonnegative) that
determines the regularity properties of the solution. The nonlocality inherent in (1)
is clear: points x interact with all points y located within a distance 6. Compared

*Department of Scientific Computing, Florida State University, Tallahassee FL 32306. Present
address: Computational Physics and Methods, Los Alamos National Laboratory, Los Alamos NM
87545; gcapodaglio@lanl.gov.

fComputational Science and Analysis, Sandia National Laboratories, Livermore CA 94550;
mdelia@sandia.gov

fDepartment of Scientific Computing, Florida State University, Tallahassee FL 32306;
mgunzburger@fsu.edu.

8Center for Computing Research, Sandia National Laboratories, Albuquerque NM 87321;
pbboche@sandia.gov

TDepartment of Mathematics, Universitit Trier, 54296 Trier, Germany; klar@uni-trier.de

HDepartment of Mathematics, Universitat Trier, 54296 Trier, Germany; vollmann@uni-trier.de

1

Sandia National Laboratoriesis a multimission laboratory managed and operated by National Technology & Engineering Solutions of Sandia, LLC, awholly owned
subsidiary of Honeywell International Inc., for the U.S. Department of Energy’s National Nuclear Security Administration under contract DE-NA0003525.



2 G. Capodaglio, M. D’Elia, M. Gunzburger, and P. Bochev

to that for the local PDE setting, the integral form clearly reduces regularity require-
ments on the solution and allows for the capture of long-range interactions.

However, the utilization of nonlocal models in applications that result in im-
proved predictive capabilities is hindered by several modeling and numerical chal-
lenges. Relevant to this work there are, e.g., the unresolved treatment of nonlocal
interfaces [2, 13], the nontrivial prescription of nonlocal volume constraints (the non-
local counterpart of boundary conditions) [16, 24], and the fact that computational
costs attendant to the use of nonlocal problems may become prohibitive as the extent
of the nonlocal interactions increases; see, e.g., [18, 23] for variational methods and
[14, Chapter 7] for mesh-free methods. Other critical challenges are related to the
uncertain nature of model parameters; in fact, modeling parameters such as § and
those characterizing the kernel, applied forces, and/or sources can be non-measurable,
sparse, and/or subject to noise. Research on such topics is very active (see, e.g.,
[6, 5, 20, 21, 22, 17, 31, 42, 43, 44, 52]) but further consideration of them is beyond
the scope of this work.

Here, we focus on the treatment of nonlocal interfaces and, notably on the de-
sign of nonlocal domain-decomposition (DD) formulations with the aim of reducing
computational costs by increasing the parallel concurrency in the numerical solution
of nonlocal problems. Specifically, the goal is to address the high computational cost
associated with nonlocal models by providing a foundational algorithmic framework
for their parallel solution, mirroring that of successful parallel algorithms for DD for
PDEs such as, e.g., Finite Element Tearing and Interconnecting (FETT) [29] and other
approaches [37, 51].

This work is part of a comprehensive effort by the authors to fill the theoretical
and practical gaps in the current understanding of nonlocal interfaces (both physical
ones and those created by DD solution algorithms) by developing a rigorous nonlocal
interface theory for nonlocal diffusion (see the preliminary work [13]), including pure
fractional diffusion, and nonlocal mechanics. Our ultimate goal is to design efficient
and scalable DD solvers to unlock the full potential of nonlocal models. To this end, as
is often done in nonlocal modeling, we take inspiration from the vast literature about
classical DD methods for PDEs. Unfortunately, the extension of local DD methods to
nonlocal models is a nontrivial task: nonlocality introduces many challenges and limi-
tations. Some of these challenges are shared with local DD methods. An example of a
shared challenge is the proper treatment of floating subdomains' which require special
attention due to the singularity of the discretized equations on such subdomains.

However, other challenges are unique to the nonlocal setting and require new
approaches that have no analogs in the local setting. For example, in the local PDE
setting, a typical class of DD methods commonly starts by breaking the computational
domain into non-overlapping subdomains, a process we refer to as substructuring of the
domain. These subdomains interact only through their shared boundaries on which
one usually imposes some appropriate continuity conditions. Although one starts from
the same initial geometric configuration in which the domain is substructured into non-
overlapping subdomains, inherent nonlocal interactions between the subdomains force
one to expand these subdomains to include parts of neighboring subdomains having
nonzero volume, causing an overlap of a thickness determined by the interaction radius

n a multi-domain setting, floating domains are subdomains of the decomposition that are either
internal (they do not share boundaries with the physical boundary) or share boundaries only with
parts of the physical boundary at which Neumann-type conditions are prescribed. In this context
“floating” refers to the fact that these domains either do not have volume constraints because they
are internal, or have partial constraints of Neumann type.
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0. This overlap is required because, in the nonlocal setting, it is not possible to define
subdomain problems simply by restricting the global operator to the subdomains. For
this reason we refer to our approach as being substructuring-based. It is important
to point out that the thickness of the overlap regions depends solely on the modeling
parameter ¢ and is unrelated to the discretization method employed and, in particular,
to the grid size. As a result, discretization of the decomposed nonlocal problem
requires special care because the overlapping regions induced by the decomposition
do not, in general, match the underlying mesh.

The current state of the art of nonlocal DD methods is very limited, with [1]
being perhaps the most relevant work. In that paper, the authors consider a simple
two-domain configuration and develop a variational approach to DD based on adding
an interface equation and a new variable that lives on the overlap between the sub-
domains, while using test functions that vanish on the interface for each subdomain.
Decoupling is achieved by solving a Schur-complement problem for the interface vari-
able, similar to a conventional FETI scheme. The subproblem definition in [1] does
not consider multi-domain configurations nor does it consider floating subdomains.
As a result, it is not clear how one extends that approach to the general multi-domain
case.

In this paper we formulate a general framework for nonlocal DD problems with
the central goal being that

(2)

the discrete solution obtained via the DD approach is identical
to the discrete solution obtained for the parent single domain.

As already mentioned, we refer to our approach as “substructuring-based” because,
much like as it is in standard non-overlapping DD, the subdomains interact only
through their shared interfaces. Of course, the key difference is that in the nonlocal
setting these shared interfaces are nonlocal, i.e., they are regions having finite volumes
as opposed to the local case in which interfaces are lower-dimensional manifolds.

The main contributions of this paper are as follows.

e We introduce a systematic way to decompose the domain given an existing
mesh for the single-domain problem and we discuss ways to make the de-
composed domains compatible with the given mesh. Specifically, we provide
a recipe for decomposing the domain that prevents integration over partial
(cut) finite elements by using approximate neighborhoods in a manner such
that the equivalence of the decomposed solution and the single-problem one
is not compromised.

e We formulate a continuous nonlocal DD system of subdomain problems and
prove that it is equivalent to the single-domain problem. The key ingredient
is the appropriate definition of indicator functions that keep track of the
number of overlapping subdomains.

e We define a Galerkin finite element discretization of the nonlocal DD problem
and prove that it is equivalent to the discretization of the single-domain do-
main problem effected using the same type of finite element functions. This
equivalence holds for the finite-dimensional variational formulation and for
the corresponding matrix form.

Our nonlocal DD formulation provides a mathematical foundation for the devel-
opment of a range of efficient numerical algorithms for the parallel solution of nonlocal
problems that mirror existing approaches for local problems. For example, treating
the nonlocal interface equations as constraints and using Lagrange multipliers to en-
force them lends itself to the development of nonlocal FETI [29] or Arlequin [25] like
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algorithms. Alternatively, one can choose to view these coupling conditions as an an
optimization objective and treat the subdomain equations as constraints. Such an
approach would lead to nonlocal optimization-based DD methods that are nonlocal
counterparts of the methods in [32, 33, 34].

It should be noted though that realizing the potential of our DD framework
to reduce the computational burden of solving nonlocal problems requires the ratio
between ¢ and the linear size of the subdomains to be smaller than 1, i.e., we target
problems for which the extent of the nonlocal interactions is much smaller than the
diameter of the domain. Such problems arise in several engineering applications such
as, e.g., nonlocal mechanics, and are the main motivator for this work. In contrast, for
applications described by nonlocal operators with infinite interactions, a DD approach
may not be as effective because the interaction regions would span a portion of the
domain that is of the same size (or even larger) than the domain itself.

Finally, we mention that often one may be given a decomposition of 2 into a
few subdomains which is constructed to follow well-defined geometric entities, e.g., a
wing and a fuselage, or different media properties, e.g., different diffusion coefficients,
within . Such “physically”’-motivated DDs typically arise in the context of mesh
tying [35, 45] in which a complex geometric entity is broken into smaller parts to
enable efficient mesh generation. In contrast, here we focus on DD as a means for
faster and more efficient parallel solution methods for nonlocal problems in which
case the number of the subdomains is very large and they do not generally follow any
“physics”-motivated interfaces.

Outline of the paper. The paper is organized as follows. In Section 2, we recall
the variational formulation of a single-domain volume-constrained nonlocal Poisson
problem and briefly describe its discretization via finite element methods. In Section
3, we introduce the continuous formulation of a multi-domain nonlocal DD method
and prove its equivalence to the single-domain problem presented in Section 2. Sec-
tion 4 explains how we address the decomposition problem by formulating rules for
the construction of the subdomains and their interaction regions that guarantee the
equivalence of the DD and the single-domain problems. In the same section we also
introduce the discretized subproblems and their matrix forms and show their equiva-
lence to the underlying single-domain formulation. Concluding remarks are provided
in Section 5. In Appendix A we report the proof of the main result of this work. In
Appendix B, we further elucidate the equivalence between the multi-domain formula-
tion and the single-domain problem and illustrate the application of the nonlocal DD
framework. Specifically, we use the framework developed in this work along with a
FETI solution approach to obtain, for a very simplified setting, illustrative numerical
examples of nonlocal DD problems.

2. A nonlocal (single-domain) volume-constrained problem and its fi-
nite element discretization. For simplicity, in this work, we consider the two-
dimensional case. Let € denote a bounded, open subset of 2. For any § > 0, often
referred to as the horizon or interaction radius, we define the associated interaction
domain as the closed region

(3) Tinteraction = {y € N2\ Q |z —y| <6 for somezx € (AZ}

The interaction domain is split into two disjoint parts I' and I Newmann, Wwhere T is a
nonempty closed domain, whereas I' Neymann 1S allowed to be empty. Thus, we have
that I' U T Newmann = Linteraction 80d I' 0 Tieymann = U; Where T'ieumans 18 open
along its common boundary with I". Also, note that [';,teraction and therefore also T’
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and T nNewmann depend on §, even though that dependence is not explicitly indicated.
Figure 1-left illustrates this geometric configuration.”

IBY eurnann

Fic. 1. Left: A domain Q and its associated interaction domain T' U T Newmann on which
Dirichlet and Newmann volume constraints are imposed on I' and T Neumann, Tespectively. Right:
the domain Q = QU I’ Newmann -

The strong formulation of a nonlocal volume-constrained Poisson problem is given
by [18, 26, 27, 28]3

~

== [ (uy) — u(@))v(@,y)dy = f5(x) xeh (a)
QUI'UT Newmann
(4) u(z) =g(z) zel (b)
2/\ (U(y) - u(:c))’y(a:, y)dy = fNeumann(w) T € I‘Neumanna (C)
QUIUT nasiiarin,

where f5(), fNeumann (), and g(x) are given functions and y(x,y) is a given sym-
metric positive kernel, i.e., y(x,y) = v(y,x) for x, y € [ TWA I — Equations
(4b) and (4c) are wvolume constraints imposed on sets with nonzero measures in %>
which are nonlocal analogues of the Dirichlet and Neumann boundary conditions, re-
spectively, for PDEs. For this reason we refer to (4b) and (4¢) as a Dirichlet volume
constraint and a Neumann volume constraint, respectively.

The nonlocal operators in (4a) and (4c) are identical up to a sign so that these
equations can be combined to obtain an equivalent, more compact, strong form

2 [ (uly) - u(@))r(@ )y = f(z) weo
Qurl

u(@) = g(x) rel,

()

where ) = ﬁ U I Neuwmann, f(a:)|§ = fﬁ(m)7 and f(m)|FNeumann = _fNeumann(m)-
The strong form (5) corresponds to the configuration in Figure 1-right and is used in

2Domains such as I' and T nNewmann in Figure 1-left and therefore also in subsequent figures
are stylized versions of their true shapes. For example, because points @« interact only with points
y € Bs(x), where Bs(x) denotes the Euclidean ball of radius § centered at x, those domains have
rounded corners. However, in practice, one can keep the stylized domains because the points outside
the true interaction domains are not accessed during a finite element assembly process.

3The problem (4) is a nonlocal analogue of the PDE Poisson problem —V - (kVu) = fg in Q,
u = g on a nonempty part of the boundary of ﬁ, and kVu - n = fyeymann On the rest of that
boundary.
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the remainder of the paper. We refer to the domain 2 as being semi-open by which
we mean that if 02 and 0T denote the boundaries of Q and T', respectively, 2 does
not include the boundary portion 92 N JI' but does include the boundary portion
o\ (092N ar).

We define the function spaces
W= {veL*(QuUT) : |||lw||| < oo}

(6) where ||ju]|[? = / / ) — (@) (@, 9)dyds + 0] 00r)
Qur JQur
Wo={weW : w=0forzcT}

and, for u,v € W, we define the bilinear form A(-,-) and linear functional F(-) as

Afu,v) = /Q . /Q () = @) (uly) ~ @) )y

(7)
}"(v):/ﬂv(m)f(a:)dw.

Then, a weak formulation of the nonlocal volume-constrained problem (5) can be
stated as [18, 26, 27, 28]

given f(x) € W', g(x) € Wr, and a kernel v(x,y), find u(x) € W such that
A(u,v) = F(v) YoeW° subject to u(x) = g(x) for x € T.

Here, W' denotes the dual space of bounded linear functionals on W9 with respect to
the standard L? duality pairing and Wt denotes the nonlocal “trace” space defined
as Wr ={v|r : ve W} If T # 0, the well posedness of the problem (8) is proved
in, e.g., [18, 26, 27, 28].

For v € W, define the energy functional

(9) Esingle(v) = %A(U7 U) - ]:(U)

Then, (8) is equivalent to the minimization problem [18, 26, 27, 28]

given f(x) € W', g(x) € Wr, and a kernel v(x,y), find u(x) € W such that
Eginglelt) = ianV Esinglel V) subject to u(x) = g(x) for x € T
veE

REMARK 1. The functional setting and the well posedness of the nonlocal prob-
lem depend on the kernel v(x,y). For example, if the kernel is square integrable (i.e.,
fQUF (’y(a:7 y))2dy < oo for all & € QUT) or if the kernel is integrable and translation-
ally invariant (i.e., [ (2, y)dy < oo for all z € QUT and v(x,y)) = 7(y — x)),
it is known that W = L2(QUT); see, e.g., [18, 26, 27, 28]. On the other hand, for
the fractional kernel v(z,y) o< |y — x| ~¢~2% with d denoting the space dimension and
0 < s < 1, it is known that W = H*(QUT), i.e., a fractional Sobolev space; again, see,
e.g., [18, 26, 27, 28]. However, the technical aspects of this work are largely indepen-
dent of the choice of the kernel as long as the nonlocal problem remains well-posed.
Moreover, some conditions such as the symmetry of v(x,y) can be further relaxed
under some additional assumptions [18, 19] that ensure the well-posedness of the non-
local problem. Likewise, one can also relax the condition that ~y(x,vy) be positive
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everywhere; see, e.g., [39]. For such kernels, an energy minimization characterization
of the problem may not be available, even though related strong and weak formula-
tions are well defined. Thus, in particular, the algorithms developed in this work can
be extended in a straightforward manner to problems that cannot be characterized in
terms of an energy minimization setting. (]

2.1. Finite element discretization of the nonlocal volume-constrained
problem. The weak formulation (8) of the nonlocal volume-constrained problem
can be discretized using a finite element method as follows. Let 7" denote a finite
element triangulation of ) UT parameterized by a grid-size parameter h. We assume
that 7" conforms to the boundary of €, i.e., 9Q consists of finite element edges.
This requirement can be satisfied by first constructing a grid in €2 after which a grid
is constructed in I' that shares element vertices with those of the grid in 2 along
their common boundary. For simplicity, in the sequel, we restrict the discussion to
Lagrangian finite element spaces.

Let Wh ¢ W and W%" c W° denote finite element (FE) subspaces. Then, a FE
approximation u”(x) € W" of the solution u € W of (8) is defined to be the solution
of the discretized weak formulation

gien f(x) € W', g(x) € Wr, and a kernel v(x,y),
(11) find uh(x) € W" such that
Al oMy = F(u") Vol e WOk subject to u"(x) = g"(x) forx €T,

where g"(z) denotes an approximation of g(z) that is usually chosen to be the FE
interpolant® of g(z). As long as I' # (), the well posedness of problem (11) is also
proved; see, e.g., [18, 26, 27, 28].

Let N" denote the number of degrees of freedom corresponding to the nodes
in QUT and let N}, denote the number of degrees of freedom corresponding to the
(possibly semi-) open domain €, with the remaining and N* — N degrees of freedom
corresponding to the closed domain I'. Note that because {2 is an open domain with
respect to its common boundary with I" and I itself is a closed domain, nodes and
degrees of freedom along their common boundary are assigned to I'. We then define
the finite element subspace W" C W as the span of a nodal finite element basis
{qﬁi(w)}i]\ihl so that a finite element approximation u” () of the solution u(x) of (8)
can be expressed as

N N
(12) uh(@) =) (@)pi(x)+ Y (§)idi(),
1=1 i=Nh41

where @ denotes an N"-vector of unknown coefficients and § denotes an (N — N")-
vector of nodal values of the approximation ¢g"(z) of g(x). We recall that the sup-
port of each nodal basis function ¢;(x) comprises all elements sharing the node
x;. As a result, all basis functions corresponding to nodes in ) vanish on I' and
span{g;(z)} X, C WO,

Let Agingie and gsingle denote the N* x N matrix and the N"-vector with ele-

“When g(z) is not of class C°, g"(x) can be defined by, e.g., least-squares approximation or
Clement interpolation [15].
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(Asingle)ij :A(¢]7¢l) for Z?J = 17'-'7Nh

Nh
(Bsingie)i = F(#i) — > Al¢;,¢)(@); fori=1,...,N",
j:Nh+1
respectively. Then, the discrete FE problem (11) is equivalent to the linear algebraic
system

(14> Asingleﬁ = Usingle

for the unknown nodal coefficient vector @. The matrix Aingie is symmetric and,
owing to the fact that ' # (), it is also positive definite [1, 18, 26, 27, 28].
For v € W, we define the discrete energy functional

(15) g (M) = %A(’Uh,vh) _ FM.

single

Then, the discrete nonlocal volume-constrained problem (11), respectively (14), can
be expressed in terms of the equivalent minimization problem [18, 26, 27, 28]

the vector @ solves (14) <= u”(x) € W" solves (11) +=

Ebnge @) = min £l (@) subject to v (@) = g () on T.

(16)

REMARK 2. As implied by (3), any point x € Q UT interacts only with points
in the ball Bs(x). This raises a serious issue in FE methods for nonlocal problems
because the intersection of such balls and the finite element grid results in cut ele-
ments, i.e., partial elements, within the ball. As a result, one either has to deal with
cut elements or, if one wants to only deal with uncut elements, one is faced with dis-
continuous integrands that vanish outside the ball. This issue is glossed over in many
FE papers for nonlocal problems, especially those that only provide one-dimensional
numerical results. However, we address this issue in Section 4.1. A comprehensive
discussion of how to effectively handle cut elements can be found in [23]. g

3. Nonlocal domain decomposition in the continuous setting. In this
section we first describe, in the continuous setting, how to define a nonlocal de-
composition of the domain and then introduce the formulation of the multi-domain
system. The central result of this section proves the equivalence of the solution of the
single-domain system and the one corresponding to the multi-domain system. The
significance of this result is that it establishes the consistency and the well posedness
of our multi-domain formulation.

3.1. Construction of the geometric domain decomposition. In a stan-
dard PDE domain decomposition setting, one can partition ) into non-overlapping
subdomains and then simply define the subdomain problems by restricting the global
operator to each subdomain. Such a construction is impossible in the nonlocal setting
due to the inherent nonlocal interactions which require any two adjacent subdomains
to share an interface having nonzero volume. As a result, our substructuring-based
domain decomposition starts from a non-overlapping, covering subdivision of {2 into
N, subdomains {Q,,}+ as illustrated in Figure 2-left for Ny = 6, and then adds
the overlaps necessary for the nonlocal interactions. Note that some of the domains
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F1G. 2. Left: a non-overlapping, covering subdivision of the domain Q into siz subdomains
Qn, n=1,...,Ns = 6. Right: the corresponding nonlocal overlapping domain subdivision {1y, Ul"n,
= L NS = 6. The domain Ug=1rn is depicted in green and the domain ' =T1 Ul UT's UT
s depicted in red with I's and 'y being empty sets. The blue regions in ' illustrate the overlaps
between pairs of I'y,.

Q, include part of the boundary 9€2. For example, in Figure 2-left, we have that
this is the case for QQ, Q3, and Q5 so that those are examples of what we refer to as
semi-open subdomains because they are closed with respect to 92\ (99 N JT).
For each subdomain ﬁn, n=1,..., Ns, we define the (possibly semi-) open smaller
subdomain

(17) Qn:{meﬁn : |y—m|>g VyGQ\ﬁn};

see Figure 2-right for an illustration. Note that {Qn}fgl is, by construction, a set of
non-overlapping domains. We also subdivide the interaction domain I' into a set of
overlapping, covering subdomains

(18) In={xel : |[y—z|<§ VyeQ,} forn=1,...,Ng
and also define the set of overlapping subdomains

(19) fn={m€Q\Qn D ly—=x| <8 VyeQ,} forn=1,...,N,.

In Figure 2-right, for each n, I',, U f consists of all the strips of thickness § that
surround §2,,, including in some instances a portlon of I". Because each subdomain F
overlaps with at least one other subdomain an n' # n, and likewise for each subdo-
main I';,, the above construction results in the overlapping domain decomposition of
QUT given by

(20) QuT =UY,0,Ul, UT,,.

Following conventional DD nomenclature, we subdivide the set of subdomains
{Q,uT,u I} into two classes:

floating subdomains if T, =0
non-floating subdomains if T, # ().

For example, in Figure 2-right, Q3 and 4 are floating subdomains, whereas €y,
Qo, Q5, and Qg are non-floating. Analogous to the conventional local DD setting,
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a floating domain is endowed with a purely Neumann nonlocal volume constraint so
that its associated nonlocal problem has a non-trivial null space. In a typical local or
nonlocal DD configuration, the number of subdomains is large and most of them are
of the floating type.

REMARK 3. As alluded to in Section 1, in a local PDE setting one can consider
both non-overlapping and overlapping DD algorithms because the latter offer some
computational conveniences and may allow for a faster convergence of iterative solu-
tion methods. Typically, the overlap depends on the grid size and its thickness goes
to zero as the mesh size is reduced. In contrast, the nonlocal setting requires any two
adjacent subdomains to overlap in order to compute the necessary nonlocal interac-
tions between them. As a result, the size of this mandatory overlap is determined not
by the mesh size but by the interaction radius 4, i.e., its thickness is independent of
the underlying discretization mesh. |

3.2. The domain decomposition (multi-domain) system. A multi-domain
system is a system of Ny equations, each of which holds for x € Q, U IA“,, ul,, n=
1,..., Ns. In constructing the multi-domain system we have to deal with overlapping
domains, i.e., although the three domains UY=, Q,,, Uﬁ;lfm and UN: | T',, are mutually
disjoint as are the Ng domains 2, there are overlaps among the N; domains in
Ugian and in Uﬁ;lfn.

To properly deal with the consequences of having overlapping domains, we define
the functions

2

2 N,
(21) Cal@y) =D X o7 or, @)X, 5, ur, (¥) and Cr(z) =D Xy 5 (@)

n=1 n=1

Note that {4(x,y) is a symmetric function, i.e., {a(z,y) = Ca(y,x) and is a non-
negative piecewise integer-valued function and (x(x) is a positive piecewise integer-
valued function.

3.2.1. The subdomain system. For n = 1,..., N and any pair of functions
un(x) and v, (x) defined on Q, UT, UT,,, we define the subdomain bilinear form
A (tn, vn)

(22)  _ / / €, 9)" (0 ¥) — 1a(@)) (Un @) — un(@))7(e, y)dyde
Q,uUT,ur, Q,uUl,ur,

and the associated subdomain linear functional
(23) Fao) = [ o) (@)@,
Q,UT,

where, of course, for floating domains, i.e., if I, = (), the integrals over I',, vanish.
Forn=1,..., Ny, we define the function spaces

W, ={weL*Q, Ul UT,) : |[Jw]|ln < oo}
(24) W2 ={weW, : w=0forxecl,},

where [[wll2 = An(w,w) + [0l g p -
Let
—~ W2 if T, #0, ie., for non-floating domains
(25) A lonting ¢
W, ifI, =0, i.e., for floating domains.
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We then define the domain-decomposition or multi-domain system of equations as

gwen f(x) € W', g(x) € Wr, and a kernel v(x,y),
forn=1,..., Ng, find u, € W, such that

Ap(tUn,vn) = Fp(v,) Yo, € Wi (a)
(26) { subject to
Un(Z) = U (®) Vazel,NTy forn' =n+1,...,N, (b)
and

un(x) =g(x) Vaxel, ifl,#£0, iec., for non-floating domains. (c)

Equation (26b) can be thought of as a nonlocal version of the standard continuity
constraint in non-overlapping local DD methods. The constraints in that equation
are needed because the solution u(x) of (8) is a single-valued function on Q UT', and
in particular on UnNglfn. However, by construction, we have that for all n’ such that
T,NT,, # 0, both u,(x) and u, (x) are defined on L. AT # (). Clearly, we have
that (26b) must be imposed on that domain. Of course, this equation automatically

holds on I';, N T, because both wu, () = g(x) and u,/ (x) = g(x) there.

REMARK 4. It is possible for { 4(x,y) = 0. For example, this is the case if & € Q,,
and y € Q,, with n’ # n. However, this fact does not cause problems in (22) because
points @ interact only with points y such that |y — x| < § and for such pairs of points,

C.A(w7y) > 0. 0

REMARK 5. As in the standard (local) DD case, the constraints in (26b) ensure
single-valued solutions of the multi-domain system, and are appropriate when the
global nonlocal solution is also continuous. However, one of the principal advantages
of nonlocal models is that, for some kernels in common use, they admit solutions with
jump discontinuities [18, 26, 27, 28]. In anticipation of such solutions, one may choose
to enforce (26b) weakly, i.e., i.e.,, forn=1,...,Nyand n' =n+1,..., N;,

(27) /f (@) —u@)elede =0 Vo@) € Wilr,op

Note that (27) also arises when (26b) is enforced using Lagrange multipliers; such a
treatment of (26b) would therefore result in mass matrices being involved in finite
element formulations of the constraints (26b). O

REMARK 6. The constraints in (26b) are not independent. For example, con-
sider a point € fl N f4 N ff; near the bottom right corner of 2y in Figure 2-
right. Then, (26b) would include the constraints uy () = uq(x), ui(x) = ug(x), and
ug(x) = ug(x), only two of which are independent. These redundancies in (26b) have

implications in the design of discretization algorithms as is discussed in Section 4.2.
O

3.2.2. Equivalence of the single-domain and multi-domain problems.
Our next task is to show that the solution u(x) for & € QUT of the single-domain
system (8) and the solutions u,(x), n = 1,..., N, of the multi-domain system (26)
are the same or, more precisely, that u,(z) = u(z) for © € Q, UT, UT,. The first
step towards that end is the following lemma. We refer to Appendix A for a proof.
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LEMMA 7. Given functions w(x) and v(x) for x € QUT, define the functions
wy () and v, (x) forx € Q, UL, UT,, as

(28) wy(x) =w

and v, (x) = v(x) form=1,...,N;.

(m)|Qnuf“nan Q,UT,UT,

Then, forn =1,...,Ns and n’ = n+1,...,N,, we have that, if Tn N T # 0 and
I',NT, 75(2),

(29) W (x) = wn(z) and vy (x) =va(x) for £ €T, NTy and @ €Ty N Ty

Then, for the bilinear forms and linear functionals defined in (7), (22), and (23), we
have that

N, N,
(30) A(w,v):ZAn(wn,vn) and  F(v) =) Fulva).

Using Lemma 7 and the fact that W = @Y+, W,, and W° = ®f¥;1/VVn one can
easily prove the following equivalence result.

PROPOSITION 8. Let u(x) € W denote the solution of the single-domain system
(8) and, forn =1,...,Ns, let u,(x) € W,, denote the solution of the n-th subproblem
in multi-domain system (26). Then, the multi-domain system (26) and the single-

domain system (8) are equivalent and their respective solutions coincide, i.e, up(x) =

u(x) ‘Qnufn 8] A O

The equivalence of the multi-domain and the global problems and the fact that
the latter is well-posed implies that (26) is also well posed.

We note that the equivalence between the multi-domain weak formulation (26)
and the single-domain system (8) can also be established by noting that the single-
domain energy functional (9) can be written as a sum of subdomain energy functionals
defining a multi-domain energy functional. The proof is straightforward so that it is
omitted.

PROPOSITION 9. Define the subdomain energy functionals &, (u,) by

1
= Ay (U, up,) — Fr (i) form=1,...,N,,

(31) Enuy) == 5

where the bilinear form A,(-,-) and linear functional F,(-) are defined in (22) and
(23), respectively. Then,

N

(32) Z Sn(un) = gsingle(u)~

n=1

Furthermore, the multi-domain weak formulation (26) is the Euler-Lagrange equation
corresponding to the minimization problem

- subject to, formn,n’ =1,...,N,, n’ #n,
(33) inf Z En(vp) Un () = Uy (x) for x € fn N fn/ and

v €EWn,n=1,...,Ng —
n= un(x) = g(x) for x €T,



A General Framework for Nonlocal Domain Decomposition 13

4. Finite element discretization of the subdomains systems. In this sec-
tion we consider a finite element discretization corresponding to the multi-domain
system (26). For finite element (FE) methods in general, the construction of the
stiffness matrices and the right-hand side vectors corresponding to the subdomain
problems follows a standard procedure which here we specialize to our setting. For
each n =1,..., Ny, the procedure is given as follows.

Subdomain grid construction. From (22), it is clear that we need a meshing of the

subdomain 2, UT,, U f". R

Definition of a finite element space. For each subdomain Q, UT',, UT',, we define
a finite element space W/ as the span of a set of basis function, usually chosen
to be piecewise polynomials with respect to whatever grid is constructed.

Definition of the sought for FE approzimation. An approximation (of the solution
un(x) of (26)) having the form of a linear combination of the basis functions
is then sought.

Discrete linear system construction. The stiffness matrix and right-hand side
vector are constructed as is standard for nonlocal problems, i.e., in the same
manner as that used for a single-domain problem.

It is crucial to keep in mind that this procedure, as is the case for DD methods in
general, has as a central goal (2) that we rephrase more precisely as having

the global solution obtained from the Ny discretized subdomain FE
(34) systems corresponding to (26), i.e., u?®"(x), should be the same as
the solution u" of the discretized single-domain FE system (11).

To meet this goal, it is obvious that the subdomain grids and subdomain basis func-

tions have to be subsets of the grid and basis functions used for the single-domain
problem. The implication is then that the starting point for the construction of sub-
domain grids is a given single-domain grid.°

4.1. Definition of subdomain grids. We assume we are given, as introduced
in Section 2.1, a finite element meshing 7" of QUI" that respects the common boundary
shared by Q and I'. Associated with that mesh are N degrees of freedom, e.g., nodal
values, N" of which are associated with the domain © with the remaining N* — N*
degrees of freedom associated with the closed domain T'.

In local PDE settings, for both non-overlapping and overlapping DD methods,
the next step is to subdivide the domain €2 into subdomains that contain only whole
finite elements. If one is going to invoke a non-overlapping DD method, the construc-
tion of the subdomains is complete. If instead an overlapping DD method is to be
used, one adds, to each non-overlapping subdomain, whole elements in neighboring
subdomains that are within a certain distance from the common boundary between
the two domains; the distance used is usually related to some multiple of the local
grid size, although other criteria are also in use [12, 37, 51].

In the monlocal case, the practical construction of a subdivision of 2 is similar
to that for overlapping DD in the local case. We again start by subdividing €2 into
the set {2, }2*, of subdomains with each ,, consisting of whole finite elements. We

now want to add to and subtract from each subdomain €, strips of thickness §/2 to

5This approach precludes, in general, the use of the perhaps Utopian situation in which the
domains {Qn}fyi1 , {Fn}nNil: and {Fn}nNi1 are meshed separately into whole elements which respect
their common boundaries. Utopia is reached in only the very simplest settings such as rectangular
domains and Cartesian uniform meshes having a grid size proportional to 4.
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create the subdomains €2, and T',,. Unfortunately, because we are given a global grid
over QUT to work with, in general, we will not be able to (see Remark 2) define grids
consisting of whole finite elements that respect the boundaries between €2,, and fn,
i.e., those domains would also contain partial (cut) elements which is something we
want to avoid.

We thus see that there is a big difference between the definitions of overlapping
grids for the local and nonlocal cases. To recapitulate, in the local case we are free to
add whole elements to effect an overlap with neighboring elements. In the nonlocal
case, we do not have this freedom because the strips to be created have thickness ¢
irrespective of the given global finite element grid so that, in general, that strip will
not consist of whole elements. Thus we have the choice of truncating triangles so
that the ¢ thickness of the strip is respected or instead approzimate the strip by a
strip consisting of whole triangles which is tantamount to approximating the common
boundaries of ,, and IT',, by element edges. We use the latter choice because it is
substantially easier to implement and, as shown below, does not compromise achieving
the goal (34).

The above discussion motivates the following procedure for the construction, in
the discretized setting, of a subdivision of §2 into subdomains that is analogous, but not
the same, as that in Section 3.1 for the continuous problem. We begin by assuming,
as is done in Section 2.1 for the single-domain setting, that

— we are given an integer N, > 1 and a finite element meshing 7" of QUT which

respects their common boundary QN T.
We denote by T and T the sets of finite elements in Q and T, respectively, and we
denote by T a typical element in 7". Then, _

—we subdivide (2 into N, non-overlapping, covering subdomains ,,, n =1,..., Ny,

such that each subdomain ., consists entirely of whole finite elements.
This step is effected in entirely the same manner as for the local PDE non-overlapping
DD setting so that no further comments are needed.

Note that the boundary 0%, of €, consists of two or three disjoint, covering

parts. First, we have for all n, B
Type 1. Zi\[f:lyn,#n 0, NIy, i.e., the common boundary shared by €, and

subdomains ﬁnf that abut to fln
We also have either one or both of B
Type 2. 09, NI, i.e., the common boundary shared by ,, and T

Type 3. 9, \ [(ZNN/,';LW#” 0, N 8§~2n/)} U (89, N ), i.c., the part of 8L,
that is not shared with the boundary of I' or with any of the boundaries
of other subdomains ,,.

For example, referring to Figure 2-left, we have that the boundaries of floating domains
such as €23 consist of only Type 1 and 3 parts, the boundaries of domains such as {2g
consist of only Type 1 and 2 parts, and the boundaries of domains such as 25 consists
of all three parts. _

Recall that, by construction, the domains €2,, consist of whole FE triangles. How-
ever, in general, the subdomains §2,, I',,, and T';, consist of whole FE triangles and
additionally partial (cut) FE triangles. To obtain the equivalence of the single- and
multi-domain FE solutions, we necessarily have to work with subdomains that consist
of only whole FE triangles because only such triangles, i.e., triangles T' € T}, are
used in the single-domain FE method. For this reason, we define an approach for the
construction of subdomains Q7 T and I'? of QUT in such a way that all subdomains
consists of only whole FE triangles. Additionally, the construction process is required
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account for all interactions that occur between two subdomains SN),L and ﬁn/. Meeting
this requirement is guaranteed if all triangles that overlap with the I',, are included
in '~

The specific geometric domain decomposition we use is defined as follows. We
denote by x?¢"**® a typical vertex on 9, and by bary"e"ter the barycenter of a
typical finite element 7' € T". Then, for n = 1,. Né, we define the subdomains

fg — {T c 7}? y [agreriem wggrycenter| < g +h

Y V"¢ ¢ Type 1 part of (%Nln}
(5) Qh = {T € 0, \ (@ NTH)}
Th = [T T« |woertes — ghorveenter| < 5 4

V 2¥eTtT ¢ Type 2 part of c’)ﬁn}.

We have that Iqifb consists of all elements T € T whose barycenters are within a
distance 0/2 + h of some element vertex on the Type 1 part of the boundary of S~2n
Also, T consists of all elements 7' € T whose barycenters are within a distance
d + h of some element vertex on the Type 2 part of the boundary of ﬁn. Note that
this procedure guarantees that the true interface region I', is fully contained in the
approximate interface region I'”. For obvious reasons, we refer to the approach we
use as “barycenter-based”.

We illustrate the above discussion in Figure 3. Note that all of that discussion
applies even to the case of the single domain 2 being a rectangle and a single-domain
FE grid that is Cartesian and uniform. Figure 3a depicts a portion of the grid in
the single domain € that respects the common boundary (depicted by the thick line
segment) between two subdomains Q, and Q. For Figure 3b, we have that the
orange subdomains depict portions of the subdomains €2,, and €2,,, and the blue domain
depicts a portion of I‘ N Fnr Note that the common boundaries of both €2,, and €2,/
with F N Fn/ do not respect the grid so that Q,, Q,, and F N Fn/ all contain
some partial (cut) triangles. Figure 3c illustrates the need to make changes to the
single-domain FE grid so that the new grid does respect those common boundaries.
Of course, if we define the subdomain FE discretization using the new grid of Figure
3c, there is no hope for the solution of the FE discretization of (26) to be the same
as the solution of single-domain FE discretization (11), i.e., the goal (34) cannot be
achieved. Note also that the re-meshing of Figure 3 is relatively easy to effect for
Cartesian grids, but becomes a much more complex task for general grids, especially
in three dimensions. Figure 3d illustrates the process defined in (35). Now the orange-
shaded regions depict portions of the subdomains Q" and Q’:L, and the magenta region
depicts a portion of fﬁ ﬂfﬁ,. Note that, in Figure 3d, those three domains all contain
only whole FE triangles. Also, the blue region in Figure 3b, i.e. fn N fn/, is fully
contained in the set of magenta triangles.

REMARK 10. Comparing the definitions of Fh ' and QF with the definitions of
fn, Iy, and €2, given in Section 3.1, one can certainly view the first trio as approxi-
mations to the second trio. However, this view does not intrude on any aspect of the
developments that follow. For example, the accuracy of these domain approximations

is, as is made evident in Section 4.2, irrelevant with respect to the goal stated in (34).
O
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(a) (b) () (d) () (f)

Fic. 3. (a): A portion of the FE single-domain grid and portions of the two subdomains Qn and
Q. (b): Portions of the subdomains Q, and Q,, (in shades of orange) and of T, N T (in blue).
(¢): A re-meshing of the FE grid of (a) so that now the common boundaries between the subdomains
in (b) are respected but only if cut elements are introduced. (d): Portions of the approzimate

subdomains QZ and QZ/ (in shades of orange) and of fﬁ N fﬁ, (in magenta) as determined using
(35). (e): The white elements overlap with Ty, but are not included in f:; (f): The yellow elements
are in Ffl n FZ’ but do not overlap with I', N T,

REMARK 11. Figure 3e illustrates why, e.g., in the first equation in (35), we used

the criteria |$Uertem _ barycente'r‘| < 6 + h and not snnply the criteria |wverteac _

:cl}arycemeﬂ < 9. The barycenters of the white triangles are such that |zV¢™*¢* —

wlf}arycentew > é2
not included in FZ even though it is obvious from Figure 3b that those triangles

overlap with T Ay fﬁ, On the other hand, Figure 3f illustrates that using the criteria

barycenter
|wvertex _ mT Yy

so that using the latter criteria means that the white triangles are

| < % + h results in the yellow triangles which are in fﬁ N fﬁ,

but do not overlap with anﬂ fnz so that those elements do not interact with elements
on the other side of I'» NT'",. However, the equivalence between single- and multi-
domain solutions is not compromised because in assembling the FE stiffness matrix,
the entries in that matrix corresponding to points in the yellow elements and points
on the other side I';, N T'),» are computed to be zero. ]

4.2. Multi-domain finite element system. Let W denote the finite element

space spanned by the set of basis functions {¢;(z )}fv 1 used in Section (2.1) to define
the single-domain FE system (14). Then, let

(36) W) = span{ Uiﬁ:’l pi(x) @ x; € QZUFZU?Z} forn=1,...,Ng,

i.e., W/ is spanned by the basis functions ¢; such that the associated node x; belongs
to QP UTE UT?. The subspaces W/ C W" are well defined because of (35), i.e.,
because QF, T” and I'" all consist of whole elements from the triangulation 7. We
also define the spaces

Wil = {w'(z) e W} : w'(z)=0 forzell}

@7 !
for n =1,..., Ny such that T" # (.

Note that although we have that W} ® - ® W{\",S =W" Cc W, in general, Wh ¢ W,,.
We define

(38) CA z,y) ZXQhu[‘hur‘h )Xquf‘gqu (y) and C}‘ ZXQhu[‘h
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For n = 1,..., N, and for u”(x), v (z) € W, we define the discretized subdomain
bilinear form
Al (ugy, o) =

(39) / / ¢z, y) 1 (0" (y) — o' () (uh (y) — ol (@) (x, y)dyda

QREULZUDE QRUTRUDR

and the discretized subdomain linear functional
(40) P = [ ) @) @)
QhuUTh

with the tacit understanding that for floating domains, i.e., if " = (), the domains of
integration of both integrals in (39) reduce to Q" UTh.
As done for the continuous problem, we introduce the function space

—, WOh if TR £, i.e., for non-floating domains
" Wl ifTh =0, i.e., for floating domains.
Then, we define the system of equations

(41)

given f(x) € W', g(x) € Wr, and a kernel v(x,y),

forn=1,..., Ny, find ul € W such that

Ab(up,oh) = Fr(on) Vo e Wy (a)
subject to

ul(z) = ul, () Vmefﬁﬁfz, forn’ =n+1,...,N, (b)
and

ul(z) = g"(x) Ve eTh ifTh £0, ie., for non-floating domains. (c)

The system (41) is not a discretization of the system (26) because Al(-,-) #
An (-, ), i.e., the former is defined with respect to QF UT? UT'" whereas the latter is

defined in terms of Q, UT,, U fn However, this observation is unimportant because
what is true is that

the global discrete solution u?®" (x)

, i.e. the solution such that
(42) ul(x) = udd’h(:c)\murhufh,, is the same as the solution u(x)

of the single-domain FE system (11)

which is, after all, the goal (34) we want to achieve. The truthfulness of (42) is
verified followmg the same steps as those used to prove Proposition 8 with, of course,
Q,ul, U Fn replaced by Q" UT" U I‘h

When we define, in Section 4.2.1, the matrix form of (41), it is useful to differen-
tiate between the bilinear forms in the two cases in (41a). First, because I';, = ) for
floating domains, we have

noUn) = ALV un) =
F

Ah u nr Yn
B e o ) () - ) () - @) e
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For non-floating domains, the bilinear form involves integrals with respect to I'*. For
such integrals, we have that either v/(-) = 0 [because v!! € WS or ul'(-) = ¢g"(-)
[because of the constraint (41¢)], so that then

(44) An (g, vg) = AR (ug, vp) — AL (g, 0n),

where

(45) +/ R (ﬁ(m,y)_lqu(ac)vﬁ(m)dydw
QRhUTh JTR
+ / / ()l ()l (y) dyda
rh Jaruth
and
AL (", oh) = / i / &, )6 (W) on(e) By
(46) Qrulh

4 / /  Calha,y) " g @)l (y) dyde.
Tk Joruth

Note that in (43), (45), and (46), both u”(-) and v/(-) are evaluated only at points in
QP UTh and ¢/ (-) is evaluated only at points in I'”.
In hght of (43), (45), and (46), (41) can be rewritten as, for floating domains,
) =

ﬂhu vP a
. {A (uh.v}) = Fh(ol) (@

ul(@) =ul (@) VYaxelThNTh, forn’=n+1,...,N, (b)
and for non-floating domains
(18) { AR (g, vi) = Fry(vg) + Ai’;h’(gh, UZA) (a)
ul(x) =ul(x) VYeeTPNT forn'=n+1,...,N,. (b)

REMARK 12. For any domain indexed by n, each of the subdomain problems in
(47) and (48) is coupled, through (47)b or (48)b, to other domains indexed by n’ with
n' # n. Of course, this defeats the goal of domain decomposition which is to construct
uncoupled subdomain problems so that, e.g., parallelization can be realized. This
becomes the task for algorithms of obtaining solutions of the subdomain problems.
Further comments in this regard are provided in Section 5. (I

REMARK 13. If instead of (4a) we consider
=2 (u(y) - u(@)) (@, y)dy + e(z)u(@) = fo(e)
QUIUT Neuwmann

with c(ac) > 0 so that the bilinear form A(u,v) in (7) has the additional term
fQ (z)dx, then that bilinear for is coercive even for floating subdomains.
In thls case, the design of solution methods for (41), and in particular for (47), be-
comes substantially simpler. (I

REMARK 14. The discussion that includes (43)—(48) as well as the comments
made in Remarks 12 and 13 about the discrete bilinear form A” (-, -) and the discrete
subdomain system (41) also hold for the continuous bilinear form A, (-,-) defined in
(22) and continuous subdomain system (26). O
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4.2.1. Matrix form of the multi-domain finite element system. Based on
the numbering introduced in Section 2.1, we let

Xaur = {x; }5\7 hl denote the set of nodes in the grid used for the FE discretization
of the single-domain Q ur
Xq ={z;}¥ 1 and Xt = {z;}
tively.
The sets XQ C Xqur and Xr C Xqur are disjoint and Xq U Xr = Xqur. For
n= 1 Ng, let
= {w"} | denote a local numbering of the set of nodes in Qhy Fh L T2
clearly, by construction, X C Xaur
= {@}" and X] T = {m"}Nh denote the nodes in X/ located in QF UT™
and I'?, respectwely
The sets Xh C Xh and th C Xh are disjoint and Xh U XF,L Xh Note that for

n' # n, the sets X" and X h, overlap whenever Fh N Fh # () and smnlarly for the sets
Xrn and Xpn . Also note that if Q" is a floating domaln then the set XFn is vacuous.

3l Nh+1 denote the set of nodes in Q and T, respec-

Bilinear forms in matrix notation. We first consider the conversion of (47a) and
(48a) to matrix notation. Corresponding to the nodes in Xqour, we have the set of

basis functions {¢i($)}§r:hl whose span is used to define the finite element space W"
for the single-domain finite element system. We introduce the set of basis functions
correspondlng to each subdomain. For n =1,..., N, let

{o7(x )} 1 denote a local numbering of the basis functions in the spanning set

for Wh Wthh correspond to the nodes in X,. Xh
By construction, {47 (x )}N spans the finite element space W/. We then

N h h
divide {qbf(a:)}fi‘l into the sets {¢?(x )}, -y and {¢(x )}jv ‘ny1 that correspond
to nodes in X/ and X hh, respectively.
~h

Note that if Q,, is a floating domain, then N = N? so that the set {¢”(x )}?ZZ”I\,IH_1
is vacuous.

Let i,, denote an N-vector of nodal values of a function u"(z) defined for the
nodes in X (i.e., nodes in Q" UT") and let , denote the (N — N/")-vector of nodal
values of g"(x) defined for the nodes in X}, (i.e., nodes in I'"). Then, we have that

N} N
Z (ﬁn)ij?(m) + Z (§n)J¢;’(m) for non-floating domains
(49) ul(z) =S 7} F=NR+L
n N::
Z (tin); 97 () for floating domains.
j=1

Note that components of i, are ordered according the local indexing of nodes. We
then define, for n = 1,..., N, the entries of the N x N* matrix A,, as

ARFLR( s @) for non-floating domains
(50)  (An)i; = fori,j=1,...,NI
AfbM(@%, 1) for floating domains
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and, for i = 1,..., N/ the components of the N/-vector by, as
Nh
N h( A4 _ gh(n gny= ) _ : y
(51) (b)), = Fn(07) Z AV (9T, 07 )(Gn);  for non-floating domains
J=Nhr+1
Fh(em) for floating domains.

Then, the finite element problems (47a) and (48a) both have the matrix-notation
equivalent

(52) Apiy, =b, forn=1,...,N,.

Constraints in matrix notation. We next turn to the conversion of the constraints
in (41b) [or equivalently (47b) and (48b)] to matrix notation.

We first transform those constraints to vector notation. We have global and local
indices of nodes. Thus, if the node x] € X,, corresponds to the node z; € X, i.e.,
if we have x; = @, then i and j are the global and local indices, respectively, for
the same node. We define a mapping from global to local indices, specifically, for a
globally indexed node x; € T, we let

I,; = local index of the node x; € fﬁ

Now suppose that T N T", # (). Then, for a globally indexed node x; € I NT",, we
have that

L where j = I,,; and j' = I,/;.

IBZ'ZCBJ b

Because the FE approximation u (z) is uniquely determined by its nodal values, the

constraints in (41b) can be equivalently expressed as

(53) (Wn); = (Un); for all nodes =; € fz ﬂfz,, n=n+1,...,N,.
We keep in mind that, as was the case for the continuous multi-domain system (see
Remark 6), the constraints in (53) are not independent. For example, if T" N T4 N
fé} # 0, then, for a node «; in that domain, we have from (53) that (d;); = (42);,
(ﬁl)j = (ﬁg)]'//, and (’Jz)j/ = (ﬁg)j//, where j = Ih’, j/ = IQZ', and j” = 131'. Cleary,
these three equations are not independent.

Our task is then reduced to expressing the constraints in (53) in an economical
matrix form. Here, we mimic the process given in [37] for DD in the local PDE case,

In fact, we construct an M X Zgil N matrix M of the form
M = (Ml "'MNS)

such that the constraints in (53) can be equivalently expressed as

NS
(54) > My, =0,
n=1
where M,,, n = 1,..., Ny, are M x N matrices. We construct two such matrices, one

for the constraints in (53), the other for an equivalent non-redundant set of constraints.
To this end, letting I'* = Uﬁ;lf‘fw

for each node in x; € f, we define the set
(55) O(x;)={n : ;€M)
and let m(x;) = cardinality of the set 0(x;)
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so that (x;) consists of the indices of all the subdomains fﬁ that contain the globally
indexed node x; and m(x;) denotes the number of distinct subdomains which the node
x; belongs to.

Non-redundant constraints — full-rank matriz M. For each node x; € fh,
- arrange the indices in f(x;) in increasing order
- for each consecutive pair of indices, impose one constraint.
This results in, with Ng,, denoting the number of nodes in ",

Nen
M = Z (m(z;) — 1)

non-redundant constraints. For example, if f}f N fé N f’% # (), then, for a node x; in

that domain, we now have that (@;); = (td2);» and (t2);; = (Us);», where j = I,

j' = Iy;, and j” = I3;. Clearly, these two equations are not redundant and together

imply the constraint (@;); = (#3);~ from (53) that is now missing.

The entries of the matrix M can be determined as follows: set & = 0 and then,

~fori=1,...,Ne

- for each pair n < n’ of consecutive indices in 6(x;)

-set k+—k+1

- set, for j and j’ such that z7 = m?,/ = x;,

Mp)eg =1 (Mp)gy = —1
and all other entries in the k-th row of M to zero.

Redundant constraints We proceed as we do above for the non-redundant set of con-
straints, except that now we do not require that n < n’ be consecutive indices in 6(x;),
i.e., we impose a constraint for every distinct pair n < n’ of indices in 6(x;). This
approach lends itself better for parallelization compared to the use of non-redundant
constraints; see, e.g., [37] for a discussion in the local DD setting. Thus, we im-
pose all the constraints in (53). Note that redundant constraints are caused only for
m;(x;) > 3. Because there are m;(x) distinct indices in m(x;), we have that the
number of rows in the matrix M is now given by

th

M=) %m(:{;i)(m(mi) —1).

i=1

5. Concluding remarks. We have defined and analyzed a general framework
for the construction of domain decomposition methods for nonlocal problems that
achieves the goal stated in (2) or, more precisely, in (34). However, there is still work
to be done because we have not met a second goal which is that the nonlocal DD
method is amenable to parallelization. What we have so far are N systems (47)—(48)
in which the subdomain systems are coupled through the constraints (47b) and (48b)
or, equivalently, the subdomain matrix systems in (52) that are coupled through the
constraints in (54). Such couplings prevent the direct use of (47)—(48) (or equivalently
(52)—(54)) for achieving the second goal.

At a similar stage in the development DD algorithms in the local PDE setting, one
is faced with the analogous situation; for example, in the non-overlapping DD setting,
there is coupling of the subdomain problems at, say in the matrix formulation, at the
nodes located along the common boundaries between subdomains. The uncoupling
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between subdomain problems is then effected through the design of solution methods
in which the bulk of the computational effort is borne by steps in those methods that
are parallelizable and for which the non-paralellizable steps and the communications
between subdomain problems, i.e., between processors, is kept to a minimum.

In the nonlocal DD setting, solution methods have to be designed to meet the
same criterion: the bulk of the computational costs has to be borne by parallelizable
steps. In a follow-up paper, we will develop, analyze, and implement such methods.
Parallelizable solution methods for local PDE non-overlapping DD will be generalized
to the nonlocal setting. For example, Lagrange multiplier methods, e.g., FETT [29],
Arlequin methods [25], and optimization-based DD methods [32, 33, 34], all of which
are in use for local PDE non-overlapping DD and which are also all good candidates
for generalization to the nonlocal DD setting. Other local DD solution methods could
also be considered for generalization. As is the case for the framework developed
in this paper, generalizations of solution methods will pose challenges because of
nonlocality. One thing to keep in mind is that a preferred solution method in the
local setting may or may not remain so when generalized to the nonlocal setting.
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Appendix A. Proof of Lemma 7.
It is convenient for what follows to introduce, for each n = 1,..., N, such that
T, # 0, the splitting

I, =T;UT! with

I'y ¢y, suchthat TN (Ugﬁzl)n,#nl“n,) =0
FL =T\l CTy

so that I'* (resp. T'}) are the disjoint parts of T',, that do not (resp. do) overlap with
any other I,y with n’ # n. The blue regions in Figure 2-right illustrate examples of
the sets I'},. Note that, by definition, I}, N T}, = (). With these definitions in hand,
we have that, forn = 1,...,Ng, Q, U fn ul', =Q,U fn ury u I‘IL. We can then
express (21) as

N,
Cala,y) =) Xo,uryut,urt, (8) X, urs up,ur), (¥)-

n=1

s
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Note that among the sets 2, L', f", and '}, the only two that may possibly overlap
with other sets are I'[, and T',,. For this reason and for ease of notation, we further
introduce the set I';, = T IL UT,,. Based on this consideration, we split the outer

integral of the bilinear form A, into a set that does not overlap with any other sets
(i.e. Q,UT%) and T',,. We have:

A (tUn, vp)
=/ B / a5 y) H(vn(y) = vn(%)) (unly) — un(x))v(x, y)dydx
Q,UT* UT,, JQ,ur=Ut,

— Azwjmnt (un7 Un) R szerlap(un, vn)7
where

Adzsyoznt (u v'n i

/ / (5,9) " (1n(¥) = 10 () (tn (¥) — 1 () 7(%, y)dy .,
Qn UF Qn UF UF

onerlap (un, Un —

/ /Q Ur=Ul,, (6,3) 7 (vn(¥) = vn(x)) (n(¥) = un(x))7(x, y)dydx.

To simplify the notation, we let wy(z,y) = (un(y) — un(x))v(x,y) and (u(y) —
u(x))v(x,y) = w(xz,y). Note that whenever  or y belong to a set that overlaps
with other sets, the interface conditions guarantee that wy,(z,y) = w(x,y). We first
analyze A%$7°; we have that

Aiisjoint(un7vn):/ / _ w(x,y)dydx
Q,urx JQ,urxur,
:/ / w(x,y)dydx
Q,Ury JQ, ursur,
+/ / w(x,y)dydx
Q,urs J(QUID)\(Q,UT5UT,,)

where the first equality follows from the fact that ¢ Ax,y) =1forx € Q, UT
and y € Q, UL}, UT, and the second inequality from the fact that ~v(x,y) = 0 for
xe€Q, U andy e (QUD)\ (@, UT; UT,). Hence,

Ns
- Adisgoint (y, 4 :/9 / w(x,y)dydx.

n=1

By definition of (4, for any y € (9, UT%) and for any x € I',, we have (4(x,y) = 1,
hence

Acverlap(y, 4y ) = /~ /Q . (Vn(y) — vn(x)) (un(y) — un(x))y(x,y)dydx
[ €y (0nl3) = n0) (n(3) — w13y

_ sze’rlap,[(un, vn) ol szerlap’ll(un, Un)'
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We introduce an open disjoint covering {A,}i\]:*1 of Uﬁ;l fn, ie.

Ny N -
UAi:UFn, and AiﬂAj:(Z), fOI‘i?éj,
i=1 1=1

such that there exists an index set I,,, n = 1,... Ny, for which
U Ai=Tn.
i€l,
In practice, this means that for every n = 1,... N, there exists a subset of the covering

that provides a disjoint covering of I',,. Note that such a disjoint covering always
exists. Then we have

N

N
A;)Lverlap,l Umvn) = / / w"(x’y dydx
Ns
-3y / / wn (X, y)dydx
A JQu UL

n=1:€l,
N; Ny

S5 [ o

n=1i=1
Nx / [Ns /
i=1 VA0 [p=17/ QUL

=/ ~/ w(x,y)dydx,
Unz, Tn JURZ, (QaUT5)

where the second equality follows from the fact that {A;};c;, form a disjoint covering
of T',,, the third from the fact that v(z, y) = 0 for all the extra terms, the fourth from
the fact that the sums are independent and hence can be switched, and the fifth from
the fact that the sets are disjoint.

For AgveriapIT we have

W (X, y)dy] dx

N

E A%verlap,ll (un7 Un) —
=
s

N
-
n=1 nz:/f /ﬂ Calz,y)  w(z,y)dydx
N
>

> > /A /Aj Calz,y) tw(z, y)dydx,

n=1i€l, j€l,

where, again, the second inequality follows from the fact that the sets {A;}icr, are

disjoint and form a covering of I',.
Next, we introduce the index set Z;;(x,y) that contains all indexes n such that
(x,y) € A; x Aj and 4,5 € I,,. Formally,

(57) Lij(x,y) ={ne{l,...,Ny}st.x €A, ye A;, and i, j € I,,}.
We let cardinality(Z;;)(x, y) = wi;(x, y); this is the number of times the pair (x,y) €
A; x A; is considered when solving all subproblems, i.e.

N
o(o) = 3 X0 € Ty

n=1
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Note that for £ € A; and y € A,

N
Calm, y) = XQHUF;UFTL (w)XQnUF;ufn (¥)
n=1
N,
(58) = X(n € Lij(x,y))Xa, () Xa, (v)
n=1
N
= Y X(n € Lij(e,y)) = p(2,y).
n=1
Thus,
Zonerlap II unyvn Z Z Z / / CA T y 1w(m7y)dyd$
n=14i€l, jeI,

- Z Z Z/ / X(n € Tij(z, y)) X, ()X, (y)Calz, y) " w(z, y)dyda

n=1i€l, jel,
Ns N N
—ZZZ/ / X(n € Ty (@, y))Xa, (@) X, (y)Ca(a, y) " w(@,y)dyde
n=11i=1 j=1
Ny N

—ZZ/ / Calm,y)Ca(z, y)  w(z,y)dyde

=1 j=1

/ B / _ w(z,y)dydx.

Here, in the second equahty we only added terms that are equal to 1 because all the
indicator functions are active. This allows us to extend the sums over ¢ and j in the
third equality because all the extra terms are zero. Then, the fourth equality follows
from (58) and the fifth from the fact that all sets A; and A; are disjoint.
It then follows that
N,

N,
§ :szerlap § :(onerlapl un,vn>+A%verlap,[l(un’vn)>

n=1

(59) :/m 5 (/ T w(x, y)dy+/ufilfn w(x,y)dy)dx

nl

/ / w(x,y)dydx.
Ns T, Jour

nl

The last equality follows from the fact that UJnV:l(Qn UT%) and [J- e (Thu T,) are
two disjoint sets. For the same reason, we have

N,

Z‘A UmUn — Z (Adzsjomt(u vn)+Aouerlap(u Un))

n=1

(60) /Ng / wix, y)dydx + / / i, y)dydz
U (@.urx) Jaur UNe, T, Jaur
H=1

= / / w(x,y)dydx = A(u,v).
Qur Jour
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The proof for F directly follows from the same arguments and it is not reported.

Appendix B. Numerical tests for a FETI formulation. Numerical sim-
ulations have been conducted to validate the theoretical analysis presented in the
paper and illustrate the consistency and robustness of the proposed nonlocal domain-
decomposition strategy. Specifically, we illustrate Proposition 8 that states that the
solution of the single-domain problem and the one obtained from the solution of the
multi-domain problem are equivalent.

We point out that in these preliminary tests we consider the special case of simple
rectangular domains discretized by structured grids; furthermore, we choose ¢ such
that § = ch for some positive integer ¢ > 1. This is a restrictive choice, although
standard in several meshfree settings.

Solution strategy We solve the multi-domain system with a FETI-like approach
(see [29] for the local counterpart), as outlined in Remark 5 in the paper, i.e. we
prescribe the coupling conditions weakly as follows:

(61) /f 2 (tn(®) — ups () pu(x)de =0  Vpe W"‘fmfn/'
JIpN

Note that in FETT approaches the test function g in (61) plays the role of a Lagrange
multiplier and is part of the unknowns.

Discretization We discretize the multi-domain problem via finite element method
using piecewise linear finite element spaces for both the solution of the single-domain
problem, the solutions of the multi-domain problem and the Lagrange multipliers.

Software The matrix assembly is performed using the C++ finite element library
FEMuS °, built on top of the PETSc library [8]. The solution of the multi-domain
system is obtained either with the same library, or with Matlab. In the former case,
the system is solved in a monolithic fashion using the MUMPS direct solver [4]. In the
latter case, we first solve for the Lagrange multipliers and then for the sub-solutions
with a Schur complement approach.

Notation and problem set up In all our tests we denote by u” the approximate
finite element solution of the single-domain problem and by u/% the one obtained
from the solution of the multi-domain problem. According to the strategies described
in the previous paragraph, we denote by u?dd and ug/’[dd the solutions computed with
FEMuS and Matlab respectively. We also introduce the vectors yr and ¢)s that

correspond to the nodal values of the solutions and multipliers corresponding to u%dd

and u;’/i,dd respectively. We consider the following subdomain configurations:
C1 Four subdomains with Dirichlet volume constraints, see Figure 4.
C2 Two subdomains for a cantilever beam domain, i.e. one domain with mixed
(Dirichlet-Neumann) volume constraints and one domain with Neumann con-
straints only, see Figure 5.
C3 Two subdomains with a floating subdomain fully contained in the other do-
main to which Dirichlet volume constraints are prescribed, see Figure 6.

Results for C1  Note the absence of floating subdomains, i.e. the multi-domain
problem does not require any special treatment since its matrix is non-singular. Let
the (single) domain be defined as 2 = [—1, 1] x[—0.5, 0.5] and let QUI" = [—1.25, 1.25] x

Shttp://github.com/gcapodag/MyFEMuS
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Fia. 4. Four-subdomain configuration without floating subdomains, C1.

F1a. 5. Two-subdomain configuration with a floating domain, C2.

Fia. 6. Two-subdomain configuration with a floating domain Q2 fully contained in 21, C3.

[-0.75,0.75], i.e. & = 0.25. The mesh size is set to h = 0.0625. In Figure 7 we show
the computational domain €2 in blue, the computational interaction domain I" in red
and the finite element quadrilateral grid. These are decomposed in four subdomains
as shown in Figure 4. The finite element solutions for the single-domain and multi-
domain problem are compared in Figure 8.

Numerical errors are reported in Table 1, first row. Here, we report, respectively
in each column, the L? norm of (u" — u’}’dd), the ¢2 norm of the difference of their
nodal values, i.e. (@ — @p), and the £2 norm of (§r — ). Results show that all
these errors are zero up to machine precision; hence, the single-domain and multi-
domain solutions are equivalent, regardless of the solver used for their computation,
confirming the theoretical results.

Results for C2  Note that in this configuration the right subdomain is floating
(physical and virtual interaction domains are of Neumann type), hence, the multi-
domain matrix is singular and special care must be taken when solving the system.
The (single) computational domain, computational interaction domain and quadri-
lateral grid are the same as in C1, see Figure 7. In Figure 9, left, we report the
single-domain finite element solution u; on the right, we report a line plot at y = 0 of
the sub-solutions, denoted by w; and us. Note that u; and ug are set to zero outside
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lut — w2 (|7 —drlle |Fr — Fulle
C1 1.10e—15 2.00e—14 2.78e—14
C2 5.85e—14 9.60e—13 1.70e—11
C3 1.80e—15 2.00e—14  2.30e—12
TABLE 1

Errors between solutions.

F1G. 7. Domain, interaction domain and quadrilateral grid for the configurations C1 and C2.

FIG. 8. For configuration C1, finite element solutions u™ (left) and u" (right).

their respective subdomains. The numerical errors are reported in Table 1, middle

3.
—ul
;l

FIG. 9. For configuration C2, u on the left; line plot at y = 0 of u1 and uz on the right.

row. Once again, the errors are zero up to machine precision. This confirms the
suitability of the proposed formulation also in presence of floating subdomains.
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Results for C3 In this test we consider a different domain for the single-domain
problem, we let Q = [-2.2.] x [-1.5,1.5] and QUT = [—2.25,2.25] x [-1.75,1.75], i.e.
0 = 0.25. The mesh size is set to h = 0.125. In this test a floating subdomain is fully
contained in 2, as illustrated in Figure 6. In Figure 10 we report the single-domain
solution u” on the left and the sub-solutions u; and uy in the middle and on the right
respectively. The numerical results reported in Table 1, bottom row, show the same
error behavior as for cases C1 and C2. We conclude that the proposed approach
is consistent also in the realistic case of floating subdomains fully contained in the
single-domain.

Fia. 10. Solutions for C3. Left: global solution. Middle: wy. Right usz.



