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ABSTRACT

The study of photochemical reaction dynamics requires accurate as well as computationally efficient electronic structure methods for the
ground and excited states. While time-dependent density functional theory (TDDFT) is not able to capture static correlation, complete active
space self-consistent field methods neglect much of the dynamic correlation. Hence, inexpensive methods that encompass both static and
dynamic electron correlation effects are of high interest. Here, we revisit hole-hole Tamm-Dancoff approximated (hh-TDA) density func-
tional theory for this purpose. The hh-TDA method is the hole-hole counterpart to the more established particle-particle TDA (pp-TDA)
method, both of which are derived from the particle-particle random phase approximation (pp-RPA). In hh-TDA, the N-electron electronic
states are obtained through double annihilations starting from a doubly anionic (N+2 electron) reference state. In this way, hh-TDA treats
ground and excited states on equal footing, thus allowing for conical intersections to be correctly described. The treatment of dynamic cor-
relation is introduced through the use of commonly employed density functional approximations to the exchange-correlation potential. We
show that hh-TDA is a promising candidate to efficiently treat the photochemistry of organic and biochemical systems that involve several
low-lying excited states—particularly those with both low-lying nn* and nn™ states where inclusion of dynamic correlation is essential to
describe the relative energetics. In contrast to the existing literature on pp-TDA and pp-RPA, we employ a functional-dependent choice for
the response kernel in pp- and hh-TDA, which closely resembles the response kernels occurring in linear response and collinear spin-flip
TDDFT.

I. INTRODUCTION

Linear response time-dependent density functional theory
(TDDFT) is the most commonly used electronic structure method
for excited states due to its low computational cost and rel-
ative accuracy for absorption spectra involving valence excited
states. Unfortunately, due to the difficulties that presently available
approximate exchange-correlation (XC) functionals encounter with
near-degeneracies and static correlation, it is unsuitable for pho-
tochemical problems involving a conical intersection between the

ground and first excited states.” While complete active space self-
consistent field (CASSCF) methods can treat static electron cor-
relation, they struggle to describe dynamic correlation.” Adding
a correction to recover dynamic correlation (as in multirefer-
ence perturbation theory or multireference configuration inter-
action’) significantly increases the computational cost of the
method and renders nonadiabatic dynamics simulations com-
putationally intractable for many interesting medium to large
sized molecules (although such dynamics is feasible for small
molecules” 7).



There has long been interest in the development of inexpen-
sive excited-state methods that can simultaneously treat dynamic
and static correlation. One approach to this problem is to aug-
ment traditional multiconfigurational methods with semiempirical
parameters. These parameters can be as simple as a constant scaling
parameter applied to the energy ~ or as complex as a full semiempir-
ical treatment of the Hamiltonian matrix elements. ~~ While often
successful, these methods may require cumbersome system-specific
parameterization. Alternatively, conventional multiconfigura-
tional wavefunctions can be combined with a Kohn-Sham (KS) den-
sity functional theory (DFT)-based treatment of dynamic electron
correlation. ”~ Many of these methods use conventional multicon-
figurational wavefunctions to capture static correlation and include
a DFT-based treatment of dynamic correlation. Methods of this

type include range-separated wavefunction/DFT methods,”” mul-
ticonfigurational pair-density functional theory (MC-PDFT),
and combinations of DFT and configuration interaction, such

as in DFT/MRCI. Alternative approaches attempt to incorpo-
rate multireference character directly in the DFT formalism by using
an unconventional reference™” or appealing to ensemble densities.
Spin-flip TDDFT (SE-TDDFT)™ is an example of a scheme based
on an unconventional reference. Spin contamination problems
have plagued DFT-based spin—flip methods; however, this has
recently been addressed by combining SE-TDDFT with ad hoc cor-
rections from DFT/MRCL"" Ensemble formulations of DFT include
the spin-restricted ensemble-referenced Kohn-Sham (REKS) meth-
ods.” To date, REKS methods need to be formulated specifically for
the chosen ensemble (defined by an active space, as in CASSCF), and
a general formulation applicable to arbitrary active spaces is lack-
ing. Current implementations including gradients and nonadiabatic
couplings are only applicable to an active space of two electrons in
two orbitals.

The recent development of particle-particle random phase
approximation (pp-RPA) methods has opened new possibilities for
inexpensive excited-state methods. The original aim of pp-RPA was
to provide ground state correlation energies via an adiabatic con-
nection fluctuation dissipation theorem (ACFDT) approach.
While the particle-hole RPA (ph-RPA) ACFDT approach recov-
ers the ring channel of the correlation energy from the cou-
pled cluster doubles (CCD) equations, = the ladder channel of the
CCD correlation energy is obtained from the pp-RPA ACFDT
approach. Yang and co-workers also highlighted pp-RPA and
its Tamm-Dancoff approximated pp-TDA variant as effective meth-
ods to compute electronic ground and excited state energies.
Starting from a doubly cationic (N-2)-electron reference, the N-
electron ground state and excited states generated by excitations
from the highest occupied molecular orbital (HOMO) are recov-
ered by performing two-electron attachments. This allows the
treatment of the N-electron ground and excited states on equal foot-
ing (derived as simultaneous eigenvalues of a common Hamilto-
nian) at a computational cost comparable to the simplest excited
state methods, e.g., TDDFT/ph-RPA and configuration interaction
singles (CIS). Because the ground and excited states are treated
on equal footing, pp-TDA based on an (N-2)-electron reference is
able to predict the correct topography around conical intersections,
as has been shown explicitly for H; and NH;.” This is a major
advance over conventional ph-TDDFT and CIS methods, which
cannot reproduce conical intersections involving the ground state.

In 2014, Peng et al. derived the pp-RPA equations from linear
response theory by choosing a pairing field perturbation (termed
TDDEFT-P, see below in Sec. ).”" This formally allowed for the
combination of pp-RPA and DFT references. Hence, the effect of
dynamic correlation on the orbitals is incorporated through the
exchange-correlation (XC) potential, while the pp-RPA and pp-TDA
schemes ensure that ground and excited states are treated on equal
footing and therefore can treat exact degeneracies correctly (see also
Sec. ).

In a procedure complementary to pp-TDA and pp-RPA based
on an (N-2)-electron reference, the N-electron ground state and
excited states can also be generated through double annihilations
from a double anionic (N+2)-electron reference in which the low-
est unoccupied molecular orbital (LUMO) is populated with two
additional electrons. This (N+2)-electron pp-RPA scheme and its
corresponding hole-hole (hh) Tamm-Dancoff approximation (hh-
TDA) were first presented by Yang and co-workers.” Although
the pp-RPA and pp-TDA methods based on an (N-2)-electron ref-
erence have now become quite established, less attention has
been paid to the hh-TDA method based on an (N+2)-electron refer-
ence. Yang and co-workers applied the hh-TDA method to oxygen
and sulfur atoms~ (noting “relatively large errors” in the results),
but we have found no published reports of further developments
or applications of hh-TDA to molecules. In this paper, we suggest
that the #h-TDA method is worthy of renewed attention. Similar to
the pp-TDA method, hh-TDA can effectively capture dynamic and
static correlation in ground and low-lying excited states, including
near- and exact degeneracies. Furthermore, the active orbital space
in the (N+2)-electron-based hh-TDA appears to be suitable for the
description of excited states in many organic molecules that are inac-
cessible to (N-2)-electron pp-TDA. Examples include molecules
with low-lying nn™ and mn* excited states that cannot be simul-
taneously described within pp-TDA (which, by construction, can
only describe excited states where an electron is excited from the
HOMO).

In contrast to previous work on pp-RPA, for both pp- and
hh-TDA, we formulate the response kernel in a functional-specific
way that resembles the kernels occurring in linear density matrix
response theory. This new formulation of the response kernel is
compared to the previously used functional-independent variant.
We put particular emphasis on the utility of the hh-TDA method in
the treatment of organic and biologically relevant systems involving
both i and nn”™ transitions.

Il. THEORY

A. Particle-particle random-phase
approximation from pairing field
perturbations

The particle-particle random phase approximation (pp-RPA)
equations were derived by Peng and co-workers” by means of
coupled time-dependent perturbation theory in analogy to well-
established linear response theory by choosing a pairing field pertur-
bation within the framework of Hartree-Fock (HF)/Kohn-Sham-
Bogoliubov theory (termed TDDFT-P).” The ground state for this
non-interacting particle system is defined by the zero-temperature
grand potential as



Qly, ] = Ts[y, €] + Veu[y] + Dext[x] + Epxc[y, k] —uN. (1)

Here, T[y, «] is the independent particle kinetic energy and Vex[y]
is the external potential energy, which contains the nuclear-electron
attraction. Dex[«] denotes the external pairing potential, and the last
term preserves the total electron number. Ejxc |y, ] is the mean-field
potential energy due to the electrons and includes the particle-hole
and particle—particle channels via the one-particle density matrix y
and the pairing matrix «, respectively. The indices J, X, and C denote
the Coulomb, exchange, and correlation components of this func-
tional, respectively. The one-particle density matrix in the canonical
molecular spin orbital basis is given by

Ypq = (‘I’|a;aq|‘1’) =8 Vprge {11}, (2)

while the pairing matrix (or anomalous density matrix) is defined as
Kpg = (¥lapa[ )., = (¥lalal[¥), Vp e {1} andqe {1},  (3)

VY refers to the single-determinant ground state wavefunction of the
non-interacting Kohn-Sham (KS) system. Here and in the follow-
ing, i, j, k, I denote occupied, 4, b, ¢, d denote unoccupied, and p, g,
r, s denote general molecular orbitals.

For the hypothetical true functional Ejxc[y, «], the real-space
density and anomalous density of the non-interacting KS system are
identical to the respective quantities of the true interacting system.
In the work of Peng et al.,” a non-superconducting system with no
external pairing field in the ground state Hamiltonian is used. In
that case, Dext[] = 0. As a result, the mean-field potential energy
is free from indirect electron-electron interactions (e.g., phonon-
mediated interactions)”” and contains only direct electron-electron
interaction contributions via the (anti-symmetrized) Coulomb oper-
ator and XC potential. Based on the ground state defined by Eq. (1),
Peng et al. derived the pp-RPA method by perturbing the ground
state with an external pairing field. The TDDFT-P equations, which
describe the coupled response to the pairing field perturbation, are
given as

—[w — (& + & — 2) 10k (w) = 8D (w) + 8D (w),  (4)
[0 — (ea + & — 24)]0kac (@) = DT (@) + 0D (w).  (5)

Here, 8xpq(w) are the first order changes in the pairing matrix
induced by the external frequency-dependent pairing field perturba-
tion 8Dy (w), w is the frequency of the perturbation, €, is the orbital
energy, and y is the chemical potential or Fermi energy. The pair-
ing matrix response Lyg,rs of the mean field potential is contained in
5D (w),

Noce Nyirt
(SD?;C((A)) = - Z quJléle(w) - Z qu)bd(SKbd(a)). (6)
>l b>d

In our formulation of pp-RPA, the choice of Lyq,rs differs from the
one presented by Yang and co-workers,
below.

as discussed in detail

B. The adiabatic particle-particle
linear-response kernel

For a non-superconducting system in the absence of Dey¢[x], the
pairing matrix and its associated XC potential are zero in the elec-
tronic ground state. Consequently, only the y-dependent terms in
Eq. (1) survive, and minimizing the zero-temperature grand poten-
tial becomes equivalent to minimizing the standard KS or Hartree-
Fock (HF) energy expression. It is only after taking the second
derivatives with respect to « that the particle-particle channels of
the mean-field potential as in Egs. (4) and (5) become non-zero. In
the framework of ab initio wavefunction theory, the pp-RPA equa-
tions are based on a HF reference, and the mean-field potential takes
the form of an anti-symmetrized Coulomb integral.” In that case,
the pp and particle-hole (ph) channels of the mean-field potential
are formally equivalent. We note, however, that only the exchange-
type integral survives the spin integration in the pp channel (see the

In the context of approximate KS DFT, there may exist some
liberty in choosing the explicit form of this response kernel. Given
that contemporary semi-local density functional approximations
(DFA) are defined for x¥ = 0, the pairing matrix response of the
density functional drops out,

_ OExcly]
Oy Ok

DFA DFA

Exc [yx=0]=Exc [y] (7)

Yang and co-workers have already employed this approximation
for the XC density functional response. Furthermore, they chose to
use the HF-type mean-field response, i.e., a bare anti-symmetrized
Coulomb integral, as the response kernel.” It is therefore indepen-
dent of the underlying density functional approximation (DFA).
With this kernel, the chosen DFA only affects the orbitals and orbital
energies that enter the pp-RPA calculation, but not the pp response
expression itself.

In this work, we employ a different choice for the pp response
kernel. Given the formally equivalent ph and pp response kernels
when using a HF reference,” which may be regarded as a special
choice of the KS system, we draw analogy from the well-known ph
linear response TDDFT. In spin-preserving ' and spin—flip (SF)
formulations of TDDFT, the response kernel reflects the underlying
ground state DFA in the way the non-local Fock exchange enters the
response. Hence, we choose to use the same modification of the non-
local Fock exchange, i.e., the global scaling and/or range-separation
employed by the corresponding DFA,

Lpgrs = [pslar] - ax' [prlas] - ax " [prlqs]™". (®)

The first term on the right-hand side corresponds to the Coulomb-
type two-electron integral (Mulliken notation for spin MOs),
whereas the remaining terms denote the modified exchange-type
two-electron integrals. ay" is the functional-specific scaling factor for
the global [full-range (FR)] exchange integral,

[prigs) = [ 6 (x)gr(x0) 24 () (x)dmidre. )

Here, ¢ refers to a molecular spin orbital and x;/x, denote all spatial
and spin coordinates of electrons 1/2. The short range-attenuated



(SRA) part of the exchange integral employs the modified Coulomb
operator and is given as

prla™ = ff ¢;<xl>¢r(xl>er““ﬁj“”2)¢;(xz)¢s(xz>dxld(xz.)
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Like Yang and co-workers, we also assume the pairing matrix
response of the XC functional to be zero [see Eq. (7)], allowing the
response kernel to become frequency independent. Due to spin inte-
gration (note the definition of the pairing matrix), the Coulomb part
in the pp response kernel is zero; hence,

Lyars = —ax. (pr[gE) - ax (pr]gs) ™. (11)

Here, we have used the Mulliken notation for spatial MOs and over-
barred orbital indices to highlight orbitals corresponding to f3 spin.
Our choice for the response kernel [Eq. ] is identical to the one
in collinear SF-TDDFT but with inverted sign [note that Lyg . is
subtracted in Eq. below]. This can be understood from a sec-
ond quantization picture in which both the spin—flip and pp-RPA
approaches apply creation/annihilation operators acting on differ-
ent spin, i.e., aiai in spin-flip and “I“I/“T‘ll in the pp/hh channels.
Therefore, only the exchange integral does not vanish upon spin
integration, as in pp-RPA, and the flipped sign results from the com-
mutation relation of the annihilation and creation operators (see
the for a comparison). SE-TDDFT can be
derived from linear-response ph TD-DFT if changes in the density
matrix that do not preserve the S, expectation value are allowed.
Due to its origin from an analogy to linear response SF-TDDFT,
we refer to our choice of the response kernel, Eq. , as the lin-
ear response-type kernel in the following to distinguish it from the
DFA-independent, HF-like kernel used by Yang and co-workers.

C. The hole-hole Tamm-Dancoff approximated
pp-RPA method

Using the response kernel in Eq.
and (5) in matrix notation as

AP B (w0 \]|(W(w)) _ (6D”(w)
g7 At Lo —o) &)~ \sD"(w)) 12

Here, the superscripts pp and hh define the particle-particle (dou-
ble creation in the virtual space) and hole-hole (double annihila-
tion in the occupied space) blocks, respectively. A is of dimension

, we can rewrite Eqs.

2 2 hh : : 2 2 .
Nyire X Ny, and A™ is of dimension 75 X ng... Their elements are
given as

[App]ac,hd = Auc,bd = 8ubacd(€a + € — 2,“) - Luc,bd (13)
and
[A"™ )i = Auji = ~050u(es + e — 2u) — L. (14)

B" = [B”"]" is of dimension n?.. x n%,, and is given as

Bitbd = —Likpa- (15)

If we now let the perturbation [right-hand side in Eq. ] go
to zero, we find that there are non-trivial solutions to this sys-
tem of equations, which correspond to the poles of the particle-
particle/hole-hole response function. This leads to the non-
Hermitian eigenvalue problem

AP B\ (X\ (X\[w 0

EEE-EE e
Employing the commonly used notation,” the matrices X and Y
contain the eigenvectors, which correspond to the pp and hh changes
in the pairing matrix x. w is a diagonal matrix, which contains
the eigenvalues of the non-Hermitian eigenvalue problem. If we
neglect the coupling matrices B and B”" between the pp and

hh blocks, we obtain the so-called Tamm-Dancoff approximated
(TDA) eigenvalue problems,

APPX = Xof? (17)
for the pp-TDA case and
AMY = Yo' (18)

for the hh-TDA problem.

Note that within TDA, the constant diagonal shift of ¥2 in
Egs. and (14) can be removed from the definition of the corre-
sponding matrix elements. Both of these eigenvalue problems are
guaranteed to have only real eigenvalues. This makes them more
robust than the full pp-RPA case, which can have complex solu-
tions that spoil the potential energy surfaces (PES) around coni-
cal intersections (as noted in the context of coupled cluster the-
ory”""). While the pp-TDA method based on an (N-2)-electron
reference has been extensively investigated as a method to describe
low-lying excited states and S¢/S1 conical intersections,” the
hh-TDA method has been less thoroughly explored for the molec-
ular electronic structure.” In this work, we suggest that hh-TDA
should be revisited as an efficient DFT-based method capable of
computing low-lying excited states even in the presence of conical
intersections.

Before benchmarking the hh-TDA method along with our
choice for the response kernel [Eq. ], we will briefly discuss some
practical aspects of the pp-TDA and hh-TDA methods in Sec.

D. Practical considerations of the pp-TDA
and hh-TDA methods

In both the pp-TDA and hh-TDA methods, the N-electron tar-
get system is described by first solving the ground state electronic
structure for a system that differs by two electrons from the N-
electron target system. This corresponds to a double cation (N-2
electrons) in the case of pp-TDA or a double anion (N+2 electrons)
in the case of hh-TDA. The ground and excited states of the N-
electron target system are then obtained by creation (pp-TDA) or
annihilation (hh-TDA) of two electrons (see ).

The inability to describe either doubly excited states or conical
intersections involving the ground state are well-known shortcom-
ings of standard single-reference methods such as linear-response
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FIG. 1. Graphical representation of the pp-TDA (left) and hh-TDA (right) meth-
ods to obtain the N-electron ground state and excited states. In the pp-TDA case
(left), the orbitals are obtained from a SCF calculation on the (N—2)-electron
system. Addition (green) of two electrons into the virtual space recovers the N-
electron ground and excited states. The closed-shell N-electron ground state
obtained from pp-TDA is dominated by the configuration that corresponds to
a double creation in the LUMO [with respect to the (N—2)-electron system].
In the hh-TDA case (right), the orbitals are obtained from a SCF calculation
on the (N+2)-electron system. Annihilation (blue) of the two electrons in the
occupied orbital space then recovers the N-electron ground and excited states.
Here, the N-electron ground state is dominated by the configuration that cor-
responds to a double annihilation in the HOMO [with respect to the (N+2)-
electron reference].

(ph) TD-DFT and CIS. These are both rectified by pp- and hh-TDA.
Since the ground and the excited states are solutions of the same
eigenvalue problem, near- and exact degeneracies (such as conical
intersections) can be properly described. Furthermore, some dou-
bly excited states can be computed (see ). At the same time,
the preceding ground state calculation of the double ionic state is
of single-reference complexity and incorporates dynamic correla-
tion by virtue of the XC potential. Therefore, both pp- and hh-TDA
schemes are, in principle, able to capture static and dynamic cor-
relation, making them promising methods for use in nonadiabatic
dynamics simulations. Furthermore, in contrast to the SF-TDDFT
scheme, pure eigenfunctions of §* are obtained trivially in both pp-
and hh-TDA.

However, both methods also have some obvious shortcom-
ings in common. First, the excited state expansion space is highly
restricted. Taking the N-electron target system as reference, pp-
TDA only includes excitations from the HOMO, while hh-TDA is
restricted to excitations to the LUMO. Second, both methods take

a detour by computing the orbitals for a reference that differs in its
total charge from the target state, as SE-TDDFT does with a differing
spin state. As a result, two-state degeneracies of the N-electron state
can be treated at the cost of a single reference method. However, the
orbitals are not optimized for the N-electron system. This may have
a significant implication for dynamics simulations: a degeneracy on
the (N+2) or (N-2) surface itself can occur and cause instabilities in
the SCF procedure.

Zhang et al. noted that the choice of a (N+2) reference may be
hampered by the existence of unbound orbitals.” Presumably, this is
one of the reasons that the hh-TDA method has not received serious
attention in molecular electronic structure so far. There are two dis-
tinct consequences of unbound orbitals that can be envisioned. The
first consequence is quite practical, namely, that it may be difficult
to converge the SCF procedure for the (N+2) reference. In the usual
hh-TDA method, non-convergence of the SCF procedure for the
(N+2) reference would be fatal. The second consequence is some-
what more formal. Even if SCF convergence can be achieved, orbitals
with positive orbital energies do not correspond to bound electrons.
They can thus be very sensitive to the employed basis set. Indeed,
with a sufficiently flexible basis set, they would be expected to be
highly delocalized continuum functions and poor representatives of
a low-lying valence excited state.

Regarding the first consideration, we note that poor conver-
gence of the SCF procedure will be exacerbated if the long-range
potential is incorrect. DFAs with 100% long-range Fock exchange
are known to capture the asymptotic potential correctly. Accord-
ingly, using DFAs with 100% long-range exchange, we have not
observed any instability of the (N+2)-electron SCF procedure for
the molecules we tested. Even the green fluorescent protein chro-
mophore (HBI) anion with a net charge of —3 for the reference state
converges without difficulty when an asymptotically correct, range-
separated DFA is used. However, the hh-TDA method is likely to
encounter serious SCF convergence difficulties for DFAs that do not
incorporate long-range exact exchange.

It has been previously observed that finite-basis set DFT is capa-
ble of providing reasonable electron affinities computed as energy
differences EA = Ex — Eny1, even when the anion has unbound occu-
pied orbitals.” This suggests that the second consideration is largely
formal. However, there are also some practical concerns. The success
of hh-TDA in describing excited states is predicated on the HOMO
orbital of the (N+2)-electron determinant being a good approxi-
mation to the bound orbital that predominantly contributes to the
low-lying N-electron excited states. This will certainly not hold if
the HOMO is a good approximation to a continuum orbital, which
is the expected outcome in a sufficiently large basis set. We take
a practical approach here and recommend that diffuse basis sets
should be avoided in the context of hh-TDA. For the finite orbital
basis sets of double- or triple-zeta quality used in this study, there
are very few cases where the hh-TDA scheme based on an (N+2)-
electron reference fails, in spite of the presence of occupied orbitals
with positive energies. This implies that the HOMO of the (N+2)-
electron system is a good approximation to the LUMO of the N-
electron system, albeit with shifted orbital energies. This shift is
effectively removed during the hh-TDA step, leading to a reasonable
description of the relative energies between the N-electron ground
and low-lying excited states. We will further elaborate on this issue
in Sec. , but we emphasize again that diffuse basis sets should
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usually be avoided in combination with the (N+2)-electron refer-
ence calculation.

For pp-TDA, there may also exist a practical implication with
respect to the underlying DFA. It was shown that pp-RPA based
on a HF reference leads to less accurate singlet-triplet splittings,
slower basis set convergence, = and overall less accurate excitation
energies for small molecules™” than pp-RPA based on DFAs with lit-
tle or no exact exchange. Similar results for excitation energies were
reported for pp-TDA." A convenient test case is the nn™ state of
ethylene, where both hh-TDA and pp-TDA provide a suitable active
orbital space. Accurate methods such as coupled cluster and mul-
tireference perturbation theory agree that this should be the lowest
valence excited state. For ethylene, we observe a stronger depen-
dence on the amount of Fock exchange in the DFA for pp-TDA
(Table S13 in the ). The nn* state is the
fourth excited state for pp-TDA-HF, while it is the second excited
state for hh-TDA-HF. It is well-known that adding Fock exchange
to a DFA increases the differential treatment of virtual and occu-
pied orbitals. In molecular systems, ~ the virtual orbitals in HF are
best suited to describe electron attachment, while virtual orbitals
in (semi-)local DFT are more appropriate to describe electronic
excitations.”” This implies that DFAs with large amounts of exact
exchange will raise the energy of the HOMO of the N-electron
target system in pp-TDA. Therefore, when using practical DFAs,
the optimal amount of exact exchange could be different for pp-
TDA and hh-TDA, and this point deserves further study. In this
work, we focus on DFAs for the linear-response-type kernel hh-TDA
framework.

We will note (details in Table S13) that the ordering of the
nn” state for ethylene in pp-TDA is improved by using our lin-
ear response-type kernel compared to the previously introduced
functional-independent HF-type response kernel. For clarity,
it should be noted that purely (semi-)local DFAs have a vanishing
response kernel in our linear-response-type formulation, i.e., A”
and A" are diagonal in that case. In the HF-type response kernel,

the bare anti-symmetrized Coulomb integral is used as the response
kernel, regardless of the underlying DFA.

In hh-TDA, within the limitations of the given basis set (see
above), the LUMO (with respect to the N-electron target system) is
generated on equal footing with the occupied orbitals for HF or any
DFA. Another difference between hh- and pp-TDA is the dimen-
sion of the A matrix to be diagonalized. In pp-TDA, this dimension
increases strongly with the size of the atomic orbital (AO) basis. For
hh-TDA, the dimensions are independent of the basis set size (unless
effective core potentials are used).

We mention for the sake of completeness that pp-TDA-HF
is equivalent to full configuration interaction (FCI) for any two-
electron system, while hh-TDA-HF is equivalent to FCI for an N-
electron system in a basis that provides exactly two virtual molecu-
lar spin orbitals. We have confirmed this via calculations on H; in
an STO-3G basis set (see the ). Thus, both
schemes have similarities to CASCI methods with a fixed active
space (i.e., N electrons in N/2 + 1 orbitals for hh-TDA and two
electrons in nyir + 1 orbitals for pp-TDA). One can speculate that
the ability of the pp-TDA and hh-TDA to describe static correla-
tion arises from their similarity to CASCI methods. For the same
reason, however, neither pp-TDA nor hh-TDA is size consistent.
As long as no degeneracy of the LUMO/LUMO+1 (hh-TDA) or
the HOMO/HOMO-1 (pp-TDA) is present, this is not expected to
have practical implications for the description of relative energies
between electronic states.

Ill. COMPUTATIONAL DETAILS

The hh-TDA and pp-TDA methods have been implemented in
the electronic structure code TeraChem. All hh-TDA and pp-
TDA calculations in this work are performed with this development
version of TeraChem. To compare with the pp-TDA data in the
literature, we have implemented our choice for the response ker-
nel [Eq. ] as well as the HF-type response kernel of Yang and



co-workers.” We confirmed that our implementation is correct by
comparison of pp-TDA excitation energies with values reported in
the literature ~ as well as comparisons between CASCI and hh/pp-
TDA using Hartree—Fock reference states.

In the functional assessment for vertical excitation energies
with hh-TDA in Sec. , we considered the global hybrid function-
als B3LYP, PBEO, and BHLYP as well as Hartree-Fock.
Thus, we cover different amounts of non-local Fock exchange in the
mean field Hamiltonian (20%, 25%, 50%, and 100%, respectively).
Additionally, we test different range-separated hybrid functionals,
namely, CAM-B3LYP, wPBEh," and the B97"” type function-
als: wB97,"” wB97X,”” and wB97X-D3."”” For clarity, it is empha-
sized that the latter two are different in their functional parameters
(see the ) and hence should give rise to dif-
ferent electronic structures. The DFA assessment is restricted to
the linear response-type kernel variant of hh-TDA [Eq. ] For
the assessment of different functionals, we employed the spherical
split-valence atomic orbital def2-SV(P) basis set by Ahlrichs and
co-workers. All SCF calculations used the converged Hartree—-Fock
orbitals as guess orbitals. The systems considered in this work are
given in the .

When comparing pp-TDA and hh-TDA in Sec. , We use

the same spherical TZVP basis set” that has been used in the orig-
inal benchmark papers by Thiel and co-workers.” Both schemes
are employed in a setting, in which the occupied and active orbitals
have been generated on equal footing, i.e., where these orbitals
experience a mean-field potential with the same number of elec-
trons. The pp-TDA is hence combined with the generalized gra-
dient approximation (GGA) functional PBE"" (see also Sec. ).
hh-TDA is combined with the range-separated functional wB97X,
which is shown to be a well-performing combination in Sec.
(and in the ). We consider both the linear
response-type (this work) and the HF-type (Yang and co-workers)
response kernels for pp-TDA and hh-TDA. Additionally, we have
performed ph Tamm-Dancoff approximated TDDFT calculations
with the wB97X functional. For reference, we use the best estimates
for excitation energies of Thiel and co-workers” and complement
these with equation-of-motion singles and doubles coupled cluster
(EOM-CCSD) calculations (the same basis set) as implemented in
Q-Chem v5.0.0.

In Sec. , we calculate the ethylene potential energy sur-
face (PES) with hh-TDA-wB97X (linear response kernel) using the
Cartesian def2-SVP'™"" basis set. The scans along the pyramidaliza-
tion and torsion angles were performed without relaxation of the
remaining degrees of freedom.

The excited state energies of thymine at three critical struc-
tures are considered in Sec. . We use hh-TDA in combi-
nation with the wPBE functional and the Cartesian 6-31G** basis
set. A range separation parameter w = 0.2 a.u. was selected after
a coarse scan and comparison against high level reference values
for this molecule. We calculated these reference values with EOM-
CCSD/aug-cc-pVDZ with Q-Chem. While the Franck-Condon
(FC), the S; minimum, and the S;/S; minimum energy conical inter-
section (MECI) were optimized with hh-TDA, we used the respec-
tive coupled cluster (CC) geometries of Ref. 86 for single-points at
the EOM-CCSD/aug-cc-pVDZ level of theory. The S, (nn*) sad-
dle point geometry therein is claimed to be “in close proximity”
to the conical intersection seam.” Due to the lack of a properly

CC-optimized MECI structure, we use that structure as a substitute
and estimate the MECI energy by averaging the S; and S, energies
computed with EOM-CCSD/aug-cc-pVDZ.

In Sec. , we apply hh-TDA with the wB97'" functional in
combination with the Cartesian 6-31G** basis set and compare
to results obtained with multireference configuration interaction
methods including single and double excitations (MRSDCI).

IV. RESULTS
A. Functional benchmarking for hh-TDA

The performance of density functionals for the calculation of
vertical excitation energies in the linear-response ph time-dependent
density functional theory framework is well known™ and the role
of Fock exchange is fairly well understood. In contrast, for the hh-
TDA method proposed in this work, the impact of Fock exchange
and the use of an anionic reference on the excitation energies is
not known. Therefore, we start by benchmarking several common
DFAs along with Hartree-Fock (HF) in the calculation of vertical
excitation energies with hh-TDA.

To gain more insight, we consider the lowest vertical excita-
tion energies using molecules and reference data from previously
published datasets where highly accurate excitation energies are
available. We classify the excitation type into different cate-
gories: intermolecular charge-transfer (CT) and predominantly local
excitations. We also consider molecules that have push-pull type
excitations, i.e., excitations with partial intramolecular CT charac-
ter. We find that the functionals behave similarly for this set as for
the local excitations. Thus, we have added them to the latter set
and distinguish only intermolecular CT and intramolecular excita-
tions (see the for separate results of the local
and the push-pull set). In the latter set, we have selected molecules
for which hh-TDA, across different DFAs, produces the same char-
acter for the lowest vertical excitation as the reference method
(SCS-CC2™).

We have not considered any purely semi-local GGA-type DFAs
since these show severe convergence problems in the self-consistent
field (SCF) procedure of the double anionic reference (see also
Sec. ). Although we also expect that global hybrids will not
be optimal in that case, for completeness, we have included some
prototypical global hybrid functionals that differ in the amount of
Fock exchange. All functionals considered are listed in Sec. 111, but
we restrict the discussion in this paper to the globally constant
Fock-exchange DFAs B3LYP, BHLYP, and HF (these functionals
contain 20%, 50%, and 100% of Fock exchange, respectively). Fur-
thermore, we find that all tested range-separated DFAs with 100%
long-range exchange perform similarly; therefore, we restrict the
current discussion to the wB97X-D3 functional. The results for the
other functionals that were tested can be found in the

shows the Gaussian error distributions based on the
mean deviation (MD) and standard deviation (SD) obtained for the
aforementioned reference datasets of excitation energies. While hh-
TDA-HF yields CT excitation energies that are on average under-
estimated by almost 1 eV, the excitation energies for locally excited
states show a systematic overestimation of about the same magni-
tude. Furthermore, the error is significantly more systematic for the
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FIG. 3. Gaussian error distribution functions for hh-TDA with different density functional approximations in the calculation of vertical excitation energies (VEEs). The spherical
def2-SV(P)"®"? basis set and the LR kernel in the hh-TDA calculation have been used throughout. The centers of the Gaussians correspond to the mean deviation (MD),
whereas the width of the Gaussian corresponds to the standard deviation (SD), both in eV. (a) Lowest vertical excitations of single molecules with no or little intramolecular
CT character. The individual MDs and SDs in eV are B3LYP (—0.27, 0.47), BHLYP (0.33, 0.40), HF (1.03, 0.75), and wB97X-D3 (0.24, 0.37), with N = 27. (b) Intermolecular
CT excitations of organic bimolecular complexes. The individual MDs and SDs in eV are B3LYP (1.15, 0.46), BHLYP (0.54, 0.13), HF (—0.87, 0.12), and wB97X-D3 (0.52,
0.11), with N = 6. See the supplementary material for details on the benchmark sets and results with other functionals.

intermolecular CT excitations. For DFAs with low amounts of Fock
exchange, i.e., B3LYP, these trends are reversed, however, with a
smaller magnitude for the underestimation of local excitation ener-
gies. It is noteworthy that the DFAs behave quite different than
in a ph linear response TD-DFT framework. In the latter, DFAs
with low amounts of Fock exchange significantly underestimate CT
excitations.”” The BHLYP functional, which is in between in terms
of the percentage of Fock exchange, shows more consistent errors
for both sets (MD =~ 0.4 eV-0.5 eV), as well as more narrow error
distributions. The range-separated DFA wB97X-D3 behaves even
slightly better than BHLYP. This, along with the fact that the 100%
asymptotic Fock exchange makes these DFAs less prone to SCF
convergence issues with the (N+2)-electron reference, suggests the
use of asymptotically correct range-separated hybrid functionals in
combination with the hh-TDA scheme.

In addition to benchmarking the DFAs for CT and local states,
we investigate state splittings between nn* and locally excited states
with different character (mostly nn™). For this purpose, we have
selected a set of systems mostly comprised of molecules from Thiel’s
2008 benchmark set.”"”’ Problematic systems, which are impossi-
ble to treat with hh-TDA due to the restricted orbital space, were
discarded from the benchmark set. These are systems in which
either the population of the frontier orbitals in the (N+2)-electron
system is not clear (degenerate LUMOs in the N-electron deter-
minant) or the excited states cannot predominantly be described
by a single orbital-orbital transition (benzene, naphthalene, pyr-
role, and s-triazine). Furthermore, butadiene, hexatriene, and octate-
traene are not considered here but in Sec. IV B. The results are
visualized in Fig. 4, while the respective symmetry labels and results
for other density functionals can be found in the supplementary
material. First, we stress the relevance of high amounts of Fock
exchange in the DFA, which we mentioned earlier in Sec. 1T D.

We find that B3LYP and BHLYP, but also a few range-separated
functionals (CAM-B3LYP or wPBEh, see supplementary material),
show incorrect orbital occupations for some carbonyl systems in
the (N+2)-electron SCF calculation, i.e., the HOMO of the (N+2)-
electron system does not correspond to the LUMO obtained from

e (\e
&F o & @ &° (\Q’
S &F P &
Lo S S o 5T T’
NI & & 2@ 4, O
Q}'bé\e‘ﬁ)q@&@&&c‘?J&Q‘A\\Q'\A‘\Q\o‘&(\ﬁé\fs & «b «\bzé’\\ S \oQ &
p PG E F IS e e ot
1 f nm* (carbonyl) f nr* (non-aromatic) f nm* (aromatic)' . other :
LE
14 |
IEY |
-2t i
W oAl |
qaf ]I
4+
-5 x
x
6 ®B97X-D3
reference  x
T

FIG. 4. Energetic splitting between a low-lying n* and another (usually nm*)
excited state. The excitation energies were computed at the hh-TDA level of theory
(LR kernel) employing the spherical def2-SV(P) basis set. A n-system is classi-
fied as “aromatic,” if a near-degeneracy of the N-electron system LUMO can be
expected, due to the symmetry of the molecule (cf. Frost circle representation).
An asterisk marks missing data due to an incorrect LUMO (with respect to the
N-electron system) occupation in the (N+2)-electron SCF calculation. The refer-
ence values are taken from Ref. 81 (aspirin from Ref. 90). The respective state
symmetries are given in the supplementary material.



an SCF calculation on the N-electron system. Hence, the excited
states for these systems cannot be described properly with these
functionals.

We also find that the global hybrid functionals perform poorly
for the state splittings compared to Hartree-Fock or range-separated
functionals (e.g., @wB97X-D3). Except in two cases (nm*/mn* in
aspirin and on*/nn”® in cyclopropane), the latter two perform
similarly. Both describe the nn* splittings reasonably well, while
systematically overestimated nn”* excitations are found for aromatic
systems, regardless of which DFA is used. This seems to be caused by
the absence of accessible higher lying anti-bonding 7 orbitals in the
expansion space, which would lower these excitations and improve
the energetic splittings with respect to the nn™ excitations. This
is also observed for the splittings between the different ntn™ states
in cyclopentadiene and norbornadiene, presumably for the same
reasons. Interestingly, reduced short-range Fock exchange leads to
increased on™ excitation energies in cyclopropene, which then lead
to qualitatively incorrect energy splittings with respect to the nn”
state. This is observed for all DFAs, and only HF ranks these states
qualitatively correctly.

Overall, the results indicate that the hh-TDA scheme in com-
bination with a range-separated hybrid functional appears to be a
promising method for describing the ground and low-lying excited
states of organic molecules on equal footing.

B. Comparison of pp-TDA and hh-TDA with linear
response-type and full exchange response kernels

In this section, we compare the hh-TDA and pp-TDA schemes
as well as the two different response kernel choices. In , we
have tabulated the statistical data for excitation energies computed
for a subset of excitations from the Thiel benchmark set” with the
linear response (LR) and HF-type kernels for hh-TDA-wB97X and
pp-TDA-PBE. We note that our pp-TDA-PBE (HF) results are in
agreement with the ones presented earlier by Yang and co-workers
(note that we use a slightly different basis set here).”” The statisti-
cal data are listed in , while detailed values of the individ-
ual systems and states are given in the A
significant difference between the hh-TDA and pp-TDA schemes

becomes apparent when looking at systems that involve both mrt*
and other types of excitations (i.e., nn* or on™). Here, we find that
hh-TDA typically provides the better option since the configura-
tion space in hh-TDA is more suited to describe both excitation
types simultaneously. This manifests itself in a larger number of
states on this set, which can actually be described by hh-TDA. The
nucleobases and carbonyl systems are particularly good cases for
hh-TDA (see the ). For pp-TDA-PBE, SCF
convergence problems for these systems eliminate the possibility
to include them in the analysis. This seems to be due to (nearly)
degenerate frontier molecular orbitals in the (N-2) reference
and was confirmed using alternative electronic structure software
(Turbomole version 6.4). The HF-type variant performs better
for pp-TDA-PBE than the LR variant, the latter being equivalent
to plain PBE orbital energy differences. For hh-TDA-wB97X, this
is reversed and the LR-type kernel performs better, as reflected by
smaller mean (absolute) and standard deviations. Both pp-TDA-
PBE schemes on average show underestimated excitation energies,
whereas the opposite is true for hh-TDA-wB97X. From all of the
considered pp/hh schemes, hh-TDA-0wB97X (LR) performs the best
on this set.

Compared to regular ph-TDA-wB97X and EOM-CCSD, hh-
TDA-wB97X (LR) provides almost comparable accuracy, with a
slightly less systematic error distribution as reflected by a SD, which
is twice as large as for ph-TDA-wB97X. In summary, we find that
hh-TDA provides a reasonable method typically with a broader
applicability to many organic systems compared to pp-TDA. In
Sec. , we will only consider the LR-type kernel variant of hh-
TDA and investigate potential energy surface properties beyond the
Franck-Condon point.

C. Potential energy surfaces with hh-TDA
1. Ethylene

As addressed in Sec. II D, one of the main advantages of the hh-
TDA method is the ability to accurately treat degeneracies involv-
ing the ground state and low-lying excited states. The topologically
correct description of the potential energy surfaces in regions of

TABLE |. Statistical data for excitation energies (in eV) computed with hh-TDA and pp-TDA using either the linear response (LR) type response kernel (this work) or the
Hartree—Fock (HF) response kernel employed by Yang and co-workers. Particle-hole TD-DFT [Tamm-Dancoff approximated (TDA)] calculations and EOM-CCSD calculations
are provided for comparison. All calculations use the spherical TZVP basis set. We chose DFAs which we expect to perform best for both schemes, i.e., a range-separated one
for hh-TDA and a GGA for pp-TDA. The structures and reference values are taken from Ref. 81. If states could not be described by a method, they were discarded from the
statistical analysis. The preceding PBE SCF calculations for the (N—2)-electron reference failed to converge for eight systems, precluding a total of 23 states to be considered

for pp-TDA-PBE (see the for details).
EOM-CCSD TDA-wB97X  hh-TDA-wB97X (LR) hh-TDA-wB97X (HF) pp-TDA-PBE (LR) pp-TDA-PBE (HF)
MD 0.43 0.38 0.36 0.43 —0.25 —0.30
SD 0.32 0.30 0.59 0.69 1.14 0.69
MAD 0.44 0.40 0.54 0.67 0.98 0.59
States 51 48 48 48 18 18

*Mean deviation.

bStandard deviation.

“Mean absolute deviation.

dNumber of states included in the statistical data.



degeneracy is especially important in nonadiabatic photochemical
dynamics where population transfer between adiabatic potential
surfaces is often mediated by these seams of conical intersection.
A prototypical example of such an intersection can be accessed
through torsion and pyramidalization degrees of freedom in ethy-
lene; this particular case has previously been used as a model sys-
tem for assessing the ability of electronic structure methods to
describe statically correlated character and ground-excited state
degeneracies.”

Typical low-cost single reference excited state methods, such
as CIS and TDDFT, suffer from instability related to HOMO-
LUMO orbital degeneracies as an MECI involving the ground
state and an excited state is approached. As a result, these meth-
ods cannot properly describe the twisted-pyramidalized MECI in
ethylene. By contrast, hh-TDA is well-suited to describing conical
intersection topologies, as demonstrated in combination with the
wB97X functional in Fig. 5(a), in which the double cone topol-
ogy characterizes the vicinity of the So/S; MECIL Here, the poten-
tial energy surfaces are plotted along torsion and pyramidalization
coordinates, which are the branching plane coordinates correspond-
ing to the twisted-pyramidalized minimum energy conical inter-
section (MECI) between the Sy ground state and the nn* excited
state.

Moreover, CIS and TDDFT cannot describe double excita-
tions, which then leads to a description of the S; minimum at a
purely twisted geometry (90° torsion, no pyramidalization).” Meth-
ods that incorporate doubly excited states describe the S; mini-
mum as simultaneously twisted (90° torsion) and pyramidalized.
hh-TDA captures this feature of the S; potential energy surface
(PES), as demonstrated by the appearance of the minimum at a

twisted (90°) and pyramidalized (60°) geometry that lies 4.76 eV
above the ground state minimum. This is detailed in Fig. 5(b). The S;
minimum computed by the the-state-averaged, extended multi-state
complete active space second-order perturbation method [SA3-
XMS-CAS(2,2)PT2]” on the same set of ethylene coordinates is
found at 90° torsion and 72° pyramidalization and lies 5.46 eV above
the ground state minimum [additional information regarding the
SA3-XMS-CAS(2,2)PT2 comparison can be found in the supple-
mentary material; these potential energy surfaces can be compared
to previous results obtained with quasidegenerate multi-reference
perturbation theory’]. These results indicate that hh-TDA describes
the potential energy surfaces reasonably well and thus is a promis-
ing candidate for applications in efficient nonadiabatic dynam-
ics simulations. This finding complements earlier studies on Hj
and NH3s, which showed that pp-TDA is able to describe conical
interactions.”

2. Thymine

The thymine molecule is a biologically relevant prototype for
internal conversion dynamics between n* and nn* states. At the
Franck-Condon point, highly accurate coupled cluster (CC) com-
putations predict that thymine has nearly degenerate S; and S; states
of nm* and mn* character, respectively.S(’ Furthermore, accurate
CC-based methods predict a reaction coordinate from the Franck-
Condon point to the MECI between the S; and S, states without
barriers or the presence of minima on the S, state.”” At lower lev-
els of theory—particularly those that do not include dynamic elec-
tron correlation, such as CASSCF—it is common to find a larger
(greater than 1 eV) splitting between the S; and S, states at the
Franck-Condon point as well as a minimum on the S state.”"”” Tt
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FIG. 5. (a) Global features of the Sy ground (red) and Sy excited (blue) state PESs of ethylene computed at the hh-TDA-wB97X/def2-SVP level in a rigid scan over the
branching plane coordinates of pyramidalization and torsion (visualized in the inset). The linear response-type kernel has been employed. hh-TDA describes the Sy/Sy
degeneracy in ethylene, as demonstrated here with the appearance of the double cone feature. Ethylene reaches the conical intersection geometry once distorted to
90° torsion and at 60° pyramidalization. This point coincides with the predicted S1 minimum, lying 4.76 eV above the ground state minimum. (b) The S; PES from (a)
represented as a contour plot. The shape of the S; PES is relatively well-described by hh-TDA-wB97X compared to previously reported quasidegenerate multi-reference
perturbation theory results.” The Sy minimum appears at a simultaneously twisted and pyramidalized geometry. For comparison, the location of the Sy minimum obtained
from SA3-XMS-CAS(2,2)PT2 (see the supplementary material for details) that lies 5.46 eV above the Sy ground state is marked by a light-yellow X.



remains unclear how these properties of the thymine PES affect its
photodynamics; highly efficient electronic structure methods that
agree more closely with the accurate CC-based methods would be
required to answer these questions. We find hh-TDA to be a promis-
ing candidate for use in nonadiabatic dynamics simulations of
thymine.

The relative excited state energies computed with hh-TDA with
the wPBE(w = 0.2 au) functional and EOM-CCSD (see Sec. I11) at
three different thymine structures are shown in . The verti-
cal excitation energies to the S; and S states are underestimated
by about 0.5 eV-0.8 eV by hh-TDA-wPBE(w = 0.2 a.u.) compared
to EOM-CCSD. The latter themselves are, however, higher by about
0.2 eV-0.3 eV compared to the higher-level CC3 data.”” The S;/S;
splittings are reproduced to within 0.17 eV-0.22 eV by hh-TDA.
As a result, hh-TDA does a particularly good job describing the
relative energetics of the S; and S, states at stationary points rel-
evant to the photodynamics of thymine. The stabilization of the
S; (nm*) minimum is correct to 0.04 eV compared to both the
Franck-Condon point and S,/S; MECI. Furthermore, no minimum
is present on the S, PES of thymine between the Franck-Condon
point and S;/S; MECI. The relative energy of that intersection with
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FIG. 6. Relative energies (in eV) of the lowest three singlet electronic states of
thymine computed at the hh-TDA-wPBE(w = 0.2 a.u.)/6-31G** (blue) and EOM-
CCSD/aug-cc-pVDZ (red) levels of theory. Energies are computed at three critical
points relevant to the excited state dynamics of thymine: the Sy minimum (FC), the
minimum energy conical intersection between the Sy and S; states (S1/S; MECI),
and the S4 minimum (S4 min). The arrows indicate vertical excitations to S, (solid)
and Sy (dashed). Geometries are optimized for hh-TDA and taken from Ref. 86 for
EOM-CCSD (see Sec. |l for technical details). All energies are given relative to the
respective Sy energy at the Franck—Condon point. Higher level vertical excitation
energies at the CC3 level of theory are 0.20 €V-0.26 eV lower compared to our
EOM-CCSD/aug-cc-pVDZ (cf. Ref. 86) and thus in better agreement with the hh-
TDA-wPBE(w = 0.2 a.u.)/6-31G** results.

respect to the S, energy at the Franck-Condon point is also in good
agreement with EOM-CCSD. Remembering that the computational
cost of hh-TDA scales formally as O(N*) but, in practice, as O(N?)
with system size (see Sec. ), while EOM-CCSD formally scales
as O(N®), the agreement between these methods is quite remark-
able. What remains to be done in the future studies is to apply hh-
TDA directly in a nonadiabatic dynamics simulation of thymine and
assess the performance against experimental ultrafast spectroscopic
observables.

3. Malonaldehyde

Malonaldehyde is a molecule that is a prototype for excited-
state proton transfer, nn*/nn” internal conversion dynamics, and
photoisomerization. Here, we apply hh-TDA with the wB97"" func-
tional and compare to the results obtained with multireference con-
figuration interaction methods including single and double excita-
tions (MRSDCI, see ). Again, we find good agreement in the
absolute excitation energies and in the splitting between nn* and
nn* states at the Franck-Condon point. However, the relative ener-
getics of the S; and S, states at important stationary points show
some potential problems. The minimum on the S; (n1*) state is a bit
too stable relative to both the Franck-Condon point and the So/S;
MECI. This indicates that the population may become spuriously
trapped on the S, state leading to longer excited-state lifetimes and
perhaps increased involvement of triplet states (in view of the El-
Sayed rules and the fact that the electronic wavefunction has nn*
character in the region). In addition, the S;/S; MECI reached by
proton transfer is energetically unfavorable. This may indicate that
the proton transfer reaction will play a different role in the inter-
nal conversion dynamics than MRSDCI would predict. The issues
encountered by hh-TDA for malonaldehyde seem to be related to
the restriction on the orbital space to include only one ©* orbital.
For this molecule, a second ©* orbital may be essential to an accu-
rate description of the photodynamics. Although we expect that
malonaldehyde is not an ideal application of the hh-TDA method,
nonadiabatic dynamics simulations, in which the molecular sym-
metry is lifted, would provide a more definitive assessment of the
performance of hh-TDA for this molecule.

D. Computational cost of hh-TDA

In , we report the computational time required to solve
for the ground and first excited state of the Nile blue chromophore
in aqueous solution using the hh-TDA and TDA-TDDFT methods
with the Cartesian def2-SVP basis set and the wPBE functional with
w = 0.8 a.u. The principal conclusions that should be drawn from
these timings are that the hh-TDA and TDA-TDDFT methods are
of similar computational cost and exhibit similar scaling behavior
with the system size, i.e., O(N?) in our AO direct implementation
(see below). In TDDFT, the solution of the KS equations defines
the ground state, whereas in hh-TDA, both the ground and excited
states are obtained as eigenvectors of the TDA response matrix. We
find that multiplication of trial vectors against the response matrix is
less expensive in the hh-TDA method (because there are no con-
tributions from the Coulomb-type integrals or derivatives of the
exchange-correlation potential). In cases where only one or two
excited states are required, it should be expected that the cost of
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FIG. 7. Relative energies (in eV) of the lowest three singlet electronic states of
malonaldehyde for critical geometries computed at the hh-TDA-wB97/6-31G**
(blue normal print) and MRSDCI/6-31G*//SA3-CAS(4,4)SCF/6-31G* (black ital-
ics, taken from Ref. 87) levels of theory. In the latter, all configurations generated
in a (4,4) active space served as references in the MRSDCI calculations. The
Franck-Condon, Sy minimum, and Sy/S; minimum energy conical intersection
geometries are optimized without constraints. The S; C,, minimum and S4/S,
MECI are minima in the C,, and Cs point groups, respectively. Only the energy
levels computed at the hh-TDA-wB97/6-31G** level of theory are plotted, and the
vertical excitations at the Franck—Condon point to S, and S are illustrated as solid
and dashed arrows, respectively.

TDA-TDDFT and hh-TDA will be quite similar, with the particulars
of a given molecule determining which method will be faster. For
example, in the present case, TDDFT required extra guess vectors in
the Davidson diagonalization in order to avoid solving for higher-
lying charge transfer excited states rather than the locally excited
state of Nile blue.

Formally, the hh-TDA method appears to scale as O(0%), where
o represents the number of occupied orbitals. However, since only
a few electronic states are actually of interest, the full diagonaliza-
tion of the response matrix can be avoided, and the scaling of the
method would be O(o*)—the cost of the multiplication of a trial vec-
tor by the response matrix. However, this ignores the cost of forming
the response matrix in the molecular orbital basis. In practice, our
implementation of hh-TDA is fully AO integral direct and scales,
formally, as O(N*), where N is the number of AO basis functions.
The advantage of the AO formulation of hh-TDA is that sparsity
can be exploited and the contractions between trial vectors and the
response matrix scale more like O(N?). This is clearly demonstrated
in , where the apparent quadratic scaling of the method allows
us to apply it to systems with more than 2100 atoms in a polar-
ized double-{ basis set (roughly 18 000 basis functions). It should
be noted that the underlying SCF procedure costs approximately the

« hhTDA
- TDDFT

« hhTDA(SCF) i
« hhTDA(post-SCF)

e SAS p b o8
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FIG. 8. Timings of hh-TDA/def2-SVP and TDA-TDDFT/def2-SVP computations of
the ground and first excited state of Nile blue including microsolvation by 50-700
water molecules. The hh-TDA/def2-SVP computation is decomposed into the time
spent in the KS SCF for the (N+2)-electron system and the “post-SCF” portion of
the computation that comprises the Davidson diagonalization to obtain the lowest
two eigenpairs as defined in Eq. . The largest system considered contained
more than 2100 atoms and nearly 18 000 basis functions. The timings were per-
formed using eight NVIDIA V100 GPUs and eight Intel Xeon E5-2698 CPU cores
clocked at 2.2 GHz. Best fit power series are given for each of the methods. For
both methods, the wPBE functional with a range-separation parameter of 0.8 a.u.
was used.

same as the solution of the eigenvalue problem (for two states) and
the SCF procedure scales slightly worse with the system size.

E. The unbound orbital problem and basis set
requirements

Following the remarks above on the basis set requirements for
hh-TDA due to the (N+2)-electron reference, all calculations in this
paper used double- and triple-zeta basis sets without diffuse func-
tions. In order to explore the basis set dependence more thoroughly,
we collect the lowest excitation energies computed with hh-TDA-
wB97X and different basis sets STO-3G, def2-SVP, def2-SVPD, def2-
TZVP, and def2-QZVP (the latter two without f and g functions)
for a few molecular systems (acetamide, p-benzoquinone, butadi-
ene, ethylene, formaldehyde, norbornadiene, uracil, and water) in
Table S11 of the . As could be expected, these
results show that excitation energies obtained with the STO-3G basis
set are widely disparate from larger basis sets. However, with the
exception of acetamide, the excitation energies vary mostly by less
than 0.2 eV over the other choices of basis sets without diffuse func-
tions. This indicates that the presence of unbound orbitals need not
be a significant problem (as long as diffuse basis sets are avoided, see
results for def2-SVPD).

Acetamide was among the problematic systems mentioned
in Sec. , where DFAs with insufficient exact exchange pop-
ulated an incorrect orbital in the (N+2)-electron reference. Sim-
ilar occupation problems are observed for the def2 basis sets
considered here, leading to strong basis set dependence of the exci-
tation energy. However, this seems to be distinct from the unbound



orbital problem and is instead related to the limited active space in
hh-TDA.

Based on this assessment and the promising results obtained
in this work, we therefore recommend the use of hh-TDA in com-
bination with asymptotically correct range-separated hybrid DFAs
and double- and triple-zeta basis sets without diffuse basis functions.
The latter can be added if the excited states to be probed by hh-TDA
are actually of Rydberg character (cf. results for water). In the future,
the unbound orbital issue could be addressed by using an N-electron
reference in the orbital generation. Such an approach was already
applied in one of the early works on pp-RPA.” We plan to inves-
tigate this issue in order to facilitate the routine use of hh-TDA in
geometry optimizations and nonadiabatic dynamics simulations.

V. CONCLUSIONS

We have shown that the hole-hole Tamm-Dancoff approxima-
tion (hh-TDA) to the particle-particle random-phase approxima-
tion (pp-RPA) represents an efficient DFT-based electronic structure
scheme for the electronic ground and low-lying excited states. The
method shares similarities with the previously presented particle-
particle (pp-TDA) approach. We find some advantages of the hh-
TDA scheme, particularly in its ability to describe different low-
lying excitation types (nn*, on*, and ntn™). Starting from an (N+2)-
electron reference determinant, the ground and the low-lying
excited states of the N-electron target system are obtained by a
double annihilation of two electrons. Since the ground and excited
states are obtained from the same eigenvalue problem, static corre-
lation cases can be handled. Dynamic correlation is included in the
orbitals by virtue of the density functional. We have also introduced
an alternative choice for the response kernel that differs from the
functional-independent Hartree-Fock-type kernel employed in the
previous works on pp-RPA and pp-TDA.”" Our choice is functional-
dependent and in line with the response kernels appearing in
particle-hole linear response theory.

To avoid SCF convergence problems of the (N+2)-electron
reference, the method should be combined with range-separated
density functionals that have 100% asymptotic Fock exchange. We
recommend avoidance of diffuse atom-centered basis sets since
these can lead to continuum-like orbitals in the (N+2)-electron
reference. We then do not observe any SCF convergence prob-
lems and find that the hh-TDA can describe low-lying excited
states reasonably well at a computational complexity comparable
to a configuration interaction singles (CIS) calculation. As with
any density functional approximation-based method, case-specific
functional assessment is recommended. The range-separation
parameter and amount of short-range Fock exchange can be viewed
as parameters to optimize the method performance for a specific
molecule (as is often done by variation of the active space in CAS
methods).

On the other hand, the main limitation of the hh-TDA is the
restricted “virtual” orbital space, which formally consists exclusively
of the lowest unoccupied orbital (with respect to the N-electron
system). This precludes its application to systems with degenerate
LUMOs, such as benzene. In spite of this shortcoming, the hh-TDA
method is well-suited for the calculation of ground and low-lying
excited states for many organic molecules. It offers an inexpensive

alternative to the existing and widely used CASSCF methods, with
the advantage that dynamic correlation effects are included at the
orbital level by means of the used density functional.

The method is implemented in the GPU-accelerated electronic
structure code TeraChem. Future directions will include the com-
putation of nonadiabatic couplings and testing the method in nona-
diabatic dynamics simulations. In this context, it will be important
to address the problem of potentially occupying unbound orbitals in
the (N+2)-electron SCF calculation. Generating orbitals for an N-
electron reference with fractional orbital occupation and using them
in an (N+2)-electron-type hh-TDA procedure could remove this
issue entirely, while guaranteeing stability in nonadiabatic dynamics
simulations. This will be explored in the future work.

SUPPLEMENTAL MATERIAL

See the supplementary material for a zip-file containing hh-
TDA optimized geometries of thymine (Fig. 6) and malonaldehyde
(Fig. 7) and a pdf file containing detailed results on the DFA assess-
ment (Sec. IV A) and the pp/hh-TDA benchmarks (Sec. IV B) and a
potential curve of ethylene (at 90° torsion).
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