
In-Situ Visualization with Catalyst

Abstract
In-situ visualization is a term for running a solver in tandem with visualization.  Catalyst is the new 
name for ParaView’s coprocessing library.  ParaView is a powerful open-source turnkey application 
for analyzing and visualizing large data sets in parallel.  By coupling these together, we can utilize 
HPC platforms for analysis while circumventing bottlenecks associated with storing and retrieving 
data in disk storage. We demonstrate two methods for in-situ visualization using Catalyst.  The first 
is linking Catalyst directly with simulation codes.  It simplifies integration with the codes by 
providing a programmatic interface to algorithms in ParaView. Attendees will learn how to build 
pipelines for Catalyst, how the API is structured, how to bind it to C, C++, Fortran, and Python and 
how to build Catalyst for HPC architectures.  The second method uses a variety of techniques, 
known as data staging or in-transit visualization, that involve passing the data through the network 
to a second running job. Data analysis applications, written using Catalyst, can operate on this 
networked data from within this second job minimizing interference with the simulation but also 
avoiding disk I/O. Attendees will learn three methods of handling this procedure as well as the 
APIs for ADIOS and NESSIE.

SAND2012-3441P



Detailed Description

General description and tutorial goals
We are proposing a half-day tutorial on adding analysis and visualization to existing codes.  The 
tutorial presents several methods to do this within the Catalyst framework.  The first is through the 
interface presented by the Catalyst API and the visualization and analysis capabilities it provides.  
Attendees learn how to integrate the coprocessing library into their existing codes and to configure 
and apply the analysis. The remaining methods will use data staging and in-transit visualization, 
using ParaView’s Live Covisualization, ADIOS and NESSIE.  Live Covisualization makes use of 
ParaView’s client server architecture to transfer server data from a Catalyst pipeline to a running 
ParaView client directly.  This allows someone to view and modify the coprocessing pipeline 
during a simulation run. ADIOS is an I/O framework where the API is detached from the available 
methods of writing. Staging methods transfer data to another application’s memory instead of to a 
file. ParaView has a generic plugin to read data from the ADIOS-BP file format or from staging 
areas written by ADIOS. NESSIE provides a network layer to transfer function calls from the 
simulation to a set of services running in a separate job.  This is made transparent to the 
coprocessing pipeline which functions as though it is running directly linked with the simulation’s 
original function calls.  Attendees will learn how to use these methods to indirectly couple their 
visualizations with their simulation. 

Targeted audience, content level, and relevance to SC attendees
We expect the content break down to be: 10% beginner, 40% intermediate, 50% advanced.

This tutorial has an appeal for many levels and types of attendees, but is primarily focused on those 
working with large-scale simulation codes.  Attendees currently programming simulations or other 
large-scale codes will directly benefit from the expansive capabilities of ParaView in general and 
specifically within Catalyst.  Attendees familiar with visualization, graphics, or VTK will learn how 
to programmatically interface to these components in large-scale applications.

Beginners benefit by getting an overview of the capabilities of the ParaView framework and an 
introduction to applying it.  For attendees that want a more comprehensive introduction to using 
ParaView, we are also proposing a companion tutorial titled “Large Scale Visualization with 
ParaView”.  The understanding they will gain from attending only this tutorial will help them 
choose and apply their visualization tools.  This tutorial also provides the necessary information for 
using the coprocessing tools already integrated into other codes.

Intermediate and advanced users are given the instruction necessary to leverage Catalyst within 
their codes.  We give an overview of the API and detailed instruction on how to use it.  We also 
apply instruction on how to configure the analysis within ParaView and build it into Catalyst, and 
how to create a workflow that provides analysis both running in situ with the simulation and 
interactively at a user’s convenience.  We demonstrate how simulation codes can directly send their 
results to a visualization server using data staging and in-transit and then use Catalyst or ParaView
for the analysis and visualization as well.

The majority of the Supercomputing attendees are from universities or government labs.  In this 
environment it is important to be able share tools and applications.  Since this suite of tools is open 
source, there are no barriers to collaboration between diverse organizations.  The fact that there are 



no license fees for these applications is also important.  Some university research groups may not be 
able to easily purchase expensive licenses for proprietary visualization applications.  

ParaView is a world leader in high performance visualization on distributed clusters.  Expensive 
shared memory computers have succumbed to the economically superior distributed cluster 
computer.  Many Supercomputing attendees are researching the application of distributed clusters 
toward high performance computation and visualization.  ParaView has been designed from 
inception to run well on distributed computing platforms. 

ADIOS has grown out from the I/O requirements of the largest supercomputing applications using 
the Leadership Computing Facilities. It is a framework of write and read plugins so that an 
application can choose the best performing I/O strategy in a particular environment. ADIOS has 
been used by applications comprising a quarter of all INCITE (Innovative and Novel Computational 
Impact on Theory and Experiment) resource allocations of the Department of Energy in 2010. 

The NEtwork Scalable Service Interface (Nessie) is a framework for developing in transit analysis 
capabilities. It provides a remote-procedure call (RPC) abstraction that allows the application-
developer to create custom data services to match the specific needs of the application.

Audience prerequisites
Much of the discussion in this tutorial involves using the programming interface to the coprocessing 
library.  Attendees will get the most out of the tutorial if they have enough programming experience 
to follow along with the discussions.  The tutorial provides examples in C++, Fortran, and Python.  
For our target audience, familiarity with at least one of these languages is prevailing.

Ensuring cohesive content
The presenting institutions, Sandia National Laboratories, Kitware, Inc., and Oak Ridge National 
Laboratory, have worked closely together in the development of much of the software presented in 
this tutorial, and will continue to work closely together in building the tutorial content

Tutorial updates for SC
We have given many introductory tutorials to ParaView in different forums, including several past 
Supercomputing conferences.  In addition, at SC11 we gave a similar tutorial on in-situ
visualization.  The intent of this tutorial is similar to last year’s tutorial in that it demonstrates a way
to provide a service to those developing other large-scale parallel applications, and Supercomputing 
is an excellent opportunity for that.  The difference between the proposed tutorial and last year’s 
tutorial is a more distinct split between the capabilities of direct in-situ and the evolving techniques 
for handling indirect coupling through data staging and in-transit visualization.

We are also submitting an introductory companion tutorial on using the ParaView framework for 
general large scale visualization.  The reason that these proposals are being submitted separately is 
that current ParaView users may not be interested in attending the introductory tutorial and non-
programmer users may not be interested in this content of this tutorial.
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Description of Demonstration
The information in this tutorial is communicated via slide presentations and live demonstrations, 
both from a laptop provided by the presenter.

Required Hardware
Standard A/V equipment is sufficient for this tutorial.



Outline
1. Introduction (30 minutes).

a. What is coprocessing 

b. Uses and examples 

c. Coprocessing ParaView plugin

2. Coprocessing API (1 hr).

a. Establishing a pipeline.

i. Python scripting.

ii. Hard coding.

b. Specifying/querying input data.

c. VTK data structures.

d. Linking to Fortran or C.

e. Compiling.

i. Cross compiling.

ii. Compiling without shared libraries.

iii. Compiling with and without Python.

3. Data Staging (1.5 hours).

a. Through Catalyst/ParaView

b. Through ADIOS

i. Write API.

ii. Linking to FORTRAN or C. 

iii. Choosing the write method.

iv. Read API (to understand how ParaView gets the data).

v. Establishing the pipeline in a job submission. 

c. Through NESSIE

i. The data-service model

ii. Developing a simple data-transfer service

iii. Integrating data services into an application workflow (how to launch and use
data services)



Tutorial Notes Release

The presenters of this tutorial agree to release the tutorial notes on the SC12 USB stick.



Travel Support Request
Some of the presenters will request support for travel.
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